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Abstract: Multi-scale dispersion entropy (MDE) has been widely used to extract nonlinear features of 
electroencephalography (EEG) signals and realize automatic detection of epileptic seizures. However, 
information loss and poor robustness will exist when MDE is used to measure the nonlinear complexity 
of the time sequence. To solve the above problems, an automatic detection method for epilepsy was 
proposed, based on improved refined composite multi-scale dispersion entropy (IRCMDE) and 
particle swarm algorithm optimization support vector machine (PSO-SVM). First, the refined 
composite multi-scale dispersion entropy (RCMDE) is introduced, and then the segmented average 
calculation of coarse-grained sequence is replaced by local maximum calculation to solve the problem 
of information loss. Finally, the entropy value is normalized to improve the robustness of characteristic 
parameters, and IRCMDE is formed. The simulated results show that when examining the complexity 
of the simulated signal, IRCMDE can eliminate the issue of information loss compared with MDE and 
RCMDE and weaken the entropy change caused by different parameter selections. In addition, 
IRCMDE is used as the feature parameter of the epileptic EEG signal, and PSO-SVM is used to 
identify the feature parameters. Compared with MDE-PSO-SVM, and RCMDE-PSO-SVM methods, 
IRCMDE-PSO-SVM can obtain more accurate recognition results. 

Keywords: epilepsy; EEG signals; improved refined composite multi-scale normalized dispersion 
entropy; particle swarm algorithm; support vector machine 
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1. Introduction 

Epilepsy is a common nervous system disease with sudden and irregular characteristics. At 
present, about 65 million people worldwide suffer from epilepsy, accounting for 1–2% of the world 
population [1]. Electroencephalography (EEG) is cheap, safe, and high-resolution, and is often used 
in the diagnosis of epilepsy [2–4]. In clinical practice, neurologists need to monitor patients’ EEG 
records for a long time to identify normal, epileptic interictal, and epileptic ictal patterns [5]. However, 
this method of diagnosing epilepsy by analyzing EEG signals manually is a subjective and tedious 
process. Therefore, automatic detection of epileptic EEG signals will help reduce the workload of 
medical staff and provide a rapid response to emergencies [6–8]. 

Automated seizure detection methods are developed to distinguish between normal, epileptic 
interictal, and epileptic ictal EEG signals. Feature extraction from EEG signals using appropriate 
signal processing techniques is crucial for identifying epileptic seizure states, as the extracted features 
determine classification performance. Then, various machine learning algorithms are used to classify 
the extracted features [9]. So far, scholars in the field of epileptic diagnosis have tried to analyze 
epileptic EEG signals from a nonlinear perspective, and found that entropy characteristics can directly 
detect the dynamic changes of epileptic EEG signals [10–13]. Entropy is reported to be different for 
normal EEG signals and pathological seizure EEG signals, so it can effectively classify normal subjects 
and epileptic patients [14–16]. In literature [17–20], multiscale approximate entropy (MAE), 
multiscale sample entropy (MSE), and multiscale fuzzy entropy (MFE), as features of EEG signal, 
were used to distinguish normal, epileptic interictal, and epileptic ictal states. However, all these 
entropies above have the disadvantages of complicated calculation, high time consumption and not 
being suitable for real-time detection. Therefore, multiscale permutation entropy (MPE) was proposed 
by Bandt et al. to measure the nonlinearity of signals [21]. In literature [22], MPE was employed for 
epileptic feature extraction from EEG signals to complete the automatic detection of epilepsy. Despite 
MPE possessing the virtue of uncomplicated computation and fast computation speed [23–25], only 
the order of the coarse-grained sequence is considered in the time series analyzed by MPE, while 
amplitude information is ignored [26–28]. To overcome the above problems, Azami and Rostaghi et 
al. [29] proposed a nonlinear calculation method of multi-scale dispersion entropy (MDE), which not 
only has the virtue of uncomplicated computation and fast computation speed but also takes into account 
signal amplitude information when evaluating the non-linearity of time series. In literature [30], MDE 
and its variants were used for automatic EEG detection of epilepsy, and certain recognition effects 
were achieved. However, it is easy to lose information when MDE calculates the segmented average 
value of a coarse-grained sequence. In addition, as the scale factor is increased, the length of the coarse-
grained sequence gets shorter, leading to unstable entropy value calculation results and poor accuracy, 
which easily reduces the recognition accuracy of different types of EEG signals [31,32]. 

To overcome the above shortcomings, an automatic epilepsy detection method based on improved 
refined composite multi-scale dispersion entropy (IRCMDE) and particle swarm optimization support 
vector machine (PSO-SVM) is proposed in this paper. First, the refined composite multi-scale 
dispersion entropy (RCMDE) is introduced, and then the segmented average value calculation of the 
coarse-grained sequence is replaced by the local maximum calculation to solve the problem of MDE 
information loss. Finally, the entropy is normalized to weaken the entropy change caused by different 
parameter selections and improve the entropy robustness. The above IRCMDE method is applied to 
the feature extraction process of the epilepsy EEG signal and combined with the advantages of the 
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PSO-SVM model, which is fast in computation and suitable for real-time data processing [33,34], 
automatic detection of epilepsy was realized. Compared with the results of MDE-PSO-SVM and 
RCMDE-PSO-SVM, the proposed IRCMDE-PSO-SVM method can effectively identify the normal, 
epileptic interictal and epileptic ictal states and is superior to the existing methods. 

2. Principles and methods 

2.1. Multiscale dispersion entropy 

According to Eq (1), the normal cumulative distribution function is used to map the given time 
sequences 𝑥 , 𝑛 1,2,3. . . 𝑁 to 𝑦 . 

𝑦
√

𝑒 𝑑𝑡                            (1) 

𝑦  is linearly transformed into the mapping set with c categories number by Eq (2). 

𝑧 𝑟𝑜𝑢𝑛𝑑 𝑐 𝑦 0.5                             (2) 

where 𝑟𝑜𝑢𝑛𝑑 is a rounding function. As shown in Eq (3), the embedding vector is reconstructed for 
embedding dimension 𝑚, categories number 𝑐 and delay time 𝑑. 

𝑧 , 𝑧 , 𝑧 , . . . , 𝑧 , 𝑖 1,2, . . . 𝑁 𝑚 1 𝑑                 (3) 

where 𝑧 𝑣 , 𝑧 𝑣 , . . . , 𝑧 𝑣 . 𝑧 ,  are mapped to dispersion patterns 𝜋 ... . 
𝑁 𝑚 1 𝑑   is the total sum of embedding vector. Therefore, the relative frequency is defined 
according to Eq (4). 

                      𝑝 𝜋 ...
...                        (4) 

where  𝑁𝑢𝑚𝑏𝑒𝑟 𝜋 ...   is the map number of the dispersion patterns  𝜋 ...  . Finally, 
dispersion entropy (DE) can be evaluated as shown in Eq (5). 

𝐷𝐸 𝑥, 𝑚, 𝑐, 𝑑 ∑ 𝑝 𝜋 ... 𝑙𝑛 𝑝 𝜋 ...              (5) 

 

Figure 1. Schematic diagram of MDE coarse-grained process. 

Figure 1 shows the coarse-grained process of the original time sequences 𝑥 , 𝑛 1,2,3. . . 𝑁. The 
coarse-grained process is that the time sequence is divided into the non-overlapping windows and the 
data within each window is averaged. The coarse-grained time sequences are obtained as follows: 

𝑀 , ∑ 𝑥  1 𝑗 , 1 𝑘 𝜏                  (6) 
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Finally, the definition of multi-scale dispersion entropy (MDE) is formed using Eqs (5) and (6). 

𝑀𝐷𝐸 𝑥, 𝑚, 𝑐, 𝑑, 𝜏 𝐷𝐸 𝑀 , 𝑚, 𝑐, 𝑑                     (7) 

2.2. Improved refined composite multi-scale dispersion entropy 

When performing a coarse-grained process as shown in Figure 1, MDE calculates the mean value 
of data points in non-overlapping windows, which leads to the “neutralization” phenomenon of the 
nonlinear abrupt information of the original signal, resulting in information loss. In addition, with the 
increase of the scale factor 𝜏, the coarse-grained sequence becomes shorter, which leads to a decrease 
in entropy stability. To solve the above problems of MDE, the refined composite multi-scale dispersion 
entropy (RCMDE) is first introduced, and the definition of RCMDE is expressed as Eq (8). 

𝑅𝐶𝑀𝐷𝐸 𝑀 , 𝑚, 𝑐, 𝑑, 𝜏 ∑ 𝑝 𝜋 ... 𝑙𝑛 𝑝 𝜋 ...           (8) 

As shown in Eq (9), the  𝑝 𝜋 ...  is defined. 

𝑝 𝜋 ... ∑ 𝑝 𝜋 ...                      (9) 

 

Figure 2. Schematic diagram of IRCMDE coarse-grained process. 

Then, Figure 2 depicts that the segmented mean value calculation in the coarse-grained process 
is replaced by the local maximum calculation to avoid the problem of information loss. In addition, 
according to the coarse-grained process in Figure 2, the 𝜏 group sequence can be obtained to overcome 
the problem of coarse-grained sequence shortening and enhance the stability of the traditional multi-
scale entropy algorithm. The expression for calculating the local maximum value of the coarse-grained 
sequence is defined as Eq (10). 
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 𝑦 , 𝑀𝑎𝑥 𝑥 : 𝑥 , 1 𝑗 𝑁/𝜏 ,1 𝑘 𝜏 ,            (10) 

where 𝑀𝑎𝑥 is the maximum value calculation function. 
Finally, the improved refined composite multi-scale dispersion entropy (IRCMDE) is defined and 

normalized as Eq (11). 

𝐼𝑅𝐶𝑀𝐷𝐸 𝑥, 𝑚, 𝑐, 𝑑, 𝜏 𝑅𝐶𝑀𝐷𝐸 𝑦 , 𝑚, 𝑐, 𝑑 /𝑙𝑛 𝑐 ,                (11) 

where 𝑙𝑛 𝑐  represents the maximum value of IRCMDE. 

2.3. The proposed epileptic detection scheme 

 

Figure 3. The flowchart of the IRCMDE-PSO-SVM epileptic detection scheme. 

This section proposes a new epileptic detection method based on IRCMDE and PSO-SVM to 
improve the recognition accuracy of epileptic detection. The proposed IRCMDE-PSO-SVM epileptic 
detection scheme is depicted in Figure 3. The specific steps are as follows: 

1) Epileptic EEG signals from the online database of Bonn University and CHB-MIT Scalp EEG 
database are used as experimental data. 

2) The IRCMDE algorithm is employed to extract epileptic features from experimental data. The 
epileptic feature sets are randomly divided into training sample sets and test sample sets. In addition, 
PSO is employed to optimize the penalty factor 𝑐  and kernel parameter 𝑔  in SVM. The maximum 
population number is set as 20 and the iterations number of the PSO algorithm is set as 50. Then, the 
training sample sets are entered into PSO-SVM for epileptic detection model training. Finally, the 
IRCMDE-PSO-SVM automatic detection model of epileptic seizures is established. 

3) To illustrate the effectiveness of the proposed method, the test sets are given into the PSO-
SVM epileptic detection model and obtain the recognition accuracy and results. Finally, comparing the 
epileptic detection results of MDE-PSO-SVM, RCMDE-PSO-SVM and IRCMDE-PSO-SVM methods. 
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3. Results and discussion 

3.1. Comparative analysis of simulated signal 

                       
 (a)                                   (b) 

 
(c) 

Figure 4. Mean standard deviation curves of different entropies of 1/f noise: (a) MDE; (b) 
RCMDE; (c) IRCMDE. 

The calculation of IRCMDE is related to embedding dimension 𝑚, number of categories 𝑐 and delay 
time 𝑑 parameters. According to the literature [31], 𝑚  is 2 or 3, 𝑐  is an integer between 3 and 9, 𝑑 is 
selected as 1. For illustrating the merits of the IRCMDE algorithm, the entropy performance of MDE, 
RCMDE and IRCMDE under different parameters will be analyzed in this section. 1/f noise is selected 
as the simulated signal, and Figure 4 depicts the MDE, RCMDE and IRCMDE mean standard 
deviation curves for the simulated signal. It is manifested from Figure 4 that the MDE and RCMDE 
curves of 1/f noise have an insignificant downward trend with the increase of scale factor, while the 
IRCMDE curve of 1/f noise has an obvious downward trend with the increase of scale factor. This 
means that MDE and RCMDE cannot completely extract the multi-scale information of 1/f noise, 
resulting in information loss. IRCMDE can better extract the multi-scale information of 1/f noise, 
solving the problem of information loss. Second, MDE and RCMDE curves are greatly affected by the 
changes of embedding dimension and number of categories, while IRCMDE curves vary little with 
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different embedding dimensions and number of categories, which indicates that the normalized process 
of IRCMDE can reduce the entropy changes caused by parameter selection and improve the robustness 
of features. Finally, by comparing the standard deviation of the three entropy curves, it is found that 
the standard deviation of RCMDE and IRCMDE is smaller than that of MDE, because the refined 
composite process reduces the entropy fluctuation to some extent. 

3.2. Comparative analysis of EEG signal 

                         
                 (a)                                      (b) 

   
                                       (c) 

Figure 5. The EEG signal waveforms of normal (set Z), epileptic interictal (set F) and 
epileptic ictal states (set S): (a) normal EEG signal; (b) epileptic interictal EEG signal; (c) 
epileptic ictal EEG signal. 

The EEG signals data used in this paper come from the epilepsy EEG signals online database of 
Bonn University in Germany [35]. The database contains five data sets (Z, O, N, F and S), each of 
which has 100 single-channel EEG segments with a duration of 23.6 seconds. A 12-bit analog-digital 
converter was used to digitize all EEG signal data. The sampling frequency was 173.6 Hz. Among 
them, data set Z is the EEG signals data collected by normal people when they open their eyes, data 
set F is the EEG signals data of the epileptic focal area in epileptic interictal patients, and data set S is 
the EEG data of the epileptic focal area in epileptic ictal patients. In this paper, EEG signals in normal, 
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epileptic interictal, and epileptic ictal states are automatically detected, and feature extraction and 
classification recognition are carried out for EEG signals data in sets Z, F and S. Figure 5 show the 
EEG signal waveforms of normal (set Z), epileptic interictal (set F) and epileptic ictal (set S) states 
with 2048 sampling points. 

     

                    (a)                                      (b) 

                        
     (c) 

Figure 6. Mean standard deviation curves of different entropies of EEG signals in different 
states: (a) MDE; (b) RCMDE; (c) IRCMDE. 

The entropy features of 360 EEG signals (including 120 normal EEG signals, 120 epileptic 
interictal EEG signals, and 120 epileptic ictal EEG signals) are extracted by MDE, RCMDE and 
IRCMDE methods. According to the literature [30], the embedding dimension 𝑚 is selected as 3, the 
delay time 𝑑 is 1 and the number of categories 𝑐 is set to 5. We can see from Figure 6, the feature 
diagram of MDE, RCMDE, and IRCMDE of EEG signals in different states with scale factors 1–15 
are displayed, respectively. It is manifested that the entropy values of MDE and RCMDE from EEG 
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signals in normal, epileptic interictal, and epileptic ictal states first increase rapidly and then decrease 
or become stable. The overall curve trend is consistent with that in the literature [30]. In addition, the 
entropy curves of EEG signals in three different states still overlap a lot, which brings great difficulty 
to the automatic detection and classification of epilepsy. However, the IRCMDE entropy curve can 
clearly distinguish the three different states at most scales, and the mean standard deviation curve of 
entropy value has no overlap basically. The IRCMDE can better extract the nonlinear mutation 
information of EEG signals. Furthermore, IRCMDE has a significantly lower standard deviation than 
MDE and RCMDE, which means that the proposed IRCMDE method has better stability than MDE 
and RCMDE. 

3.3. Pattern recognition 

The MDE, RCMDE and IRCMDE feature parameters extracted above are classified and 
recognized by the particle swarm optimization support vector machine (PSO-SVM). The 210 EEG 
signal data (including 70 normal, 70 epileptic interictal and 70 epileptic ictal states) were randomly 
assigned to the training set, while the remaining 150 EEG characteristic parameters were used as the 
test set. The penalty factor 𝑐 and kernel parameter 𝑔 in the MDE-PSO-SVM method are optimized 
as 1.3547 and 246.5515, respectively. The penalty factor 𝑐 and kernel parameter 𝑔 in the RCMDE-
PSO-SVM method are optimized as 16.1814 and 159.4850, respectively. The penalty factor 𝑐  and 
kernel parameter  𝑔  in the RCMDE-PSO-SVM method are optimized as 0.9373 and 50.8685, 
respectively. The epilepsy classification and recognition results of MDE-PSO-SVM, RCMDE-PSO-
SVM and IRCMDE-PSO-SVM are shown in Figure 7. Ordinate “1” represents the normal state, 
ordinate “2” represents the epileptic interictal state, ordinate “3” represents the epileptic ictal state 
and the abscissa is the EEG signal sample number. It is manifested that the MDE-PSO-SVM method 
has 12 misidentification samples, the RCMDE-PSO-SVM method has 10 misidentification samples, 
and the IRCMDE-PSO-SVM method only has 3 misidentification samples. The sensitivity of the 
MDE-PSO-SVM model to detect the epileptic interictal state is 88%, and the sensitivity of the epileptic 
ictal state is 90%. The sensitivity of the RCMDE-PSO-SVM model to detect the epileptic interictal 
state is 90%, and the sensitivity of the epileptic ictal state is 90%. The sensitivity of the IRCMDE- 
PSO-SVM model to detect the epileptic interictal state is 100%, and the sensitivity of the epileptic 
ictal state is 94%. The above results indicate the effectiveness of the proposed method. In addition, we 
compared the recognition rate and running time of the above three methods, as shown in Table 1. From 
Table 1, it can be observed that compared with the MDE-PSO-SVM and RCMDE-PSO-SVM methods, 
the recognition accuracy of the proposed IRCMDE-PSO-SVM automatic epilepsy detection method 
is higher, reaching 98%. The above results once again verify the effectiveness of IRCMDE in 
characterizing the nonlinear feature of epileptic EEG signals. Furthermore, IRCMDE and RCMDE 
approaches spend more running time compared with MDE, because the refined composite process 
improves the stability of the entropy value, while the process increases the calculation amount of the 
algorithm to a certain extent. The IRCMDE approach has a lower running time than the RCMDE 
due to the segmented average value calculation in the coarse-grained process being replaced by the 
local maximum calculation, which reduces the calculation amount and improves the algorithm 
running efficiency. 
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                   (a)                                      (b) 

 

(c) 

Figure 7. The epilepsy recognition results of MDE-PSO-SVM, RCMDE-PSO-SVM, and 
IRCMDE-PSO-SVM: (a) MDE-PSO-SVM; (b) RCMDE-PSO-SVM; (c) IRCMDE-
PSO-SVM. 

Table 1. Comparison of the recognition effect of different epilepsy detection methods. 

Methods Correct sample/total 
sample 

Recognition accuracy 
(%) 

Running time 
(s) 

MDE-PSO-SVM 138/150 92.00 28.05 

RCMDE-PSO-SVM 140/150 93.33 49.57 

IRCMDE-PSO-SVM 147/150 98.00 36.35 

0 50 100 150

Test samples

1

2

3

Predictive test samples
Actual test samples

0 50 100 150

Test samples

1

2

3

Predictive test samples
Actual test samples

0 50 100 150

Test samples

1

2

3
Predictive test samples
Actual test samples



9359 

Mathematical Biosciences and Engineering  Volume 20, Issue 5, 9349–9363. 

4. Discussion 

     

 (a)                                     (b) 

     

  (c) 

Figure 8. Mean standard deviation curves of different entropies of EEG signals from 
CHB-MIT Scalp EEG database: (a) MDE; (b) RCMDE; (c) IRCMDE. 

In this paper, the novel IRCMDE-PSO-SVM method is proposed to realize the extraction of EEG 
nonlinear features and epilepsy pattern recognition. In the IRCMDE algorithm, the segmented average 
calculation of coarse-grained sequence is replaced by local maximum calculation to solve the problem 
of information loss. This is because the traditional coarse-grained process of MDE and RCMDE is 
shown in Figure 1. The mean value calculation is adopted in the coarse-grained process of MDE and 
RCMDE, which is easy to neutralize the abrupt information of the EEG signal, resulting in information 
loss. The coarse-grained process of IRCMDE is shown in Figure 2. The coarse-grained process of 
IRCMDE is calculated by the maximum value, and the new coarse-grained sequence calculated by the 
maximum value is approximate to the envelope of the original signal, which ensures the correctness 
of EEG signal information, avoids the deficiency of information loss, and can better highlight the 
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nonlinear characteristics of EEG signal from epileptics. In addition, the entropy value is normalized to 
improve the robustness of characteristic parameters. Simulated signals and actual EEG signals 
experiments demonstrate the superiority of this algorithm in signal feature extraction. Finally, a new 
intelligent epilepsy EEG automatic detection model is developed by combining the PSO-SVM 
algorithm, and a good recognition effect is achieved. 

To further illustrate the validity of the proposed model on different epileptic EEG data sets, 
another CHB-MIT Scalp EEG database is used to evaluate the classification ability of the proposed 
model [36]. The CHB-MIT Scalp EEG database collected EEG recordings from 22 children with 
intractable epilepsy. We use MDE, RCMDE and IRCMDE methods to analyze 95 EEG signals of 
epileptic interictal and epileptic ictal states, and the results are shown in Figure 8. It can be observed 
that compared with MDE and RCMDE, the IRCMDE features of the two states overlap less, and can 
better distinguish epileptic interictal and epileptic ictal states. Combined with PSO-SVM, the binary 
pattern recognition is completed. The recognition rate of MDE-PSO-SVM is 83.16%. The recognition 
rate of RCMDE-PSO-SVM is 84.21%. The recognition rate of IRCMDE- PSO-SVM is 94.74%. The 
above results further prove the effectiveness of the proposed model. 

However, the proposed model still has some limitations. In Table 1, the running time of the 
IRCMDE-PSO-SVM model reaches 36.35 seconds. Thus, the running efficiency of the proposed 
model needs to be improved to meet the requirements of clinical detection of epilepsy. It is planned to 
employ a faster and high-performance classifier in the future to reduce the running time and improve 
the running efficiency while ensuring a high recognition rate. 

5. Conclusions 

The automatic detection method of epileptic seizures based on IRCMDE and PSO-SVM is 
realized in this paper. The IRCMDE method is proposed to improve the inevitable disadvantages of 
MDE and RCMDE for time series complexity measures. The simulation results demonstrate that, 
compared with MDE and RCMDE, IRCMDE solves the problem of information loss when analyzing 
the simulation signal complexity, weakens the entropy change caused by different parameter selections, 
and improves the robustness of characteristic parameters. In addition, the proposed method is applied 
to the actual epileptic EEG signals, the results show that IRCMDE can extract nonlinear characteristics 
of epileptic EEG signals more effectively compared with MDE and RCMDE. The recognition 
accuracy of IRCMDE-PSO-SVM for epileptic detection is higher than that of MDE-PSO-SVM and 
RCMDE-PSO-SVM. The above results demonstrate that the proposed method can better distinguish 
normal, epileptic interictal, and epileptic ictal EEG signals, which provide technical support for 
guiding neurologists to accurately evaluate epileptic seizures. 

However, while the proposed IRCMDE algorithm has been shown to be appropriate and efficacious 
in the automatic detection of epileptic EEG signals, it has not been proven available in other fields and 
requires additional experimental verification. Therefore, the writer will proceed to push forward the 
application of the IRCMDE algorithm in nonlinear time sequences feature extraction. 
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