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Abstract: Motivation: In vitro experiment-based drug-target interaction (DTI) exploration demands 
more human, financial and data resources. In silico approaches have been recommended for predicting 
DTIs to reduce time and cost. During the drug development process, one can analyze the therapeutic 
effect of the drug for a particular disease by identifying how the drug binds to the target for treating 
that disease. Hence, DTI plays a major role in drug discovery. Many computational methods have been 
developed for DTI prediction. However, the existing methods have limitations in terms of capturing 
the interactions via multiple semantics between drug and target nodes in a heterogeneous biological 
network (HBN). Methods: In this paper, we propose a DTiGNN framework for identifying unknown 
drug-target pairs. The DTiGNN first calculates the similarity between the drug and target from multiple 
perspectives. Then, the features of drugs and targets from each perspective are learned separately by 
using a novel method termed an information entropy-based random walk. Next, all of the learned 
features from different perspectives are integrated into a single drug and target similarity network by 
using a multi-view convolutional neural network. Using the integrated similarity networks, drug 
interactions, drug-disease associations, protein interactions and protein-disease association, the HBN 
is constructed. Next, a novel embedding algorithm called a meta-graph guided graph neural network 
is used to learn the embedding of drugs and targets. Then, a convolutional neural network is employed 
to infer new DTIs after balancing the sample using oversampling techniques. Results: The DTiGNN 
is applied to various datasets, and the result shows better performance in terms of the area under 
receiver operating characteristic curve (AUC) and area under precision-recall curve (AUPR), with 
scores of 0.98 and 0.99, respectively. There are 23,739 newly predicted DTI pairs in total. 
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1. Introduction 

In the field of drug discovery and development, the prediction of drug-target interaction (DTI) is 
a vital research field. DTI identifies the interaction between the chemical compound (a drug) and the 
target (a protein or gene) in the human body [1] through which the disease can be treated. In order to treat 
some particular disease, one should understand the drug’s ability to bind with a particular target [2]. DTI 
prediction is essential for drug repurposing [3], side-effect prediction [4] and drug resistance [5]. 
However, the number of evaluated and recognized DTI pairs is limited. When a wet lab experiment is 
used for determining DTI, the process is very expensive and time-consuming. Currently, many researchers 
have started using computational methods to identify the DTIs to minimize these issues [3]. 

DTI prediction approaches are classified as follows: (i) docking simulation-based, (ii) ligand-
based and (iii) chemogenomic-based approaches. Docking simulation-based methods [6–7] are limited, 
as they require the three-dimensional (3D) structure of the protein, which is not readily available for 
all of the target or protein families. In order to overcome the limitation of the docking simulation 
method, ligand-based approaches [8–9] are used to predict DTIs by coalescing a candidate ligand with 
the known ligands of the target protein. The performance of this method is poor because the known 
ligand information of the proteins is limited. Hence, chemogenomic approaches, which are generally 
computationally based, have been introduced to avoid the issues of the above-mentioned traditional 
methods. The study of systematically analyzing the interactions between chemical and biological 
entities is known as chemogenomic-based approaches [10]. The biological entities are known as targets, 
namely, kinases, GPCRs, ion channels (ICs), serine proteases, etc. 

Many of the chemogenomic methods utilize drug-related information (e.g., chemical structure, 
ATC code), target-related information (e.g., protein structure, sequence) and known DTI information 
to predict unknown interactions between drug-target pairs. Most of the chemogenomic-based DTI 
prediction methods are categorized into three major groups: machine learning (ML) [11,12] methods, 
deep learning (DL) methods [13,14] and network-based inference (NBI) methods [15,16], which use 
ML or DL techniques. The literature has summarized and analyzed DTI prediction studies based on 
the above categories [17–19]. ML-based methods use two approaches: feature-based methods [20] in 
which the DTI pairs are represented as features; and similarity-based methods [21], which use the 
“guilt-by-association (GBA)” principle, where GBA states that similar targets may share a similar drug, 
and vice versa. On the other hand, DL-based methods [22] also predict the drug-target pairs by 
learning the features from the individual descriptors of drugs and targets respectively by using 
different kinds of deep neural network architectures, namely, convolutional neural networks 
(CNNs), long-short term memory, recurrent neural networks and graph convolutional networks 
(GCNs). Similarly, Bai et al. [23–25] developed many frameworks to design the drugs for the protein 
by using various DL algorithms. 

Compared to these methods, NBI methods have shown significant advantages. These approaches 
visualize the data available in the database as a biological network [26] in which the entities are 
described as nodes and the known associations are described as edges. A biological network has 
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biomedical entities as nodes that are connected together through edges formed by interactions, 
associations or relations between the entities, such as a drug or compound, a target (protein, gene, 
enzyme, GPCR channel, miRNA, lncRNA, etc.), a disease, a side effect, a pathway and adverse drug 
events. The biological network can be homogeneous or heterogeneous [26]. A homogeneous biological 
network consists of one type of node and one type of edge, whereas a heterogeneous biological network 
(HBN) [26] is defined as G = (V, E), where V denotes a set of nodes and E denotes a set of edges of 
the network, and V and E can be of different types. 

Generally, heterogeneous biological NBI methods consider the presumption that similar entities 
reveal similar features. Along with this presumption, the NBI method can be interpreted as a link prediction 
problem to identify new associations (connections) between the entities in the HBN [15,16,27,28]. There 
are many applications in the field of the biomedical domain to find new associations or interactions 
between entities or nodes, such as drug-disease association, drug-drug interaction (DDI) protein-
protein interaction, etc. NBI models [29] are generally based on the common neighborhood method, 
matrix factorization, matrix projection or diffusion, a random walk (RW), an RW with restart (RWR), 
substructure drug-target network-based inference, etc. The above methods [29] represent the network 
as matrices, and inferences can be carried out with the help of matrix operations, which are generally 
considered very efficient [29]. However, when the network becomes complex, either ML or DL 
methods are used to improve the performance of the system. 

In recent times, DL and ML methods have been used in link prediction problems along with 
network embedding-based approaches [30], namely, node2vec, metapath2vec, metagraph2vec, GCNs, 
graph neural networks (GNNs), etc., which are more powerful. These models are used to represent or 
learn the features of the drug or target in their corresponding vector spaces. The following section gives 
detailed information about the existing literature on network embedding methods and their limitations. 

2. Related works 

In this section, we briefly discuss the existing methods or frameworks for DTI prediction using 
an HBN. DTINet [15] is such a system that integrates several types of drug- and target-related 
information. This HBN contains four types of nodes: drug, disease, protein and side effects, and six 
types of edges to identify unknown DTI pairs: DDI, drug-disease association, drug similarities, protein 
similarities, protein-protein interaction and protein-disease association. The DTINet learns the low-
dimensional feature vector representation by matrix factorization in order to predict the DTI pairs. 
However, the DTINet is not suitable for predicting DTIs when the size of the network increases, because 
the number of features that represent each node in the network also increases [30]. Hence, DL techniques 
are mainly used to learn the features of this large network [31]. Wang et al. [32], Agyemang et al. [33], 
Zhang et al. [34] and Chen et al. [35] developed DL-based models that use the drug molecular structure 
and protein sequence information to generate feature descriptors for DTI prediction. However, the 
above works have limited perspectives on the similarities of drugs and targets. 

The performance of the DL-based prediction system is improved when information related to the drug 
and target is collected from several sources rather than from a single source [31]. Hence, Zeng et al. [36] 
proposed a deepDTnet system that utilizes multiple perspectives on drug and target similarities to 
increase the performance of DTI prediction. However, the similarities considered from multiple 
sources or perspectives were not integrated into a single similarity network in order to respectively get 
the feature vector representation of the drug and target. Therefore, similarity network integration (SNI) 
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is an essential step in any DTI prediction model in order to avoid biased conclusions among the 
different types of similarities, and also to improve the prediction accuracy. Therefore, these multiple 
perspectives of drug similarity networks (DSNs) and target similarity networks (TSNs) need to be 
integrated. SNI is a computational way of combining or fusing multimodal or multi-perspective data 
into a single dataset. For example, mRNA expression, miRNA expression, DNA methylation, image 
data, etc., need to be fused for a given set of patients to identify their similarity [37]. There are many 
methods to integrate the different perspectives of similarities, such as RWs [38], RWRs [39], similarity 
network fusion (SNF) [37], similarity kernel fusion (SKF) [40], heuristics approaches, etc. 

A RW is a popular mathematical space model that is applied in various branches, such as computer 
science and mathematics. In this model, the walker can move to another position based on the 
probability distribution [38]. Therefore, the walker selects the node that has a higher transition 
probability to which it will walk. After sufficient iteration, a random path is obtained, which can be 
used as a feature for link prediction, recommendation, etc. Hence, the same process can be applied to 
generate a feature vector representation of each node in the network by selecting the most similar node 
in each step of the RW. The RW method determines the closeness among the nodes by calculating 
the proximity between nodes in the network, which can be utilized as a distance measure. Therefore, 
Qin et al. [41] developed a RADAR framework for learning the feature vector representation of 
diseases to determine their similarities by constructing a multi-layer disease similarity network. Then, 
a general RW algorithm is carried out on these networks to learn the vector representation of disease 
nodes and provide the score between diseases, where the lower the distance, the higher the similarity. 

Besides, the RWR method is also used to identify the closeness between the nodes, with the only 
difference being that, in the RWR method, the walk can return to the start node (origin) by using a 
restart probability [39]. Similarly, Lee et al. [42] used protein-protein interaction, drug-drug interaction 
and known DTI data to construct the heterogeneous network. Then, the RWR algorithm was applied 
to each node to respectively get the weighted features of the drug and protein. Finally, these features 
were concatenated as drug-target pairs and given as an input to ML algorithms to identify the DTI 
pairs. However, the above methods select the neighboring similar node of the network randomly by 
checking the probability of first-hop neighbors; in addition, the restart probability is considered to be 
the same for all nodes in the network. 

On the other hand, SNF [37] and SKF [40] methods are also applied to integrate the different 
similarity networks. SNF is carried out by using the edges that have higher scores in the network to 
update the final fused matrix of the network. Similarly, SKF [40] improves SNF by constructing two 
kernels, such as a normalized kernel and a sparse kernel. A sparse kernel removes the lesser similarities. 
After multiple iterations, the final integrated matrix is obtained. However, both methods lost 
information about the edges with weaker similarities, which may also contribute to the prediction of 
DTI. Further, some heuristic approaches only select the best similarity networks among all of the 
networks. The SNF-NN framework constructed by Jarada et al. [43] applies the SNF method to 
respectively fuse the different similarities of drugs and diseases by selecting the best similarities using 
a heuristic approach. Then, a highly tuned neural network model is applied to predict new drug-disease 
associations. Similarly, the DDR [16] and DTiGEMs+ [31] frameworks integrate multiple drug 
similarities and target similarities respectively by choosing the best similarities with the help of a 
heuristic algorithm to build a heterogeneous network for new DTI prediction. Here, both of the 
above frameworks choose limited perspectives of similarity networks alone for fusion, which can 
be a limitation of these frameworks. 
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In general, linear or nonlinear-based methods can be used to mine the features from the graphs or 
networks. Linear methods are represented as a straight-line path between two nodes of interest, 
whereas nonlinear methods are represented as subgraphs or meta-graphs in which the nodes of interest 
have more than one path and the edges are undirected. DDR [16] and DTiGEMs+ [31] frameworks 
use linear path structure-based feature extraction to determine the multiple path scores between the 
drug-target pairs. In this work, there are six different path structures of lengths 2 and 3. For each 
structure, the path score is calculated by using two different methods, such as the max and sum of the 
path. Totally, 24 dimensional features are extracted from two different graphs, G1 and G2. These 
extracted features are given as input to the ML algorithm, such as conditional random field and support 
vector machine classifiers to get the probability score of drug-target pairs. 

Anand et al. [44] used topology-based feature representation to develop new drugs by using the 
properties of chemical structure. Here, the atoms and bonds are considered as nodes and edges, 
respectively. Similarly, Wang et al. [45] developed topology-based affinity score prediction between 
proteins by using the protein structures. Further, Fan et al. [46] and Fu et al. [47] proposed meta-path-
guided neighbors to learn the representations of different types of nodes by using breadth-first search 
and depth-first search-based neighbors. The embeddings learned by different meta-paths for a node are 
fused to represent the node in a single feature vector representation with attention. In the HNEDTI [48] 
framework, a meta-path-based RW is carried out on a heterogeneous network to respectively represent 
the drug and target nodes by using low-dimensional embedding. On the other hand, Samizadeh and 
Minaei-Bidgoli [49] used a metapath2vec node embedding technique to obtain the feature vector 
representation of the nodes in the network. Later, these embedding vectors are fed as a concatenated 
feature vector into the binary classifier to identify new DTIs. Liu et al. [50,51] used hypergraph-based 
techniques to represent the proteins and drug molecules for prediction of the protein-ligand affinity 
and drug design, respectively. However, the above methods do not consider whether the nodes have 
more than one path between them. In addition, the meta-paths of different hop lengths used in these 
works [31,46–49] have not been given any weight or attention during the feature learning of nodes. 

We have identified some limitations of the preceding works. The DSNs and TSNs are constructed 
by considering limited perspectives of the drugs and targets respectively. However, additional 
perspectives of similarity would have an impact on the performance of DTI prediction. The feature 
vector learned for each drug and target node in the DSN and TSN respectively by using the RW and 
RWR considers only the information about the local (immediate) neighbors to find the most 
appropriate similar nodes, whereas other (non-immediate) neighbors in the network may also 
contribute to DTI prediction. Integration of different similarity networks is carried out by selecting the 
best similarities based on the threshold; however, leaving out other similarities may affect the 
performance of DTI prediction. The feature vector representation of existing models (Metapath2vec, 
Meta-path guided GNN and so on) deals with nodes with multiple paths between them separately. 
However, it has not been represented as a meta-graph property to improve the prediction score and 
reliability of the DTI prediction. In addition, the node embedding learned by different meta-paths of 
varying length in the context of drug-target pairs is given equal attention, whereas different meta-path 
do not learn or generate the same feature vector representation. The above drawbacks affect the 
performance of DTI prediction. 
To address these drawbacks, the following are our contributions. 

 We utilize additional similarities of the drug and target respectively, such as pathway based 
similarity and protein family (Pfam) based similarity to improve the performance of the DTI 
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prediction. 
 We propose an information entropy (IE)-based random walk (IERW) to learn the feature vector 

representation of the drug and target in each similarity network. 
 We employ a multi-view convolutional neural network (MVCNN) in the context of SNI to 

consider the edges with a lower similarity score. 
 We propose a novel node embedding technique to learn the features of each node by designing 

a meta-graph guided GNN. 

3. Materials and methods 

The details of the major components of the enhanced DTI prediction system are explained in this 
section. In order to improve the prediction performance, the proposed system addresses the drawbacks 
of the existing system described in Section 2. In general, the prediction of unknown associations 
between the entities is modeled as a link prediction problem. According to the GBA principle, similar 
targets may share similar drugs, and vice versa, as depicted in Figure 1. 

  
(A) (B) 

Figure 1. GBAs. 

For example, Drug A is similar to Drug B, and Drug B interacts with Target X; then, there is a 
probability of Drug A interacting with Target X, as shown in Figure 1(A). Drug C is associated with 
Target Y, and Target Y is associated with Disease Z; then, there is a probability of Drug C interacting 
with Target Z, as shown in Figure 1(B). In our work, link prediction is carried out based on the GBA 
principle [52], where different information sources, different similarity measures and relations such as 
associations and interactions are used. 

The major steps of the proposed architecture are the (i) processing of multiple similarity networks 
and SNI; (ii) construction of an HBN using an integrated DSN and integrated TSN, along with the 
other drug-related data and target-related data and known DTIs; (iii) meta-graph-based feature vector 
representation learning from the constructed HBN with imbalanced handling; and (iv) use of a CNN 
to predict the score of DTI pairs, as shown in Figure 2. A detailed description of each of the component 
is provided in the following sections. 
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Figure 2. Architecture of DTiGNN system. 

3.1. Processing of multiple similarity networks and SNI 

In general, the similarity between biomedical entities can be carried out by using multiple views 
or perspectives. In some cases, each perspective may result in different scores or values among the 
entities, which will generate a biased conclusion. To overcome this issue, many researchers have shown 
that data integration techniques play an essential role in combining the data from different perspectives, 
thus improving the performance of finding similar objects in the field of biomedicine [53]. In the following 
section, the integration of multiple similarity measures of drug and target respectively is explained 
from different perspectives. 

3.1.1. Similarity measures 

There are numerous methods for determining similarities between drugs and targets. Each of them 
uses various properties of drugs and targets to strengthen or highlight the relationship between the 
entities (drugs or targets). In this work, based on the individual descriptors and interaction or 
association relations, 12 drug-drug similarity measures and 9 protein–protein similarity measures have 
been considered for the drug and target respectively. Different perspectives of the DSN and TSN are 
determined separately, which are explained in the following sections. 
A. Drug similarity 

In our work, we used the drug’s individual descriptor measures, such as the chemical structure [54], 
ATC [55–56], target [57–58], disease [59–61], side effects [62], molecular function (MF) [63–65], cellular 
component (CC) [63–65] and biological process (BP) [63–65], as well as interaction relationship-based 
similarity measures such as DDI-based similarity [66,67], DTI-based similarity (Gaussian interaction 
profile kernel (GIP)) [55,68] and drug-disease association-based similarity [62,68] to determine the 
similarity between drug pairs. A pathway-based similarity [69] measure has been added as an additional 
similarity measure in our proposed work to improve the effect of DTI prediction. Figure 3 shows the 
different perspectives of drug similarity measures; the additional similarity measure is highlighted. 
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Figure 3. Similarity measures of drugs. 

Pathway-based 
The efficiency of the DTI prediction is increased by considering a pathway-based similarity 

measure as an additional similarity measure. The reason is that the therapeutic functions shared by 
similar drugs may not be binding to or interacting with the same target. However, the drugs may be 
interacting with a sequence of targets called pathways to treat the same disease [69]. Therefore, the 
drugs that are not similar via target-based similarity may be similar via pathway-based similarity [69]. 
Hence, the pathway-based similarity measure plays an important role in DTI prediction. 

Information about drug pathways can be retrieved from the KEGG [70] database. When two drugs 
induce similar or overlapped pathways, they are said to be similar. To compute the similarity between 
drugs, the dice similarity score (DSC) between the pathways needs to be calculated, and this is given 

as 𝐷𝑆𝐶 𝑃 ,𝑃
 | |

, where Pi and Pj are pathways; it is expressed as sets of constituent genes. 

The R package named BioCor [71] is used to find the DSC score by using the similarity between drugs 

that is determined by 𝑆 𝑑 𝑑 𝑚𝑎𝑥 𝐷𝑆𝐶 𝑃 𝑃 }. 

B. Target similarity 
To improve the accuracy of the DTI prediction, different perspectives on target or protein 

similarities have been considered. In our work, we used the protein individual descriptor measures, such 
as protein sequences (sequence alignment based) [60–61], structures (𝐶  atoms based RMSD) [72−74], 
MFs, CCs and BPs [64,75], and interaction relationship-based similarity measures, such as PPI-based 
similarity [76], DTI-based similarity (GIP) [55,68] and protein-disease association-based 
similarity [62,68], to determine the similarity between two proteins. In our work, to enhance the 
performance of DTI prediction, protein domain-based similarity [77–78] has been considered as an 
additional similarity measure. Figure 4 shows different perspectives of protein similarity measures in which 
the additional similarity measure is highlighted. 
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Figure 4. Similarity measures of proteins. 

Protein domain similarity (Pfam) 
The tools that are used to find the similarity based on the protein sequences follow a strict 

threshold value and miss certain matching hits in the sequences; thus, the accuracy of the similarity 
measure is degraded [77]. Therefore, the tool produces the result as “not similar,” but they are actually 
similar. In order to overcome this issue, protein domain co-occurrence is added as an additional feature 
to the pairwise sequence comparison tools. The proteins that are not similar via protein sequences may 
be similar via a protein family or domain-based similarity measure. Hence, the performance of the 
prediction can be improved. 

Protein domain information is available in the Pfam database [78]. Here, each protein is expressed 
by a binary vector (domain fingerprint) in which the presence and absence of the protein domain are 
given by 1 and 0, respectively. The similarity score is measured by finding the Jaccard score between 
the pairs of domain fingerprint vectors of proteins pi and pj as follows: 

𝑃𝐷𝑆𝑆 𝑝 ,𝑝
∩

∪
, 

where FPV(.) is the fingerprint vector of the protein and 𝑃𝐷𝑆𝑆 𝑝 ,𝑝   is the protein domain-based 
similarity score between proteins 𝑝  and 𝑝 .  

After constructing the DSNs and TSNs from multiple sources of information, our proposed work 
integrates all perspectives into a single similarity network for the drug and target respectively without 
missing any of the similarity networks. Hence, the accuracy of the DTI prediction system is improved. 

3.1.2. SNI 

SNI of the drugs and targets respectively aims to fuse the information available in multiple 
similarity networks into a single similarity network through which the performance of the DTI 
prediction system can be improved. The fused network represents shared and complementary 
knowledge across the networks. In this work, our goal is to consider all of the information available in 
all 12 drug-DSNs and nine protein-protein similarity networks, since some of the perspectives may 
contribute to some of the drug-target pairs during the prediction of DTI. One method to integrate the 
networks from multiple perspectives is the nonlinear similarity integration method called SNF [37]. In 
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DTiGEMs+ [31], the best subset of similarity networks is heuristically selected, and then SNF is 
applied for integration, which removes the noise and redundant information. In this method, stronger 
similarity edges are retained, whereas weaker similarity edges are removed. However, the edges that 
are less important also contribute to the prediction of DTI pairs. 

Our aim is to utilize the weaker edges in each of the similarity networks, rather than choosing the 
stronger edges. In order to accommodate all of the edges of the nodes, we used a representation 
learning-based method to separately get the feature vector of each node in each of the similarity 
networks. To get the feature vector representation of each node, the walk sequences are generated by 
applying the RW in a multi-layer similarity network for each node [41]. However, the walker considers 
only the edge weight of immediate neighbors; the distant neighbors (non-local or non-immediate), 
which can also be semantically similar, have not been considered. Therefore, in our work, to select the 
best neighbor node to which to walk, a novel IE-based RW is carried out on each of the networks 
separately to generate the walk sequences for each node. The feature vector representation of the walk 
sequence is generated for all nodes by using the skip-gram (SG) model for each of the perspectives 
separately for the drug and target respectively. Here, each drug node consists of 12 feature vectors, and 
each protein node consists of 9 feature vectors. In order to get the single feature vector representation 
by utilizing all perspectives of the similarity network, several functions are used, like the average, 
geometric mean, min or max [46,47], etc. However, the importance or grade of the feature vector is 
not considered during the integration. In order to consider the feature vector representations of all 
perspectives without losing any information about their importance, a MVCNN model is used. 

The following Figure 5 depicts the flow of our proposed SNI technique, which consists of the 
following three steps: (i) generation of walk sequences using an IERW; (ii) feature vector 
representation using the SG model; and (iii) fusion of the feature vector representation of each node 
using a MVCNN through which the prediction of DTI is carried out. The following sections will 
describe the above steps in a detailed manner. 

 

Figure 5. SNI. 
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A. Construction of feature vector representations 
The feature vector representation of each entity (node) from each perspective is constructed by 

generating the walk sequences for each entity using our novel IE-based RW. Then, the generated 
sequences are fed into an SG neural network model. The feature vector of each node is generated from 
each perspective separately. Therefore, each drug node is associated with 12 feature vectors, and each 
protein (target) node is associated with 9 feature vectors. 
(i) Generation of walk sequences 

Generally, in the RW method, the walker moves to the next node in the network based on the 
transition probability score, which is calculated by using only the edge weight of immediate neighbors. 
Our novel approach selects the appropriate node to walk on the network by considering the neighbor 
nodes at up to two levels (immediate neighbors and non-immediate neighbors) to improve the accuracy 
of the walk sequences generated for each node. In addition, our IERW quantifies the uncertainty of the 
neighbors considered. Therefore, to improve the effectiveness of the random walker, our proposed 
work selects the best neighbor node to walk on the network for the current node based on the IE scores 
of both its immediate and non-immediate neighbors. IE is calculated based on metrics such as the edge 
weight, degree, node strength, betweeness, paths, etc. [79]. The IERW helps to improve the 
performance of DTI prediction. Algorithm 1 given below provides the steps for an IE-based RW to 
generate the walk sequences. 

Algorithm 1: Generation of walk sequences using IERW 
Input: DSNs (12 views), TSNs (9 views) 
Output: walk sequences of similar nodes for each node in all views of the drug and target sepeartely 

1. Begin 

2. for all perspectives 𝑝 ∈ 𝑃𝑆 do 

3.      for all nodes 𝑖 ∈ 𝑁 do 

4.         for l=0 to max walk-length do 

5.              walk sequences of each entity (walk_seq_𝐸𝑆𝑁  )={} 

6.              for each neighbor (j) of node i ∈ 𝑁  do  

7.                  calculate transition probability,  𝜋 → ∑ ∈
 

8.                  calculate IE using the non-immediate neighbors of node i,  

                                𝐼𝐸 ∑ 𝑃 𝑙𝑜𝑔𝑃∈  

9.                  calculate 𝑃  -the strength of neighbor j of node i using non-immediate neighbors (k)  

                   𝑃
∑ ∈

                  

10.                  best_neigh= select the neighbor based on high transition probability score 

11.                  append the best_neigh to walk_seq_𝐸𝑆𝑁  

12.            end for 

13.         end for 

14.      end for 

15. end for 

16. End 

In the above algorithm, PS denotes whole perspectives, p denotes the current perspective, i 
denotes the current node, N indicates whole nodes, l denotes the walk length, walk_seq𝐸𝑆𝑁  represents 
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walk sequences of each entity in the ith perspective, j denotes the neighbor of current node i, Nj denotes 
all neighbors of node i and k denotes the non-immediate neighbor nodes. 

To include the non-immediate neighbors (in level 2) in addition to immediate neighbors of a node 
during the relevant node selection for walk, the network attribute node strength [79] is used to calculate 
the probability distribution Pj, where j denotes neighbors of the current node i. Pj is calculated by using 
Eq (3.1) as given below. 

 𝑃
∑ ∈

  3.1 

where wjk is the edge weight between neighbor j of current node i and the neighbor of neighbor j of 
current node i. In the case of normal RW, neighbors of neighbors (non-immediate neighbors) are not 
considered. For example, considering Figure 6, IE is calculated for the immediate neighbor nodes D2, 
D3 and D4, which includes the probability distribution of the nodes in level 2, namely, D5, D6, D7, 
D8, D9 and D10. Hence, IE [80] is calculated as given in Eq (3.2). 

 𝐼𝐸 ∑ 𝑃 𝑙𝑜𝑔𝑃∈   3.2 

Once the IE of the immediate neighbor nodes based on the probability distribution of non-
immediate neighbors is determined, then the transition probability [80] needs to be determined to make 
a walk on the network from the current node, as given in Eq (3.3).  

 𝜋 → ∑ ∈
  3.3 

where Aij is the edge weight between the current node i and the direct neighbor node; the IE is 
calculated as given in Eq (3.2). Here, β is the tunable parameter, where β > 0 implies that the IE of the 
neighbor is low and the node strength is high, whereas β < 0 implies the opposite. Based on this 
transition probability, a suitable node is added to the walk sequence. 

 

Figure 6. Sample walk on DSN. 
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Considering Figure 6 again, when a general RW is used, the walker chooses D3 as the next node 
rather than D2 and D4 because it has a higher transition probability; hence, the walk sequence of node 
D1 is D1, D3 and D8. Therefore, the context neighbors generated by using this RW algorithm missed 
the neighbor nodes D2 and D4. When we use our proposed method (IERW), the walker from node D1 
selects node D4 by calculating the transition probability using the IE of drug D2, drug D3 and drug 
D4 based on Eqs (3.1) to (3.3). Similarly, from node D4, the walk is to node D2; hence, the walk 
sequence of D1 is D1, D4 and D2. This sequence considers the immediate context and IE to improve 
the accuracy of the prediction. 

Once the IERW is carried out on each similarity network, the walk sequences generated based on 
the given walk length for each entity (node) in each similarity network are considered as sentences; 
hence, a corpus is obtained. The walk sequences generated by the IERW produce better feature vector 
representations for each of the perspectives of the similarity networks since the nodes of the walk 
sequence for each entity (node) in the network are generated with the help of the IE of the 
neighbors of the current node, which uses the non-immediate neighbors during the calculation of 
transition probability. 
(ii) Generation of feature vector representation 

Once the corpus is created, the next step is to use the SG model [81,82] to generate the feature 
vector representation of each entity (node) in the similarity network. The feature vector representation 
of each node is learned from the walk sequences generated by the IERW on each similarity network. 
Finally, each entity in each similarity network is represented as a feature vector in the appropriate 
dimension. To generate the feature vector representation of each entity (drug or target) in the similarity 
networks, any kind of representation learning algorithm can be adopted. 
(B) Feature vector representation fusion 

Once the feature vector representations of multiple perspectives of the drugs and targets 
respectivelyare constructed, they need to be integrated or fused into a single feature vector 
representation. To get the single feature vector representation, we examined a few methods, such as 
taking the element-wise minimum, element-wise maximum or element-wise average of all feature 
vectors, but they all showed lower performance in DTI prediction. This is because the grade or 
importance of the feature vector representation of a node in each perspective is not the same and some 
of the feature vectors from the perspectives are missed. Therefore, to utilize the vector representation 
of all perspectives, an MVCNN is used in our work, which was proposed by Li et al. [83] to recognize 
3D objects. In their work, the authors fused the images from multiple views into a single image by 
applying a CNN architecture [83]. We were inspired by this work and decided to use an MVCNN to 
get fused feature vector representations of a node available in multiple perspectives or views in a novel 
manner for the drug and target respectively. 

To reduce the computational time of the MVCNN algorithm, in our work, the modified version 
of the architecture is used by applying a single-CNN architecture in which the feature vector 
representation of all perspectives is utilized. Sum-view pooling is used in the last layer by replacing 
the max-view pooling to get the fused feature vector representation of each node. Figure 7 illustrates 
the modified architecture of the MVCNN in the context of feature vector representation fusion to get 
the single DSN and single TSN. 
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Figure 7. Architecture of MVCNN. 

The input to the MVCNN model is the feature vectors of a drug or target in multiple views, and 
this is denoted as 𝐹𝑉𝑉  . 𝐹𝑉𝑉   is represented as the feature vector representation of 𝑒𝑛𝑡𝑖𝑡𝑦  , and it is 
determined by merging all perspectives of 𝑒𝑛𝑡𝑖𝑡𝑦  and the dimension of 𝑒𝑛𝑡𝑖𝑡𝑦 𝜖𝑅 ∗ , where m is the 
number of views or perspectives. 𝐹𝑉𝑉  is expressed as 

 𝐹𝑉𝑉
𝐹𝑉𝑉 , , …… ⋯ 𝐹𝑉𝑉 , ,

⋮ ⋱ ⋮
𝐹𝑉𝑉 , , …. ⋯ 𝐹𝑉𝑉 , ,

  3.4 

where 𝐹𝑉𝑉 ,  is the feature vector of 𝑒𝑛𝑡𝑖𝑡𝑦  in the jth view or perspective in dimension d (𝑅 . 
To get the convolved feature maps, different windows of size 3, 4 and 5 are applied with various 

sizes of filters. A filter 𝑊 ∈ 𝑅 ∗  is applied to perform the convolutional operation on a window of v 
views to generate the new feature. For example, the new convolved feature maps ci generated by the 
window of v views 𝐹𝑉𝑉 , : ,  (from the ith entity and jth view to the ith entity and j+v-1 views) for 
the  𝑒𝑛𝑡𝑖𝑡𝑦  is denoted by 

 𝐶 𝑓 𝑊.𝐹𝑉𝑉 , : , 𝑏   3.5 

where W is the filter, f is the activation function and b is the bias term. The feature map c is obtained 
by applying this filter to each window of views in the feature matrix 
𝐹𝑉𝑉 , : , ,𝐹𝑉𝑉 , : , , … …𝐹𝑉𝑉 , : , : 

 𝐶 𝐶 ,𝐶 ,𝐶 … … .𝐶   3.6 

where 𝐶 ∈ 𝑅 . The obtained feature maps are called the local feature maps, i.e., the integration of 
a fixed number of perspectives based on window size v. In order to integrate all perspectives, or to 
capture the global features, sum-view pooling is applied to the convolved feature maps ci. The sum 
pooling is calculated as follows: 

 𝐶 𝑠𝑢𝑚 𝑠𝑢𝑚 𝐶   3.7 
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where 𝐶  represents the feature vector of the particular filter i. An alternative method to this pooling is 
an element-wise max operation, which is not efficient for DTI prediction. Finally, the integrated feature 
vector of the particular entityi is the concatenation of the sum value of the different filters. The final 
integrated feature of the 𝑒𝑛𝑡𝑖𝑡𝑦  is represented by  

 𝑒𝑛𝑡𝑖𝑡𝑦 𝐶 𝑠𝑢𝑚 ⨁𝐶 𝑠𝑢𝑚 ⨁… .𝐶 𝑠𝑢𝑚   3.8 

where k is the number of filters applied. The feature vector representation of each entity fused by 
MVCNN achieves better improvement in DTI prediction because the fused vector contains the 
information about all perspectives without losing any information about any perspective. Once the 
fused feature vector representation is obtained, the next step is to calculate the similarity score. The 
similarity score between two drugs is calculated by using Eq (3.9) as given below. 

 𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐷𝑟𝑢𝑔 ,𝐷𝑟𝑢𝑔
.

‖ ‖.‖ ‖
  3.9 

Likewise, the similarity score between target pairs is calculated. Finally, the fused single DSN 
and fused single TSN is constructed by using the calculated score. 

3.2. Heterogeneous biological network construction 

In general, an HBN is better suited to expressing the complex relationships between entities. 
Nowadays, HBNs are used in many data mining applications, like classification, recommendation, 
similarity search, clustering and prediction. To predict the novel DTI pairs, the HBN is constructed 
with the help of known DTI pairs, drug-DSNs and protein-protein similarity networks. In our proposed 
work, to increase the number of new DTI predictions, in addition to improving the strength of the 
interaction, the number of edges in the network between drugs and targets is increased. Therefore, our 
HBN consists of three types of nodes (drugs, proteins and diseases) and seven types of association 
among the nodes. The seven types of associations are fused drug-drug similarities, DDIs, drug-disease 
associations (DDiA), fused protein-protein similarities, protein-protein interactions, protein-disease 
associations and known drug-protein interactions. Figure 8 shows a sample HBN with different types 
of nodes and edges. 

 

Figure 8. HBN. 
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Once the HBN is constructed, the next step is to mine the knowledge present in the HBN 
using the meta-graph. In our work, a meta-graph in the context of a drug-target pair with a hop 
length equal to 2 and 3 is considered based on the drug, target or disease entity nodes. These meta-
graphs are associated with three different semantic relations, i.e., similarity, interaction or association, 
and the same is shown in Figure 9. 

 

Figure 9. Multiple meta-graphs showing paths between the same entities. 

3.3. Meta-graph-based feature vector representation learning using a GNN 

In general, the performance of the link prediction task heavily depends on the feature vector or 
embeddings learned from the representation learning model. One of the primary motivations for our 
work is to improve the representation learning of drug and target nodes that participate in the network 
by capturing structural and semantic information. A DL framework can be used to represent each node 
of the HBN in a vector representation with a lower dimension compared to the number of nodes in the 
HBN. DL-based representation learning performs better [84] than previously used RW-based methods 
like node2vec [85], metapath2vec [86], etc. The node embedding learned by the node2vec model 
achieves better performance for homogeneous networks [66]. However, it is not able to differentiate 
the types of nodes while learning the features. 

On the other hand, the metapath2vec model is designed to learn the node embedding of a 
heterogeneous network in which the node’s type is denoted by a meta-path. However, the meta-paths 
with different semantics, such as similarity, interaction or association (Figure 10(A)), as well as the 
meta-paths of varying hop length (Figure 10(B)), which convey different types of information, have 
been given equal importance. That is, the embedding of a drug or target node learned or generated by 
Meta-path 1 and Meta-path 2, though with different semantics, is considered equally important. 
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Similarly, the embedding learned by the meta-path of length 2 and the meta-path of length 3 (Figure 
10(B)) is considered in an equal manner. In addition, the nodes with more than one edge among them 
have been considered separate linear semantic relation paths [16,31,48]. The prediction of DTI that is 
identified by multiple semantic relation paths between the same drug-target pairs, on the other hand, 
is more reliable than a single semantic relation path. In this work, a meta-graph is defined as the 
subgraph where the same source and target nodes (entities) are connected by more than one semantic 
linear path with different entities, semantics or hop lengths, as shown in Figure 10(C). Here, we defined 
the meta-graphs in such a way that each meta-graph has a single hop length. Therefore, in this work, 
in order to differentiate the embedding learned by various semantics, various lengths and multiple 
paths of the same meta-graph, a novel meta-graph guided representation learning model that, uses 
intra-meta-graph fusion, along with an attention mechanism, during the learning of the model to 
improve the performance of the DTI prediction. 

 

Figure 10. Meta-paths with different semantics, hop lengths and multiple paths. 

Furthermore, as illustrated in Figure 9, multiple independent meta-graphs can define relation 
paths between the same entities. The novel meta-graph guided representation learning model discussed 
above tackles multiple meta-graph embeddings corresponding to different meta-graphs by using inter-
meta-graph fusion by giving different attention to different meta-graphs to improve the strength of the 
association and the accuracy of DTI prediction. Unfortunately, when the meta-path guided model 
learns the embedding of a drug or target node, the relation information conveyed by the original source 
and destination of the DTI pair is lost. In order to overcome this problem, a vector enhancement 
layer has been added to the model to improve the feature vector representation, or embedding, of 
the drug-target pairs. 

Our proposed representation learning model is shown in Figure 11, and it consists of four components: 
(1) node base embedding, (2) intra-meta-graph fusion, (3) inter-meta-graph fusion and (4) vector 
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enhancement. The sections that follow will detail the operation of each layer in our meta-graph guided 
GNN model for representational learning. 

 

Figure 11. Architecture of meta-graph guided GNN for node embedding. 

3.3.1. Node base embedding 

In a GNN model, the node base embedding process is the initial step in which each node is 
represented as embedding vectors of equal dimension in order to avoid the dimension problem during 
the aggregation of neighbor information. This is adopted from MHN [46,47], but the entity nodes (drug, 
target and disease) and their corresponding features are different. To improve node base embedding in 
any large network, the node ID and attributes of the nodes have been considered. First, the embedding 
vector of the node is generated by the node ID. For example, the metapath2vec [78] and Deepwalk [87] 
models use node IDs to learn the embeddings of the node. Hence, the same mechanism is applied to 
get the embedding of the node, which is given by Eq (3.10): 

 ℎ 𝑊 . 𝑣  3.10 

where 𝑊  is the weighted parametric matrix which is updated during training, v is the node ID and ℎ  
is the latent vector generated for the given node ID in the corresponding layer. Second, the embedding 
vector of the node is constructed based on its attributes, just as any HBN is represented by the node’s 
attributes. In our work, for the drug node, the ATC code, structure, target, disease, side effects, etc., 
have been considered. Likewise, the other types of nodes, such as those for proteins, are represented 
by their sequence, structure, biological functions, etc., and disease is represented by its own attributes. 
However, the dimension of the feature or attribute is not the same for all types of nodes. In order to 
map the feature vectors of different types of nodes, 𝑣 ∈ 𝑉 , obtained from the MVCNN into a common 
vector space based on attributes, the following function is used, as given by Eq (3.11):  
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 ℎ 𝑊 . 𝑥   3.11 

where 𝑥  denotes the feature vector representation of node v, 𝑊  is the weighted parametric matrix and 
ℎ  is the transformed or projected latent vector of node v. To increase the performance of the DTI 
prediction, the feature vector representation of the node based on node ID and node attributes is 
combined into a single feature vector ℎ  by averaging these vectors, as given below. 

 ℎ 𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑝𝑜𝑜𝑙𝑖𝑛𝑔 ℎ ,ℎ   3.12 

Now, every node in the HBN is represented by a feature or latent vector in the same dimension. 
The vectors are then used to aggregate the meta-graph guided neighbors in the subsequent layers, as 
explained in the following section. 

3.3.2. Intra-meta-graph fusion 

To learn (i) the semantic and structural information buried in the designated node (drugs or targets) 
for the given meta-graph, (ii) the meta-graph-based neighbors and (iii) the context between the given 
source and destination nodes in the meta-graph, an intra-meta-graph fusion layer is used. Intra-meta-
graph fusion is the aggregation of the information available in multiple instances of the same meta-
graph with attention [88]. Take a look at Figure 11 to see the HBN and meta-graph #1. For example, 
assume node D2 is the designated node to learn the embedding vector based on the given meta-graph 
#1 in the context of a drug-target pair. Meta-graph #1 has one instance in the HBN (Figure 11), and it 
is associated with both the similarity and interaction semantic relation paths. 

In general, each meta-graph can have more than one instance for a designated node v (in our work, 
v can either be a drug or a target since our focus is on DTI prediction), where each instance can have 
different importance. However, the instances corresponding to a single meta-graph have the same hop 
length. In addition, in our work, each instance of the meta-graph can have more than one semantic 
path, each with a different importance associated with it. In this work, this multi-instance, multi-
semantic view corresponding to a designated node in a single meta-graph is handled by intra-meta-
graph fusion. A latent vector is first described for each semantic path, and then the importance of each 
semantic path is determined through the attention mechanism from which the aggregated single latent 
vector of each instance of the meta-graph is obtained. Then, the importance of each instance of the 
designated node v is determined through the second attention mechanism, through which the 
aggregated latent vector corresponding to the node v for a single meta-graph is obtained. 

The neighbors of each semantic path are encoded into a latent vector by using a nonlinear sigmoid 
function, as given in Eq (3.13). 

 ℎ , 𝜎 𝑊. ℎ  𝑣 ∈ 𝑁  3.13 

where 𝑊 𝑤  for similarity (drug or target) or 𝑊 𝑤  for interaction (drug or target) or 𝑊 𝑤  for 
association (disease). Here, W is denoted as the weight metric, which is learned during training, 𝑆𝑃  is 

denoted as semantic path i and ℎ ,  is the latent vector of semantic path i in a meta-graph instance j 

(𝑀𝐺  for the designated node v with the dimension 𝑑 . Once the semantic paths of a given meta-graph 
are encoded as embedding vectors, an attention mechanism is used to learn the importance of each 
semantic path. The basic idea of this approach is that the different paths or semantics would contribute 
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differently to the designated node’s vector representation. The importance of each semantic path 𝑒  
is determined by using Eq (3.14). 

 𝑒 𝑞 .ℎ ,   3.14  

where 𝑞   is denoted as the weight metric, and it is used to decide the importance of similarity, 
interaction or association semantic relations associated in each semantic path. Then, the normalized 
attention weight 𝛼  is determined by using the softmax function as given in Eq (3.15) 

 𝛼
 

∑  ∈
  3.15 

where 𝛼  is the normalized attention weight of semantic path i in meta-graph instance j (MGj). The 
combined latent vectors of all semantic paths of a meta-graph instance j with associated attention are 
determined by using Eq (3.16). 

 ℎ ∑ 𝛼∈ .ℎ ,  3.16 

The feature vector corresponding to one instance of the meta-graph for designated node v is given 
by Eq (3.16). However, there may be more than one instance for node v. Therefore, the final feature vector 
of designated node v, considering all of the meta-graph instances, is represented as given in Eq (3.17). 

 ℎ ∈ 𝑅 ∀𝑣 ∈ 𝑉  3.17 

Once the instances of a given meta-graph is encoded as an embedding vector representation, to 
learn the appropriate attention or weightage of the instances, we utilize the graph attention layer [78]. 
The basic idea of this approach is to tackle the different instances that contribute differently to the 
designated node’s vector representation. The contribution or influence of each meta-graph instance is 
determined by 

 𝑒 𝑎 .ℎ   3.18 

where 𝑎 ∈ 𝑅  denotes the parameterized attention vector for meta-graph instance MGj. Additionally, 
𝑒  is the attention or importance of each meta-graph instance MGj for the designated node v, and it 
is normalized by using the softmax function across all meta-graph instances 𝑀𝐺 ∈ 𝑀 to determine the 
normalized attention weight 𝛽  as given in Eq (3.19). 

 𝛽
 

∑  ∈

  3.19 

Once the normalized attention weights 𝛽  are determined for all instances 𝑀𝐺 ∈ 𝑀𝐺 , then the 
vector representation of all instances of single meta-graph m for the designated node v is denoted by 
ℎ  and computed by passing output into the sigmoid function, as follows: 

 ℎ 𝜎 ∑ 𝛽 .ℎ∈   3.20 

In order to sustain the learning process, the attention mechanism is enhanced to multiple heads to 
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avoid variance occurring due to heterogeneity of the networks. Therefore, an attention mechanism is 
applied K times autonomously and the results are concatenated by using Eq (3.21) as given below. 

 ℎ || 𝜎 ∑ 𝛽 .ℎ∈   3.21 

where 𝜶𝒗
𝑴𝑮𝒋

𝒌 indicates the normalized attention of the meta-graph instance MG(v,u) to the designated 

node v at the kth head. 
The feature representation of ‘g’ meta-graph instances for the designated node v is given as 

ℎ ,ℎ , . . . ,ℎ .  Here, ℎ ∈ 𝑅   illustrates that the node v encompasses the information 

from every instance in each aspect of semantics in the context of drug-target pair. Once the latent 
vector of each meta-graph is learned, the vector does not hold the information about the hop length 
(hl), semantics (st) or semantic path count (sc) associated with that meta-graph. Therefore, the above 
information about each meta-graph is appended into the latent vector of the corresponding meta-graph, 

which is given as ℎ ℎ𝑙 , 𝑠𝑡 , 𝑠𝑐 ,ℎ ℎ𝑙 , 𝑠𝑡 , 𝑠𝑐 , . . , ℎ ℎ𝑙 , 𝑠𝑡 , 𝑠𝑐 . 

3.3.3. Inter-meta-graph fusion 

Once the aggregation of the information present in each meta-graph is carried out by using intra-
meta-graph fusion, the next step is to aggregate the multi-instance, multi-semantic information 
available across all meta-graphs for the designated node v by using an inter-meta-graph fusion layer. 
According to our proposed work, every node (drug, target), has different kinds of latent vectors for 
each meta-graph: ℎ ,ℎ ,ℎ … . ,ℎ  for the node 𝑣 ∈ 𝑉, where M is the number of meta-graphs. 
According to the sample meta-graphs shown in Figure 11, the node D2 has two different latent vector 
embeddings based on the given two meta-graphs. Meta-graph #1 is defined based on the similarity and 
interaction semantics with hop length 2, and Meta-graph #2 is defined based on the similarity, 
interaction and association semantics with hop length 2. Similarly, 15 meta-graphs were considered in 
the context of a drug-target pair, and each drug and target node will learn 15 different embedding 
vectors corresponding to each meta-graph. According to our findings, meta-graphs with multiple 
different semantic paths with hop length 2 require more attention than meta-graphs with multiple same 
semantic paths with hop length 2 or 3. 

In general, the designated node v can be associated with multiple meta-graphs. Each meta-graph 
is considered from the point of view of the graph rather than as an instance. And, no meta-graphs are 
not identical to each other. They may have different hop lengths, different or the same semantic paths 
and multiple semantic paths. To get the single embedding vector for the designated node v, we 
examined a few methods, such as taking element-wise minimum, maximum or average value among 
all of the embedding vectors [39, 40]. However, the vector learned by the designated node v based on 
different meta-graphs during the intra-meta-graph fusion layer is not the same, as the information is 
different among the meta-graphs in terms of semantics, hop length and multiple paths in the meta-
graph. Therefore, to fuse the embedding vectors of each node, our proposed work uses an attention or 
weight mechanism on the latent vectors of each meta-graph. The fusion or merging of different latent 
vectors of different meta-graphs with attention is determined as follows: 
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 𝑒 𝑊 .ℎ ℎ𝑙 , 𝑠𝑡 , 𝑠𝑐  3.22 

where 𝑊  is the learnable parameter based on the hop length, semantics and semantic path count. We 
assigned larger initial weights for the meta-graph which has a lesser hop length (e.g., 2) and more 
semantic paths (three paths) based on different semantics (drug, target, disease). Similarly, the meta-
graph is given less weight because it has more hops (e.g., three), fewer semantic paths (two paths) and 
the same semantics (drug, target or disease). As a result, each meta-graph’s weight or attention is 
denoted as 𝛾 , which is determined by using Eq (3.23) given below. 

 𝛾
  

∑  ∈ ,
∈ ,
∈ ,
∈

  3.23 

Then, the fused embedding vector ℎ   of all of the considered meta-graphs of each node is 
determined by using the sigmoid activation function as given by Eq (3.24). 

 ℎ 𝜎 ∑ 𝛾∈ .ℎ   3.24 

where 𝛾  is the attention weight assigned to each meta-graph for the designated node v and ℎ  is 
the aggregated latent vector of multiple meta-graphs of the designated node v. 

The final step is to show the node embedding vector in vector space in the desirable output 
dimension; an additional transformation step is needed, and it is carried out by using the nonlinear 
sigmoid activation function: 

 𝑍 𝜎 𝑊 ∗ ℎ   3.25 

where Wo is the weight matrix at the output layer. 𝑍  is the embedding vector of each drug or target 
node in the vector space in a desirable dimension through which any kind of downstream task like 
node classification, clustering, link prediction, etc., can be carried out. 

3.3.4. Vector enhancement layer 

Each node in the inter-meta-graph fusion layer is learning the vector embedding in the context of 
a drug-target pair with varying levels of attention. Though the model learns and generates the 
embedding vector in the context of drug-target pairs for each drug or target node in a better way, the 
specific drug-target pair information that exists for that particular drug or target node on the HBN is 
missed. Hence, the embedding vector learned in the previous layer needs to be enhanced. To enhance 
the embedding, one more layer, called the vector enhancement layer, has been added, in which the 
specific drug-target information is utilized in the corresponding embeddings of the drug or target node 
to improve the performance of the DTI prediction of that particular pair. Accordingly, the embedding 
vector of the drug or target is enhanced by Eq (3.26) or (3.27), respectively. 

 𝑍 ∑ ℎ ⊙ ℎ ⨁𝑍∈   3.26 

 𝑍 ∑ ℎ ⊙ ℎ ⨁𝑍∈   3.27 
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where 𝑍  or 𝑍  are the enhanced embedding vectors of the drug (D) or target (T), 𝑃 denotes the number 
of drug-target pairs belonging to that particular drug or target node, ⨁ indicates element-wise addition 
operation with 𝑍  or 𝑍 , which is the embedding vector of the drug or target that is learned in the 
inter-meta-graph fusion layer and sum of the product of drug-target pairs belonging to that 
particular D or T. 

Each drug node and target node in the HBN learned the enhanced embedding vector by using 
multiple meta-graphs and its instances. The performance of the proposed meta-graph guided 
representation learning model is discussed later in this paper. 

3.4. DTI prediction using a CNN 

To predict the unknown DTI pairs, the feature vector representation of each drug and target node 
learned using a meta-graph guided GNN model is concatenated as drug-target pairs via element-wise 
multiplication. The ratio of known to unknown DTI pairs is 1:69. To tackle the balanced drug-target 
pairs, oversampling techniques such as SMOTE [89], k-means SMOTE [89] or a generative adversarial 
network (GAN) [90] is carried out on the minority class samples of the training data before being fed 
into any downstream task model. A CNN model is used [91] to predict the probability score of drug-
target pairs. Most biomedical applications use a CNN model to detect DNA methylation [92] and multi-
label protein lysine PTM sites [93]. In our work, a CNN is applied as the supervised training model. 
The architecture of the CNN is composed of an input layer, a convolutional layer, a max pooling layer, 
a fully connected layer (FCL) and an output layer. The length of the input vector is l, and the weight 
matrix size is 4 × l. In this work, we used four kernels, or filters. The convolutional layer learns only 
the local features from the input vector. To learn the global features and reduce the dimensionality of 
the feature map, a max pooling layer is used. In the max pooling layer, the filter moves by a certain 
stride size (here, s = 2). The output vector extracted from all of the kernels is represented as a one-
dimensional vector. This vector is given as an input to the FCL, which uses the sigmoid function to 
map the features into the output values (probability scores) that lie between the ranges of 0 and 1. 
These probability scores interpret the strength of the interaction between the drug-target pairs. When 
the drug's strength or probability of interaction is equal to or greater than 0.5, the drug is interacting 
with the target. The following section evaluates and analyzes the results of each contribution described 
in Section 3 to ensure the performance of our proposed system. 

4. Results 

4.1. Datasets 

To validate the performance of our proposed DTiGNN framework, we used two types of 
datasets: categorical and non-categorical. Yamanishi_08 [94] is one of the popular benchmark 
datasets used in [31,35], and it comes under the category of a categorical dataset, as shown in Table 1. 
Kuang et al. [95], Luo et al. [15] and a modified Luo method with the inclusion of additional edges are 
categorized under the non-categorical dataset, as shown in Table 2. Here, the Yamanishi_08 dataset 
divides the drugs and targets into four categories, i.e., enzymes, ICs, G-protein channel receptors 
(GPCRs) and nuclear receptors (NRs). 

In our proposed work, similarity and interaction edges are treated in a separate manner. The reason for 
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adding additional edges is to improve the strength of the DTI, as well as the number of DTI predictions. 

Table 1. Numbers of drugs, targets and interactions for four gold standard datasets (categorical). 

Dataset  Enzyme IC GPCR NR TOTAL 
Yamanishi_08 [94] Drugs 445 210 223 54 932 

Targets 664 204 95 26 989 
DTI (known) 2926 1476 635 90 5127 
DTI (Unknown) 292554 41364 20550 1314 355782 
Ratio 0.010 0.036 0.031 0.068 0.014 

Table 2. Numbers of drugs, targets and interactions for four gold standard datasets 
(non-categorical). 

Dataset Nodes Total 

Kuang [95] Drugs 809 

Targets 786 

DTI (known) 3681 

Luo [15] Drugs 708 

Targets 1512 

DTI (known) 1923 

Disease 5603 

Edges 1,895,445 

Modified Luo  Drugs 708 

Targets 1512 

DTI (known) 1923 

Disease 5603 

Edges (DDI, PPI) 3,545,374 

4.2. Evaluation metrics 

Herein, to verify the robustness and performance of the DTiGNN system, we adopted a 10-fold 
cross-validation method for the prepared dataset. The performance is analyzed by calculating the area 
under receiver operating characteristic curve (AUC) [96] and the area under the precision-recall curve 
(AUPR) [96] for the test data. The AUC is calculated by drawing the curves between the true positive 
rate (TPR) and false positive rate (FPR) at different threshold levels. Similarly, the AUPR curve is 
constructed between different precision and recall values through which the performance of the system 
is validated. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛   4.1 
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 𝑅𝑒𝑐𝑎𝑙𝑙 or 𝑇𝑃𝑅 or 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦=   4.2 

 𝐹 𝑆𝑐𝑜𝑟𝑒
∗ ∗   4.3 

 𝐹𝑃𝑅   4.4 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦   4.5 

In the following sections, our proposed system is compared with other state-of the-art methods to 
analyze the performance of the DTI prediction. The newly predicted DTIs are validated by using 
docking analysis and several databases. The docking analysis is done with the help of the AutoDoc 
Vina [97] tool. The databases include DrugBank [55], CTD [62], PubMed [98], ChEMBL [99], etc., 
for validation. The distinctive characteristics of our proposed DTiGNN framework to boost or improve 
the accuracy of the DTI prediction are also highlighted by comparing it with other methods. 

4.3. Discussion 

The following section deals with the results and discussion of each contribution of the system, as 
well as performance comparisons with state-of-the-art methods. To validate the performance of the 
DTiGNN system, it is examined on various datasets (Yamanishi_08 [94], Kuang [95], Luo [15] and 
modified Luo) by using the following criteria: analysis of the impact of additional similarity 
perspectives for the drug and target, respectively, for DTI prediction; the impact of the novel IERW 
for link prediction; the adaptation of the MVCNN for SNI for DTI prediction; the impact of novel 
meta-graph-based representation learning; the impact of the HBN; analysis of the performance with 
state-of-the-art methods; statistical test analysis; and evidence analysis for the new DTI pairs with 
docking analysis. 

4.3.1. Impact of different drug similarity perspectives on DTI prediction targets 

Table 3 shows the impact of each similarity perspective of the drug and target in DTI prediction 
for the dataset described in Section 4.1. In addition to the various similarity measures that are described 
in Section 3.2-A, the pathway-based similarity of drugs and Pfam-based similarity of proteins are 
included to improve DTI prediction. 

Table 3 shows that the addition of each similarity perspective at a time showed better performance 
for the drugs and the targets on all of the considered datasets. Specifically, the pathway-based similarity 
improved the score of AUC by 2, 4, 2 and 2% for Yamanishi_08, Kuang, Luo, and the modified Luo 
dataset, respectively. Similarly, Pfam-based similarity increased the value of the AUC by 3, 2, 3 and 
1% for the Yamanishi_08, Kuang, Luo and modified Luo datasets, respectively. At times, drugs that 
do not have common targets are found to be similar via pathway-based similarity. Similarly, Pfam 
reduced the false negatives and false positives that occurred due to protein sequence-based similarities. 
Due to this, the sensitivity and specificity scores of the DTI prediction are also improved by 3 and 4%, 
respectively. When the sensitivity score increases, the AUC score also increases accordingly. 
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Table 3. Comparison of different similarity perspectives of the drug or target for DTI prediction. 

Datasets Yamanishi_

08 [94] 

Kuang 

[95] 

Luo  

[15] 

Modified 

Luo  

Similarity Methods AUC 

Drug Chemical Structure 0.58 0.59 0.62 0.63 

Chemical Structure+ ATC 0.62 0.61 0.69 0.67 

Chemical Structure+ ATC+ Target   0.68 0.65 0.74 0.71 

Chemical Structure+ ATC+ Target + Therapeutic 0.74 0.72 0.78 0.75 

Chemical Structure+ ATC+ Target+ Therapeutic+ 

Side Effects 

0.77 0.78 0.81 0.8 

Chemical Structure+ ATC+ Target+ Therapeutic+ 

Side Effects+ MF 

0.8 0.81 0.84 0.85 

Chemical Structure+ ATC+ Target+ Therapeutic+ 

Side Effects+ MF+CC 

0.83 0.85 0.85 0.84 

Chemical Structure+ ATC+ Target+ Therapeutic+ 

Side Effects+ MF+ CC +BF 

0.85 0.84 0.86 0.87 

Chemical Structure+ ATC+ Target+ Therapeutic+ 

Side Effects+ MF+ CC+ BF + DDI 

0.87 0.86 0.88 0.89 

Chemical Structure+ ATC+ Target  

+Therapeutic+ Side Effects+ MF+ CC+ BF+ 

DDI+ Drug-Disease Association 

0.90 0.89 0.91 0.92 

Chemical Structure+ ATC+ Target  

+Therapeutic+ Side Effects+ MF+ CC+ BF+  

DDI+ Drug-Disease Association+ Drug-Target 

(GIP-based) 

0.93 0.92 0.96 0.95 

Chemical Structure+ ATC+ Target  

+Therapeutic+ Side Effects+ MF+ CC+ BF+ 

DDI+ Drug-Disease Association+ Drug-Target 

(GIP-based)+ Pathway 

0.95 0.96 0.98 0.97 

Target Protein-Sequence 0.67 0.65 0.78 0.75 

Protein-Sequence + Protein Structure 0.74 0.71 0.81 0.8 

Protein-Sequence+ Protein Structure+  MF 0.78 0.75 0.84 0.85 

Protein-Sequence+ Protein Structure+  MF+ CC 0.83 0.82 0.85 0.84 

Protein-Sequence+ Protein Structure+ MF+ CC+ 

BF 

0.84 0.85 0.86 0.87 

Protein-Sequence+ Protein Structure+ MF+ CC+ 

BF + PPI 

0.85 0.87 0.88 0.89 

Protein-Sequence+ Protein Structure+ MF+ 

CC+BF+ PPI+ Protein- Disease Association 

0.89 0.86 0.91 0.92 

Protein-Sequence+ Protein Structure+ MF+ CC+ 

BF + PPI + Drug-Target (GIP based) 

0.91 0.93 0.94 0.95 

Protein-Sequence+ Protein Structure+ MF+ 

CC+ BF + PPI + Drug-Target (GIP-based)+ 

Pfam  

0.94 0.95 0.97 0.96 
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4.3.2. Use of a novel IERW for DTI prediction 

Our proposed system represents the DSNs (12) and protein similarity networks (9) as 
homogeneous networks. In order to illustrate the walk sequences generated by our proposed IERW 
method, two existing methods, namely, the RW [33] and RWR [34] methods, have been applied to four 
different datasets for DTI (link) prediction. Also, the same methods have been applied to two additional 
tasks (applications), i.e., DDI [85] and DDiA prediction [86], as these tasks also use the similarity 
networks of drugs and diseases from multiple sources. Table 4 shows a comparison of the proposed 
IERW method with the RW and RWR methods on the DDI, DDiA and DTI prediction tasks. Table 
4 interprets that the feature vector representation generated by the IERW method is very effective, with 
an increase in the AUC score of 14, 14 and 15% (average of all datasets) for the application of DDI, 
DDiA and DTI (proposed), respectively. 

Table 4. Comparing the effects of feature vector representations for DTI prediction. 

Dataset Feature vector representation method AUC AUPR 
Enzyme RW 0.81 0.8 

RWR 0.84 0.85 
IERW 0.95 0.96 

IC RW 0.79 0.81 
RWR 0.86 0.83 
IERW 0.97 0.95 

GPCR RW 0.82 0.81 
RWR 0.83 0.86 
IERW 0.98 0.96 

NR RW 0.83 0.81 
RWR 0.87 0.86 
IERW 0.98 0.97 

Kuang et al. [95]  RW 0.82 0.79 
RWR 0.87 0.85 
IERW 0.96 0.95 

Luo [15] RW 0.81 0.8 
RWR 0.84 0.85 
IERW 0.97 0.95 

Modified Luo  RW 0.83 0.81 
RWR 0.87 0.88 
IERW 0.99 0.98 

Rohani and Eslahchi et al. (DDI) 
[100] 
 

RW 0.81 0.79 
RWR 0.87 0.85 
IERW 0.95 0.96 

Zhou et al. [101] (DDiA) RW 0.82 0.84 
RWR 0.85 0.86 
IERW 0.96 0.97 

The IERW outperforms the other two methods on DTI prediction since the walk sequences 
consider both immediate (local) and non-immediate (global) neighbors during the selection of the best 
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context neighbor node, thereby reducing the false negatives that occur during link prediction. 
Therefore, our proposed IERW can be used for any kind of homogeneous network to learn the vector 
representation of each node in the network, which can be used for any downstream tasks. 

4.3.3. Impact of MVCNN-based fusion for DTI prediction 

To analyze the performance of our proposed MVCNN method, SNF and SKF methods have 
been considered for the same task as described in Section 4.3.2. These two applications also use the 
fusion techniques to combine the similarity networks of drugs and diseases. 

Table 5. Performance of different SNI methods. 

Dataset Integration Method AUC AUPR 
Enzyme SNF 0.83 0.81 

SKF 0.87 0.86 

MVCNN 0.98 0.97 
IC SNF 0.81 0.79 

SKF 0.87 0.85 

MVCNN 0.95 0.96 
GPCR SNF 0.82 0.81 

SKF 0.83 0.86 

MVCNN 0.98 0.96 
NR SNF 0.79 0.81 

SKF 0.86 0.83 

MVCNN 0.97 0.95 
Kuang et al. [95] SNF 0.81 0.8 

SKF 0.84 0.85 

MVCNN 0.95 0.96 
Luo [15] SNF 0.83 0.81 

SKF 0.87 0.88 

MVCNN 0.99 0.98 
Modified Luo   SNF 0.82 0.79 

SKF 0.87 0.85 

MVCNN 0.96 0.95 
Rohani and Eslahchi et 
al. (DDI) [100] 

SNF 0.81 0.8 

SKF 0.84 0.85 

MVCNN 0.97 0.95 
Zhou et al. [101] (DDiA) SNF 0.81 0.79 

SKF 0.87 0.85 

MVCNN 0.95 0.96 
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From the experimental analysis shown in Table 5, the MVCNN surpasses the other two methods 
in terms of the ability to identify different kinds of associations since SNF and SKF methods update 
the fused similarity matrix score by selecting only the edges that have a high score; alternatively, the 
MVCNN also considers the edges whose score is lower but can nevertheless contribute to the 
prediction of some DTI pairs. The performance improvement of the AUPR score in terms of the 
prediction of DDI, DDiA and DTI as a result of using the MVCNN is 14, 14 and 15%, respectively. 

Example: According to our HBN, the drug trovafloxacin does not have any interaction with the 
target gene or protein ACE. The actual similarity score of this drug to other drugs and targets is lower. 
Based on the SNF and SKF methods, the edges of this drug and target are removed, whereas, in the 
case of MVCNN-based SNI, the drug trovafloxacin is interacting with the target ACE with a 
probability score of 0.687 because the edges are not removed from the network. As a result, the edges 
with lower similarity scores also contributes to some DTI pairs. 

4.3.4. Novel meta-graph-based representation learning for DTI prediction 

Meta-graph-based representation learning is used to represent each drug and target node 
respectively in a d-dimensional vector. This plays an important role in DTI prediction since the feature 
vector generated for similar nodes is represented as being close to each other in the vector or 
embedding space. According to our task, the closer the vector, the higher the probability of interaction. 
To prove the performance of our novel meta-graph-based representation learning, each type of meta-
graph is analyzed. In order to make the model effectively learn the features, various meta-graphs with 
the same or different semantics and different hop lengths, i.e., 2 and 3, are used, and the result is 
illustrated in Table 6. When these embeddings are integrated into a single embedding representation, 
the CNN model exhibits better performance in terms of the prediction of drug-target pairs. Table 6 
interprets that the system achieves better performance for the aggregation of a meta-graph with 
different semantics (a combination of similarity, interaction and association) for hop length = 2, and 
that the AUC score is increased by 11% on the modified Luo dataset. The other datasets, i.e., Enzyme, 
IC, GPCR and NR, perform better for the aggregation of different meta-graphs with similarity and 
interaction semantics of hop length = 2. 

From the aggregated meta-graph-based representation learning taken from Table 6, the model has 
been compared with three other representation learning methods, namely, node2vec [85], 
metapath2vec [86] and a meta-path guided GNN [46], in terms of DTI prediction performance, as 
shown in Figure 12. Using a meta-graph guided GNN model and a CNN model for link prediction 
produces better performance, with an increase in the score of 8% and 6% for the AUC and AUPR, 
respectively as shown in Table 7. 

The significant improvement of our representation learning algorithm is attributed to its ability to 
learn the interactions between drugs and targets when there is more than one semantic linear path 
between the same entities. However, the novel meta-graph guided GNN loses the actual DTI 
information to the specific DTI pairs, as explained in Section 3.3.4. Therefore, the system is examined 
with an enhanced node embedding vector for DTI prediction. The improvement in the performance is 
depicted in Figure 12, and the AUPR and AUC score are near 1 for the meta-graph-based GNN with a 
vector enhancement (VE) approach. 
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Table 6. Comparison of different meta-graphs with hop length = 2, 3 for four gold standard datasets. 

Hop 

length 
Meta-graphs Enzyme IC GPCR NR 

Kuang 

[95] 

Luo 

[15] 

Modified  

Luo 

    AUC     

2 Aggregation (S) 0.879 0.861 0.867 0.879 0.868 0.858 0.891 

 Aggregation (I) 0.90 0.908 0.911 0.916 0.899 0.897 0.924 

Aggregation (S+I) 0.928 0.923 0.917 0.921 0.929 0.921 0.952 

Aggregation (S+A) N/A N/A N/A N/A N/A N/A 0.967 

Aggregation (I+A) N/A N/A N/A N/A N/A N/A 0.948 

Aggregation (S, I, S+I, S+I+A) N/A N/A N/A N/A N/A N/A 0.992 

3 Aggregation (S) 0.869 0.851 0.857 0.869 0.858 0.848 0.871 

Aggregation (I) 0.891 0.918 0.889 0.876 0.89 0.874 0.91 

Aggregation (S+I) 0.918 0.923 0.915 0.91 0.927 0.911 0.932 

Aggregation (S+A) N/A N/A N/A N/A N/A N/A 0.925 

Aggregation (I+A) N/A N/A N/A N/A N/A N/A 0.916 

Aggregation (S, I, S+I, S+I+A) N/A N/A N/A N/A N/A N/A 0.971 

**N/A not applicable, S- Similarity, I- Interaction, A- Association 

Table 7. Comparison of different representation learning models for DTI prediction. 

Method Enzyme IC GPCR NR 
Kuang 

[95] 

Luo 

[15] 

Modified 
Luo 

   AUC     
Node2vec 0.843 0.831 0.84 0.838 0.821 0.842 0.871 

Meta-path2vce 0.851 0.857 0.856 0.843 0.85 0.849 0.876 

MP guided GNN 0.871 0.887 0.867 0.879 0.861 0.869 0.949 

MG guided GNN (without VE) 0.91 0.904 0.889 0.911 0.908 0.916 0.972 

MG guided GNN (with VE) 0.951 0.945 0.956 0.958 0.942 0.949 0.990 

 

Figure 12. Comparison of different representation learning models for DTI prediction. 
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4.3.5. Comparison of performance with state-of-the-art methods 

The strength of our proposed method is investigated by comparing the performance of DTiGNN 
with six state-of-the-art methods by using the dataset described in Section 3.1. The state-of-the-art 
methods are DTINet [15], DRR [16], DTICNN [91], HNEDTI [48], metapath2vec [49] and 
DTiGEMS+ [31]. These methods were chosen to compare the overall performance of the DTiGNN 
framework to various embedding-based and matrix-factorization-based methods. The above methods 
use various similarity measures for drugs and targets from multiple sources. The proposed system 
(DTiGNN with VE) surpasses the other methods with an increase in the number of novel predictions, 
and the strength (probability score of interaction) of the DTI is also improved compared to the existing 
methods. Our proposed work has more than 100 pairs compared to the DTiGEMs+ method. 

Furthermore, the results of each method are classified into two groups: with and without balancing 
the drug-target samples prior to the DTI prediction model. Here, the performance of the proposed 
framework outperforms all other methods with balancing techniques, as shown in Table 8. The system 
achieves better AUC performance, with a score of 0.99, which is 10% higher than the metapath2vec 
method. Finally, the DTI pairs identified by our proposed DtiGNN system are compared to available 
benchmark databases, such as DrugBank [55], CTD [62], PubMed [97], ChEMBL [98] and others. 

Figure 13(a) and (b) shows the receiver operating characteristics curves and precision-recall curves 
for DDR, DTICNN, HNEDTI, metapath2vec, DTiGEMS+ and the proposed DTiGNN model on the DTI 
prediction task. Our proposed model achieves higher AUC and AUPR scores than various state-of-the-art-
methods, illustrating that the DTiGNN model has been designed appropriately. 

  
(a) (b) 

Figure 13. Receiver operating characteristic (ROC) curve (a) and precision-recall (P-R) curve (b). 
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Table 8. Comparison of the performance of proposed framework with state-of-the-art methods. 

Balancing Method Dataset 

  Enzyme IC GPCR NR 
Kuang 

[95] 

Luo 

[15] 

Modified 

Luo 

Without 

balancing 
DRR 0.821 0.832 0.831 0.834 0.847 0.849 0.859 

DTICNN 0.828 0.824 0.830 0.832 0.833 0.849 0.853 

HNEDTI 0.79 0.812 0.797 0.808 0.812 0.817 0.823 

Metapath2vec 0.828 0.832 0.831 0.834 0.847 0.849 0.859 

DTiGEMS+ 0.836 0.827 0.826 0.831 0.849 0.852 0.864 

DTiGNN  

(without VE) 
0.861 0.841 0.862 0.851 0.87 0.882 0.897 

DTiGNN (with VE) 0.894 0.882 0.895 0.908 0.912 0.913 0.920 

With Balancing DRR 0.812 0.824 0.811 0.817 0.823 0.821 0.83 

DTICNN 0.828 0.832 0.831 0.834 0.847 0.849 0.859 

HNEDTI 0.816 0.827 0.836 0.831 0.849 0.852 0.864 

Metapath2vec 0.861 0.841 0.862 0.851 0.87 0.882 0.897 

DTiGEMS+ 0.894 0.882 0.895 0.908 0.912 0.913 0.920 

DTiGNN (without 

VE) 
0.925 0.928 0.917 0.928 0.931 0.943 0.951 

DTiGNN (with VE) 0.952 0.938 0.949 0.957 0.971 0.97 0.99 

4.3.6. Impact of HBN 

The system is able to predict the new DTIs with the DSN and known DTIs alone. The number 
of networks contributing to the DTI prediction is increased to improve prediction accuracy, as 
shown in Table 9. 

Table 9. Comparison of the performance after including additional edges to the HBN. 

Method Dataset Luo Modified Luo 
 AUC AUPR AUC AUPR 
Drug  Drug similarities 0.849 0.839 0.869 0.861 

DDI 0.862 0.872 0.90 0.908 

Drug-disease 0.883 0.898 0.928 0.923 
Protein 
(target) 

Protein similarities 0.931 0.927 0.948 0.961 
Protein-protein interaction 0.947 0.941 0.967 0.951 

Protein-disease 0.964 0.972 0.992 0.981 

Table 9 shows that the performance of the model is improved when additional edges are added to 
the network. The performance of AUC and AUPR increased by 12 and 13% on the Luo dataset, 
respectively, and by 13 and 12% on the modified Luo dataset. From these results, we inferred that the 
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model learns the vector representation of each node in a better way when the additional edges and 
information are added to the network. 

4.3.7. Evidence for the prediction of DTI pairs 

The number of DTI pairs predicted by our proposed system is higher than that for the state-of-
the-art methods. Among all of the newly predicted DTI pairs, Table 10 shows the top 15 pairs. Here, 
the listed DTI pairs are unknown, that is, they do not have the edge in between as in the original 
HBN. This is validated with the help of already-approved drugs from different data sources like 
DrugBank [55], CTD [62], ChEMBL [99], etc. Most of the drug-target pairs identified by our proposed 
system can be found in the above-mentioned data sources. Approximately 70 out of 100 pairs are 
supported by different data sources. 

These top interactions obtained from the proposed model are validated with the help of docking 
analysis. For the docking analysis, we have selected the AutoDoc Vina [97] tool, and the same is shown 
in Table 10. The affinity score that we obtained from the AutoDoc tool is also good for the top-ranked 
DTI pairs. From this, we can conclude that the DTIs identified from our proposed model are good 
compared to the state-of-the-art methods. 

Table 10. Top 15 new DTI pairs with evidence. 

Drug Id Drug Name 
Uniprot 
ID 

Gene 
Name 

Score  
(Proposed) 

Evidence 
Affinity score 
using AutoDoc 
Vina tool 

DB00626 Bacitracin P11229 CHRM1 0.998 1 −9.7 
DB00829 Diazepam P04150 NR3C1 0.996 1 −8.8 
DB00945 Aspirin Q12809 KCNH2 0.994 1 −9.3 
DB06694 Xylometazoline Q99460 PSMD1 0.991 1 −9.2 
DB00509 Dextrothyroxine P43088 PTGFR 0.990 1 −9.1 
DB00768 Olopatadine Q99519 NEU1 0.988 0 −9.0 
DB06725 Lornoxicam Q99519 NEU1 0.987 1 −8.9 
DB00404 Alprazolam P10745 RBP3 0.987 1 −8.9 
DB01392 Yohimbine P30968 GNRHR 0.985 1 −8.7 
DB00252 Phenytoin P04150 NR3C1 0.984 1 −9.6 
DB01588 Prazepam P31645 SLC6A4 0.983 0 −8.4 
DB04552 Niflumic acid P31645 SLC6A4 0.983 1 −7.7 
DB00363 Clozapine P10745 RBP3 0.982 1 −8.6 
DB06288 Amisulpride P30968 GNRHR 0.981 1 9.2 
DB00546 Adinazolam P22888 LHCGR 0.98 1 −7.9 

4.3.8. Statistical testing analysis of various models 

To prove our improved DTI prediction task, statistical testing analysis was carried out on an IERW 
and an enhanced representation learning model. We adopted 10-fold cross-validation, as discussed 
earlier in Section 4.2. To see the statistical difference between the models, a paired t-test was chosen, 
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and it was done by comparing each of the existing models with our proposed model. Assume a p-value 
of 0.05, three degrees of freedom (n-1), a null hypothesis of “no significant difference between the 
models” and the alternate hypothesis of “significant difference between the models”. Then, the t-
statistic value is determined by using Eq (4.6) as follows: 

 𝑡 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 𝑡 √ ∗   4.6 

 𝑠𝑑
∑

   

 𝑚 𝑑𝑖𝑓𝑓    

 𝑑𝑖𝑓𝑓 𝐴𝐶𝐶 𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 𝑚𝑜𝑑𝑒𝑙 .. 𝐴𝐶𝐶 𝑚𝑜𝑑𝑒𝑙    

The t-statistic value does not fall within the range of [−3.182 and +3.182] for any of the pairs for 
the above-mentioned algorithms. Hence, the null hypothesis is rejected, proving that the models are 
statistically different and not the same. 

4.3.9. Model interpretation 

Figure 14 shows the vector representation of drug and protein nodes learned by a novel meta-
graph guided GNN model in vector space by using a t-distributed stochastic neighbor embedding (t-
SNE) visualization algorithm. The figure shows that nodes in the heterogeneous network that are 
structurally closer are also closer in vector space. The red dots represent proteins, while the yellow 
dots represent drugs. The dots that are closer together have a greater chance of interacting with 
one another. 

 

Figure 14. Embedding vector of drug and protein in vector space. 

4.3.10. Case study using three drugs 

To analyze the performance of the proposed model, we downloaded the known DTIs from 
DrugBank. We chose the drugs with the most interactions with known DTIs for this study. For example, 
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we considered three drugs, i.e., DB00334, DB00371 and DB01224, and the numbers of interactions 
were 24, 24 and 23, respectively. During the training, the features of the considered drugs and targets 
were excluded, and the same was given as an input to test the model. Our model found 23 known 
interactions out of 24 in the DB00334 set, and 24 known interactions out of 24 in the DB00371 set. 
Finally, in the DB01224 set, 23 out of 23 known interactions were identified. These results indicate 
that the proposed DTiGNN model performs well in terms of DTI prediction. 

5. Conclusions 

In this work, a new computational DTiGNN framework was developed to predict the unknown 
interaction between drug-target pairs. This system takes advantage of multiple similarities between the 
drug and target, including pathway- and protein domain-based similarities. The work on the IERW is 
used to generate the walk sequences of each node in each similarity, from which the feature vector 
representation of all drug and target nodes are individually learned by using the SG model. Next, the 
feature vector representations of all perspectives of each drug and target node are fused into a single 
vector representation by using a MVCNN. To learn the embedding vector of the drug and target nodes 
from the HBN, a meta-graph guided GNN is used. The feature vector representation of the drug-target 
pair is balanced by using oversampling techniques such as SMOTE, k-means SMOTE and a GAN. 
With the balancing samples, the feature vector of the drug-target pair is fed into the CNN model to 
predict the probability score. Here, the performance of the proposed system is evaluated with the help 
of AUC and AUPR metrics. The proposed system showed good performance compared to six existing 
frameworks for DTI prediction. These DTI pairs can be used by researchers or clinicians to determine 
the repurposing of drugs, personalized medicine, etc. The same framework can be used to identify the 
new association between any pair of biological entities. In future work, the DTI prediction system can 
be improved by considering an additional number of nodes and networks, such as disease similarity 
networks, and the incorporation of those kinds of meta-graphs can improve the reliability of the 
DTI pairs. 
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