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In cooperative communication systems, multiple terminals in wireless networks

share their antennas and resources for information exchange and processing. Recently,

cooperative communications have been shown to achieve significant performance im-

provements in terms of transmission reliability, coverage area extension, and network

throughput, with respect to existing classical communication systems. This thesis is

focused on two important applications of cooperative communications, namely: (i)

cooperative distributed detection in wireless sensor networks, and (ii) many-to-many

communications via cooperative space-time network coding.

The first application of cooperative communications presented in this thesis

is concerned with the analysis and modeling of the deployment of cooperative relay

nodes in wireless sensor networks. Particularly, in dense wireless sensor networks, sen-

sor nodes continuously observe and collect measurements of a physical phenomenon.

Such observations can be highly correlated, depending on the spatial separation be-

tween the sensor nodes as well as how the physical properties of the phenomenon are

evolving over time. This unique characteristic of wireless sensor networks can be ef-



fectively exploited with cooperative communications and relays deployment such that

the distributed detection performance is significantly improved as well as the energy

efficiency. In particular, this thesis studies the Amplify-and-Forward (AF) relays de-

ployment as a function of the correlation of the observations and analyzes the achiev-

able spatial diversity gains as compared with the classical wireless sensor networks.

Moreover, it is demonstrated that the gains of cooperation can be further leveraged to

alleviate bandwidth utilization inefficiencies in current sensor networks. Specifically,

the deployment of cognitive AF cooperative relays to exploit empty/under-utilized

time-slots and the resulting energy savings are studied, quantified and compared.

The multiple terminal communication and information exchange form the sec-

ond application of cooperative communications in this thesis. Specifically, the novel

concept of Space-Time-Network Coding (STNC) that is concerned with formulation of

the many-to-many cooperative communications over Decode-and-Forward (DF) nodes

is studied and analyzed. Moreover, the exact theoretical analysis as well as upper-

bounds on the network symbol error rate performance are derived. In addition, the

tradeoff between the number of communicating nodes and the timing synchroniza-

tion errors is analyzed and provided as a network design guideline. With STNC, it

is illustrated that cooperative diversity gains are fully exploited per node and signifi-

cant performance improvements are achieved. It is concluded that the STNC scheme

serves as a potential many-to-many cooperative communications scheme and that its

scope goes much further beyond the generic source-relay-destination communications.
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Chapter 1

Introduction

In recent years, the wireless communications and networking field has rapidly

advanced and significantly evolved, leading to a wide spectrum of wireless mobile

and multimedia applications covering video, voice and data. The growing demand

for mobility and reliable high data rate communications has pushed researchers to

further explore this field with the aim of efficiently utilizing the scarcity of the two

fundamental resources in communications, namely, energy and bandwidth. Moreover,

transmitted signals in wireless communication systems experience multipath fading,

shadowing and path-loss. Furthermore, surrounding wireless devices introduce inter-

ference to wireless systems of interest which has a dramatic limiting effect on the

overall system performance. Therefore, there is an urgent need for wireless commu-

nication systems that can counteract and mitigate the adverse effects of interference

and channel fading for a more robust and improved overall system performance.

Cooperative communications have recently attracted much attention in the wire-

less research literature due to their achievable capacity, extended coverage area, en-

hanced transmission reliability and improved network throughput [1]. In this chap-

ter, a literature review on the concept of relay channels is introduced which is then

followed by an overview of the basic principles of cooperative diversity in wireless

communication systems that are related to the problems studied in this thesis.
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A motivating example is also provided to highlight the two potential cooperative

protocols studied throughput the thesis. This is then followed by an outline of the

thesis chapters and their main contributions.

1.1 Literature Review

Cooperative communications build significantly on the work on relay channels

and their multi-terminal extensions within the information theory community. In par-

ticular, the classical relay channel modeling a three terminal communication channel

was first introduced by Van der Meulen in [2]. The author proposed a relay channel in

which a terminal called a ”relay” was used to listen to the information-bearing signal

transmitted from a source node and then re-transmit it the destination after process-

ing it, with the aim of improving the system performance. In [3], Cover and El Gamal

derived lower and upper bounds on the channel capacity for specific non-faded relay

channel models via random coding and converse arguments. In general, the lower and

upper bounds do not coincide, except in particular cases such as the degraded relay

channel [3]. Later works considered parallel relay channels and multiple-access chan-

nels with relaying. Specifically, the parallel relay channel model was introduced by

Schein and Gallager in [4] to make the classical relay channel symmetric. The capac-

ity theorems of multiple-access relay channels and transmitter-receiver cooperation

were studied in [5], and [6], respectively. Further significant extensions of the existing

results for multiple relays also appeared in the works of Gupta, Gastpar [7, 8] and

many others. These studies have laid the foundation for analyzing multiple terminal

communications and led to the notion of cooperative diversity in wireless networks.
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1.2 Cooperative Diversity

It has been established that channel fading can be mitigated by exploiting diver-

sity which can be defined as any technique by which multiple copies of the signal are

delivered to the receiver through independently faded channels. The intuition behind

diversity is that the probability of having all the channels in deep fade is much lower

than that of any individual channel. The diversity order of a wireless system can be

loosely defined in terms of the number of independent channels over which the signal

is transmitted. However, in [9], the diversity order was rigorously defined as the rate

of decay of the probability of error Pe with the Signal-to-Noise Ratio (SNR) when

using log− log scale which can be mathematically expressed as

Diversity Order = − lim
SNR→∞

log Pe

log SNR
. (1.1)

Diversity can be exploited in three physical domains in which independent fading

channels can be generated, namely, time, frequency and space [9]. Time diversity

can be achieved by interleaving the transmitted signal across independently faded

time-slots. However, for delay-sensitive applications over slowly fading environments,

time diversity may not be suitable. Frequency diversity is particularly attractive

for frequency-selective wideband systems and it can be exploited for example, by

coding independently faded subcarriers in orthogonal frequency division multiplexing

(OFDM) systems. However, exploiting frequency diversity could result in bandwidth

inefficiencies and thus is not suited for narrowband systems.

Spatial diversity can be achieved by using multiple antennas at the transmit-

ter and/or at the receiver with the aim of enhancing signal quality and achieving

3



bandwidth efficiency. Thus, multiple-input multiple-output (MIMO) communication

systems have been introduced in the past decade to exploit spatial diversity and to

allow more degrees of freedom over the conventional single antenna systems [10][11].

However, in practical wireless networks, it may not be feasible to implement multi-

ple antennas at the mobile terminals due to cost, size, weight and power limitations

[12]. Furthermore, the required separation among antennas of about half of wave-

length, makes MIMO systems unsuitable for low transmit frequencies. To alleviate

such limitations, cooperative diversity was introduced [13, 14, 15, 16]. In cooperative

communication systems, a number of relay nodes in the network share their trans-

mission antennas and processing resources to help in exchanging information between

a source and its destination and hence forming a virtual antenna array without the

need to use multiple antennas at the source node, and hence mimic a distributed

MIMO system.

User-cooperation was first introduced and studied in the two-part paper [13,

14]. Specifically, the cooperation system description was developed for code-division-

multiple-access (CDMA) systems in which each pair of users are coupled to help each

other. Moreover, the two users employ orthogonal codes to eliminate multiple-access

interference. It was demonstrated that with the knowledge of the channel phases at

the transmitter sides, increased data rates can be achieved.

The term cooperative diversity was introduced in [15] where several cooperation

protocols were studied and their outage capacity behavior was analyzed with the

assumption of half-duplex transmission. In particular, the authors proposed two main

categories of cooperative diversity protocols: fixed relaying and adaptive relaying.

4



In fixed relaying, channel resources are divided between the source and the relay

in a fixed (predetermined) manner and the cooperation is performed over two phases.

In Phase I, the source node transmits its message and both the relay and destination

nodes receive it. In Phase II, the relay node transmits a processed version of its

received message to the destination nodes. After that, the destination combines both

signals received during the two phases and then detects the message. The Amplify-

and-Forward (AF) and Decode-and-Forward (DF) relaying protocols are examples

of fixed relaying and are presented in the motivating example demonstrated in the

following section. Fixed relaying has the advantage of easy implementation; however,

lacks bandwidth efficiency. This is because the transmission is split into two phases

and thus the overall rate is reduced to 1/2 symbols per channel use. For this purpose,

adaptive relaying protocols were proposed, which comprise two main classes, selective

and incremental relaying.

In selective relaying, the channel fading between the source and the relay nodes

are assumed to be known to both of them. Thus, if the signal-to-noise ratio of

the signal received at the relay exceeds a certain threshold, the relay node decodes-

and-forwards the received message; otherwise, the relay remains idle. Furthermore,

channel is assumed to be reciprocal, thus, the source node is aware when the relay

is idle and hence transmits a copy of its signal to the destination instead. The

operation of the selective relaying is very similar to that of the decode-and-forward as

the signal-to-noise ratio threshold can be utilized to overcome the inherent problem

of correct decoding at the relay. Furthermore, it was shown in [15] that selective

relaying achieves diversity order two.
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In incremental relaying, a feedback channel exists between the destination and

the relay, through which the destination sends an acknowledgement to the relay if

it has correctly decoded the source’s message in the first phase and thus the relay

does not have to re-transmit the message. The incremental relaying has been shown

to achieve a diversity order of two as well as achieving the best spectral efficiency

among the existing relaying protocols since the second phase becomes opportunistic,

depending on the channel fading between the source and the destination [15].

The distributed space-time coding was proposed in [16], where in the first phase,

multiple relays receive the source’s transmitted message and then each relay decodes-

and-forwards the message using an assigned unique codeword which represents a

column from a space-time code. In the second phase, the destination combines the

received signals from the relays’ synchronized transmissions which was shown to pro-

vide full diversity gain equal to the number of cooperating relay nodes.

In order to illustrate the merits of cooperative communications, a motivating

example of a single-relay cooperative network is presented in the following section

along with a basic performance comparison.

1.3 Motivating Example

In this section, an introductory motivating example of a single-node cooperative

network (shown in Fig. 1.1) is presented for M-PSK systems. In the traditional relay

networks, the communication between the source and destination nodes is performed

over two phases. In Phase I, the source transmits its data symbol x to the destination

and due to the broadcast nature of wireless channels, that data symbol is also received

6



Figure 1.1: Single-Relay Cooperative Network Model and Operation

by the mediating cooperative relay node. Thus the received signals at the destination

and relay nodes can be expressed as

ys,d =
√

Pshs,dx + ns,d, and ys,r =
√

Pshs,rx + ns,r, (1.2)

respectively, where Ps is the source transmitter power, x is the transmitted unit

energy data symbol and ns,d and ns,r are the additive noise terms. Moreover, hs,d

and hs,r are the statistically independent source-destination and source-relay channel

fading coefficients, respectively.

In the sequel, the operation of the single-relay wireless network employing the

two commonly used cooperative relaying protocols, namely the amplify-and-forward

and decode-and-forward is described.

1.3.1 Amplify-and-Forward (AF) Cooperative Protocol

In Phase II of the AF cooperation protocol, the relay scales the received signal

during Phase I and then transmits/forwards a scaled version of it to the destination

with a transmitter power of Pr. The received signal at the destination node can thus

7



be written as

yAF
r,d =

√
Pr

Ps|hs,r|2 + N0

hr,dys,r + nr,d, (1.3)

where hr,d is the relay-destination channel coefficient. The destination node then

performs a maximum ratio combining (MRC) operation on the received signals from

the source and the relay. The output of the MRC is expressed as

yAF = αs,dys,d + αr,dy
AF
r,d , (1.4)

where

αs,d =

√
Psh∗s,d
N0

, and αr,d =

√
PsPr

Ps|hs,r|2+N0(
Pr|hr,d|2

P2|hs,r|2+N0
+ 1

)
N0

. (1.5)

It should be noted that the channel coefficients are hs,d, hs,r and hr,d are modeled

as zero-mean complex Gaussian random variables with variances σ2
s,d, σ2

s,r and σ2
r,d,

respectively. Furthermore, the additive noise terms ns,d, ns,r and nr,d are modeled as

zero-mean independent complex Gaussian random variables with variance N0.

1.3.2 Decode-and-Forward (DF) Cooperative Protocol

For the DF cooperation protocol, the relay node decodes the received symbol,

and if it is decoded correctly, it then forwards it to the destination during Phase II;

otherwise, the relay node remains idle. It is assumed that the relay node perfectly

determine whether the symbol is decoded correctly or not and this can be practi-

cally achieved through a signal-to-noise ratio (SNR) threshold on the received signal.

Therefore, the received symbol at the destination from the relay node can be written

as

yDF
s,d =

√
P̃rhr,dx + nr,d, (1.6)
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where

P̃r =





Pr, if the relay node decodes x correctly

0, otherwise

. (1.7)

As before, the output of the MRC can be expressed as

yDF = αs,dys,d + α̃r,dy
DF
r,d , (1.8)

where αs,d is defined as in (1.5) and α̃r,d =
√

P̃rh
∗
r,d/N0. It should be noted that the

total network power P under both the AF and DF protocols is distributed between

the source and relay nodes as P = Ps + Pr.

1.3.3 Cooperative Diversity Gain

The cooperative diversity order can be verified by analyzing the SER expression

as high enough SNR as follows

PSER . (SNR ·∆)−d, (1.9)

where exponent d is the diversity order, ∆ is the coding gain and SNR , P/N0. It

was shown in [17] that the SER for both the AF and DF can be written as

PSER .





(
P
N0
· bPSKσs,dσs,rσr,d√

B((1/µ2)σ2
r,d+(1/µ(1−µ))σ2

s,r)

)−2

, for amplify-and-forward protocol

(
P
N0
· bPSKσs,dσs,rσr,d√

(A2/µ2)σ2
r,d+(B/µ(1−µ))σ2

s,r

)−2

, for decode-and-forward protocol

.

(1.10)

where bPSK = sin2(π/M), A = 1
π

∫ (M−1)π/M

0
sin2 θ dθ, B = 1

π

∫ (M−1)π/M

0
sin4 θ dθ and

µ = PS/P ; while 1 − µ = Pr/P . Therefore, it can be easily seen from (1.10) that

both the AF and DF protocols achieve a full cooperative diversity order of two. This

can also be verified using (1.1) as d = − limSNR→∞ log(PSER)/ log(SNR) = 2.

9
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Figure 1.2: QPSK SER Performance of the AF and DF Cooperative Protocols

1.3.4 Performance Comparison

In Fig. 1.2, the symbol error rate (SER) performance for the AF and DF

cooperative protocols is evaluated for QPSK systems and is also compared with that of

the direct transmission. In the simulations, for the direction transmission, the source

is allocated the total network power P ; while under the cooperative network, the total

network power P is equally distributed between the source and relay nodes (i.e. Ps =

Pr = P/2). In addition, the channel coefficients are assumed to have unity variances

(i.e. σ2
s,d = σ2

s,r = σ2
r,d = 1). It can be seen that the performance of the cooperative

protocols significantly outperform that of the direct transmission. In addition, the

upper-bounds asymptotically agree with the simulated SER performance. This in

turn confirms that both the AF and DF protocols achieve a full diversity order of two

while clearly, the direct transmission only achieves a diversity order of one.

Another important observation is that the DF protocol slightly outperforms

that of the AF protocol. This is due to the fact that the AF results in a noise ampli-
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fication which is translated into a slight performance degradation. Over multiple-hop

and multi-node relay networks, the noise propagation problem becomes severe [1].

However, the AF is less complex than the DF and thus is more suited for applications

with analog transmission such as wireless sensor networks [18] [35]. However, the DF

protocol is more suited for applications involving network coding and error-correction

schemes [19] [20].

An extensive analysis of the symbol error rate performance for Rayleigh flat

fading single-relay channels for both the amplify-and-forward and decode-and-forward

protocol can be found in [1] [17]. For both cooperative protocols, exact symbol error

rate and upper-bound expressions were derived in [17] along with optimal power

allocations between the source and relay nodes.

1.4 Thesis Organization and Contributions

In this thesis, two important applications of cooperative communications in

wireless networks are studied and analyzed. The ultimate goal of this research work

is to apply the amplify-and-forward and decode-and-forward relaying protocols in two

different practical applications and illustrate the achievable performance gains. In the

sequel, an overview of each chapter and their main contributions are presented.

1.4.1 Correlation-Based Cooperation for Distributed Detection (Chap-

ter 2)

In this chapter, the first main application of cooperative communications is con-

sidered, namely the distributed detection in wireless sensor networks. Sensor nodes
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observe and collect measurements of a physical phenomenon and such measurements

could be highly correlated depending on node density and their spatial separations.

Thus, in this chapter, the deployment of relay nodes to cooperatively relay measure-

ments from sensor nodes is considered. In particular, the natural tradeoffs between

the number of sensor/relay nodes, communication reliability and their impact on the

power-constrained sensor network detection performance is analyzed. It is shown that

with cooperative distributed detection and spatial diversity exploitation, significant

detection performance gains can be achieved as well as a reduction in the total number

of sensor nodes required for optimal detection.

1.4.2 Energy Efficiency of Cognitive Cooperative Distributed Detec-

tion (Chapter 3)

The main focus of Chapter 2 is on understanding and analyzing the relays de-

ployment as a function of the correlation between the sensor nodes in the network and

also the total number of sensor/relay nodes under strict network power constraint.

In Chapter 3, the deployment of cognitive-cooperative relay nodes is considered in

order to exploit the empty/under-utilized time-slots to achieve energy-efficiency and

optimal detection. A closed form expression for energy consumption calculation un-

der conventional sensor networks with sensor nodes only is derived. Also, a closed

form expression for the energy consumption of the cognitive cooperative relays de-

ployment in sensor networks is also derived and quantified. A simple scenario of two

sensor nodes paired with a cooperative relay node is considered. It is shown that

by cognitively utilizing empty time-slots with cognitive-cooperative relays, significant

12



detection performance gains are achieved as well as energy savings with bandwidth

losses alleviated.

1.4.3 Many-to-Many Communications via Space-Time Network Cod-

ing (Chapter 4)

In Chapter 4, the novel concept of Space-Time Network Coding (STNC) that

allows N nodes to exchange their data symbols in a total of 2N time-slots is presented

and analyzed. In particular, the theoretical Symbol Error Rate (SER) performance

of decode-and-forward cooperative communication nodes under the STNC scheme is

derived. A theoretical performance upper-bound is also derived and is compared for

symmetric and asymmetric networks, which is then shown to be consistent with the

simulated performance results. Furthermore, the full cooperative diversity order of

N − 1 per node is also verified and proved.

Timing synchronization errors arise in distributed space-time cooperative schemes

when the cooperatively communicating nodes are simultaneously transmitting their

data symbols over the same channel. Also, it is well-known that the effects of the tim-

ing synchronization errors become much more severe with the increase in the number

of communicating nodes. Therefore, in this Chapter, the effect of the timing syn-

chronization errors are also analytically studied. Theoretical exact and lower-bound

expressions on the symbol error rate performance for an arbitrary number of commu-

nicating nodes as a function of the timing errors are also derived and provided as a

network design guideline.
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1.4.4 Conclusions and Future Work (Chapter 5)

The conclusions and a summary of the findings of this thesis along with the

potential future research directions are given in Chapter 5.
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Chapter 2

Correlation-Based Cooperation for Distributed Detection

2.1 Overview

As discussed in Chapter 1, cooperative communications have attracted much

attention in the wireless research literature due to their ability to combat fading

effects through spatial diversity and improve communication reliability [1]. Motivated

by applications in wireless sensor networks (WSNs), the cooperative amplify-and-

forward relays deployment is particularly attractive for efficient power consumption

and bandwidth utilization, and also for accurate distributed detection [21].

In this chapter, a binary hypothesis distributed detection problem in correlated

wireless sensor networks consisting of a set of sensor nodes communicating their mea-

surements to the fusion center is considered. As some sensor nodes are likely to

provide correlated measurements to the fusion center, it would be advantageous to

utilize some of the sensor nodes as cooperative relay nodes to reliably forward mea-

surements. Thus, this chapter considers the deployment of a set of relay nodes to

cooperatively relay measurements from a set of sensor nodes and analyzes the effect

of correlation between sensor nodes in both Additive White Gaussian Noise (AWGN)

and Rayleigh flat fading channels, in order to explore the natural tradeoffs between

the number of sensor/relay nodes, the reliability of communication and their impact
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on the detection error performance in the network. In particular, two transmission

protocols are compared; in Protocol I, each sensor node communicates its observation

directly to the fusion center while in Protocol II, a set of Amplify-and-Forward (AF)

cooperative relays are deployed and paired with a set of sensor nodes. Based on the

theoretical analysis and simulations for a simple two-nodes network, the spatial re-

gion over which Protocol II outperforms Protocol I is characterized and the analysis

is then extended to a network with arbitrary N number of sensor/relay nodes. It is

revealed that under strict total network power constraint, the detection performance

of a network with a fewer number of sensor nodes paired with cooperative relay nodes

can significantly outperform that of a network with a larger number of sensor nodes

only. It is concluded that with cooperative distributed detection and exploitation of

spatial diversity, significant detection error performance gains are achievable as well as

a reduction in the required number of sensor nodes for optimal detection performance.

2.2 Introduction, Motivation and Prior Work

In wireless sensor networks, sensor nodes are limited in power, memory and

processing capabilities [22]. Moreover, the densely distributed sensor nodes over the

wireless network area are characterized by spatially correlated measurements, and

sending all the local observations from the sensor nodes to the fusion center can be

inefficient in terms of network resources utilization. This in turn suggests that the

correlation among sensors can be exploited such that correlated sensors can cooperate

and share transmission channels via cooperative relays deployment [23][24].

In the research literature, several variants of the distributed detection prob-
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lem of correlated observations have been studied. For instance, in [25], the optimal

constellation size and number of MIMO cooperating nodes have been analytically

quantified with respect to the correlation coefficient where it was shown that optimal

constellation size is an increasing function of the correlation coefficient while the op-

timal number of MIMO cooperating nodes is a decreasing function of the correlation

coefficient. The authors in [26] considered the problem of determining whether it

is better to use a few high-cost, high power nodes or to use many low-cost, lower

power nodes in a system, where the correlated observations are obtained from a set

of sensor nodes distributed uniformly on a straight line. In [27], it was shown that

the distributed detection of deterministic signals in additive Gaussian noise with a

set of identical binary sensors is asymptotically optimal as the number of observa-

tions per sensor approaches infinity. The work in [28] analyzes the performance of

the MAC layer by taking into account the spatio-temporally correlated phenomena

when evaluating the distortion level with minimum energy expenditure. The authors

in [29] derived the outage statistics and investigated the effects of the spatio-temporal

correlation of collaborative processing on the probability, average duration and rate

of outage events.

In conventional wireless sensor networks, every sensor node transmits all its

measurements directly to the fusion center for data gathering and detection. While

most of the previously published works assume independent observations, this as-

sumption is likely to fail in dense wireless sensor networks; since that sensor nodes

with close vicinity of each other in a finite area would observe highly correlated data.

Therefore, separate direct transmissions of each sensor’s correlated data introduces
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redundancy but not necessarily reliability, which results in an unnecessary waste of

network resources. This in turn suggests the use of relay nodes to improve the relia-

bility of measurements rather than redundancy, under stringent sensor network power

constraint.

Our interest in this chapter is to study the impact of correlation on the detection

error performance in a wireless sensor network with relays deployment. In particular,

the main question to be addressed is: under strict network power constraint, is it

better to employ many spatially correlated sensors or to have a fewer number of

correlated sensors paired with cooperating relays? An answer to this question can be

obtained by comparing two network transmission protocols, namely Protocol I and

Protocol II. In Protocol I, each node directly transmits its measurements to the fusion

center; while in Protocol II, the measurements of each sensor node are amplified-and-

forwarded through a cooperating relay node. The performance of the two protocols

in terms of the probability of detection error will be compared in both the Additive

White Gaussian Noise (AWGN) and Rayleigh flat fading channels. Due to the fact

that increasing the number of sensor nodes in a finite wireless sensor network area

results in increasingly correlated measurements, it would be expected that employing

a fewer number of sensor nodes cooperatively paired with relay nodes, would improve

transmission reliability and detection performance. Thus, it is essential to explore the

natural tradeoffs between the total number of sensor/relay nodes, degree of correlation

and detection error performance.

In this work, a simple yet effective model suitable for the analysis of wireless

sensor networks with correlated observations, along with the effect of path-loss and
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inter-sensor separation on the detection error performance is proposed. Based on the

assumption model, the effect of correlation on the detection performance is analyzed

and characterized for a simple two-nodes network in order to determine the spatial

region over which Protocol II outperforms Protocol I. The analysis is then extended

and generalized for a network with arbitrary number N of sensor/relay nodes where

it will be shown that using fewer sensor nodes with cooperative relay nodes can

improve the network’s detection performance significantly depending on the spatial

separation/correlation, and also reduces the number of sensor nodes required for

optimal detection performance under strict network power constraint.

In the remainder of this chapter, the system model is presented in Section 2.3.

In Section 2.4, the network transmission protocols and model are presented; while in

Section 2.5, the probability of detection error performance for each network protocol

in both AWGN and Rayleigh flat fading channels is derived. Sections 2.6, and 2.7

present a theoretical analysis of the performance of the network transmission protocols

under the AWGN and the Rayleigh fading channels, respectively. Simulation results

and performance evaluation of the network protocols are presented in Section 2.8.

Finally, the summary and conclusions are drawn in Section 2.9.

2.3 System Model

In this section, the distributed detection with correlated observations problem

is described. A wireless sensor network with N sensor nodes are used to sense a

particular phenomenon after which their observations are communicated to the fusion

center for decision-making. In this work, dumb sensor nodes are assumed (i.e. they
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do not perform any local decisions due to their limited capabilities). In addition, the

specific case of correlated spatial data x gathering is modeled using the Gaussian

Random Field model [30] where the measurement observed at the ith sensor node is

a Gaussian random variable, given by

xi = mi + wi, i = 1, . . . , N, (2.1)

where mi represents a deterministic value. Moreover, wi is the measurement noise at

the ith sensor node and is distributed as a zero-mean Gaussian random variable with

variance σ2. The N-dimensional multivariate normally distributed gaussian random

vector is expressed as

f(x) =
1

(2π)N/2|ΦN |1/2
exp

(
−1

2
(x−m)HΦ−1

N (x−m)

)
, (2.2)

where m ≡ E[x] is the means vector and ΦN , E[(x−m)(x−m)H ] is the covariance

matrix of x. The diagonal elements of ΦN (symmetric and positive-definite) are the

measurement noise variances of each sensor node [ΦN ]i,i = σ2. The rest of the coef-

ficients in ΦN (for i 6= j) are expressed as [ΦN ]i,j = σ2ρi,j, where ρi,j = exp(−λd2
si,j

)

is the inter-sensor distance dsi,j
dependent correlation coefficient, and λ is a medium-

dependent correlation decay factor [28].

The distributed detection problem is formulated as a binary hypothesis testing

where the measured data from the sensor nodes are based on two hypotheses, namely

H1 and H0. The H1 hypothesis indicates the presence of the phenomenon within the

sensor network while H0 indicates its absence. Thus, the vector of measured data x

under each hypotheses is given by
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H0 : x ∼ CN (0,ΦN)

H1 : x ∼ CN (m,ΦN),

(2.3)

where x , CN (m,ΦN) denotes the complex correlated Gaussian random variables.

2.4 Network Protocols and Model

In this section, the network transmission protocols and the wireless sensor net-

work model are presented. In Protocol I, each sensor transmits its sensed observation

directly to the fusion center without employing any intermediate relay nodes; while

in Protocol II, sensor nodes are paired with amplify-and-forward (AF) relay nodes

deployed closer to the fusion center. The network protocols assume a simple geomet-

ric path-loss that is proportional to d−α where α is the path-loss exponent and d is

the distance between the sensor/relay nodes and the fusion center.

2.4.1 Protocol I: Sensing Without Cooperation

In Protocol I, each sensor directly transmits its observations to the fusion center

where uncoded transmission at each sensor node is assumed (as shown in Fig. 2.1a).

The received signals at the fusion center transmitted from two different sensors Si

and Sj through TDMA orthogonal channels [15] are expressed as

ysi,f =
√

Psi
d−α

si,f
hsi,fxi + nsi,f , (2.4)

and

ysj ,f =
√

Psj
d−α

sj ,fhsj ,fxj + nsj ,f , (2.5)
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Figure 2.1: Network protocols

respectively; where hsi,f and hsj ,f are the channel coefficients from the Si and Sj

sensor nodes to the fusion center and are modeled as zero-mean complex Gaussian

random variables with variance 1/2 per dimension. In addition, dsi,f and dsj ,f are

the distances from sensor nodes Si and Sj to the fusion center, respectively. It is

assumed that sensor node Sj is closer to the fusion center than sensor node Si (i.e.

dsj ,f < dsi,f ). Furthermore, Psi
and Psj

are the transmission power assigned to sensors

Si and Sj respectively and are selected to satisfy a total power constraint PT while

nsi,f and nsi,f are the additive white Gaussian noise at the fusion center. In this

protocol, all the N nodes are utilized as sensors for the transmission of observations

(i.e. |S| = N) (where S is the set of all the sensor nodes in the network).

2.4.2 Protocol II: Sensing With Cooperation

In Protocol II, the farther sensor node Si is paired with a known neighboring

cooperative relay node Rk located at drk,f from the fusion center, as shown in Fig.

2.1b. In the amplify-and-forward (AF) relaying, signal transmissions are separated

into two phases through TDMA orthogonal channels [15]. In Phase 1, sensor node
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Si transmits its observation xi with power Psi
and the received signals at the fusion

center ysi,F and at the relay node ysi,rk
are

ysi,f =
√

Psi
d−α

si,f
hsi,fxi + nsi,f , (2.6)

and

ysi,rk
=

√
Psi

d−α
si,rk

hsi,rk
xi + nsi,rk

, (2.7)

respectively; where hsi,f and hsi,fk
are the fading channel coefficients from sensor Si

to the fusion center and to the Rk relay node, respectively; whereas, dsi,f and dsi,rk

are the distances from Si to the fusion center and to Rk relay node, respectively and

nsi,f and nsi,rk
are the white Gaussian noises. In Phase 2, the relay node amplifies

the received signal and forwards it to the destination with transmit power Prk
. The

received signal at the fusion center can be written as

yrk,f =
√

P̃rk
d−α

rk,fhrk,fysi,rk
+ nrk,f

=
√

P̃rk
Psi

d−α
si,rk

d−α
rk,fhrk,fhsi,rk

xj + ñrk,f ,

(2.8)

where ñrk,f =
√

P̃rk
d−α

rk,fhrk,fnsi,rk
+ nrk,f . In addition, P̃rk

represents the normalized

transmit power and is chosen to ensure a transmit power at the relay node of Prk

and thus is specified as P̃rk
= Prk

/(Psi
d−α

si,rk
|hsi,rk

|2σ2 + No). Furthermore, drk,f is the

distance from the relay to the fusion center, hrk,f is the channel coefficient between the

kth relay node to the fusion center and nrk,f is the additive Gaussian noise. It should

be noted that the noise nsi,f , nsi,rk
and nrk,f are modeled as independent complex

Gaussian random variables with zero means and variance No. In this protocol the N

nodes in the network are split into two sets S and R representing sensor and relay
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Figure 2.2: Wireless sensor network model

nodes respectively with equal cardinality (i.e. |S| = |R| = N/2) since each sensor

node is paired with a cooperating relay node.

2.4.3 Wireless Sensor Network Model

In this subsection, a wireless sensor network model suitable for correlation anal-

ysis amongst sensor nodes is presented. Specifically, the model considers the scenario

where the sensor/relay nodes are distributed over a circular area with three concentric

circles with the fusion center at the center, as illustrated in Fig. 2.2 for N = 4 for

both transmission protocols. The two larger circles of radii dso,f and dse,f contain two

sets (SO and SE) of uniformly distributed odd-numbered (S1, S3, ..., SN−1) and even-

numbered (S2, S4, ..., SN) sensor nodes respectively. On the other hand, the smallest

circle contains the set of relay nodes R with radius of dr,f and uniformly deployed

(R2, R4, ..., RN) with even-numbered indices such that (dso,f > dse,f > dr,f ). That is,

the relays are deployed closer to the fusion center than the two sets of sensor nodes.
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Also, every sensor (in the outer circle - set SO) is separated from its cooperating node

by a distance dso,r. This circular model as will be seen in later sections simplifies

the analysis greatly as all the nodes in SO are of equal distance dso,f from the fusion

center and so are the nodes in SE and R with distances dse,f and dr,f respectively.

The proposed model also introduces symmetry that allows matrix decompositions of

covariance matrices and makes the analysis of a network of N nodes mathematically

tractable. This model also has the advantage that it lends itself to feasible practical

implementation with relays deployment.

In this model, it is assumed that the sensors, relays and the fusion center are

stationary and that the fusion center knows the relative distances/locations of the

sensor/relay nodes (on the concentric circles). In addition, the sensor nodes in each

of the sets SO and SE are allocated a total power of PO and PE , respectively under

Protocol I such that PT = PO + PE . In Protocol II, the relay nodes in the set R are

allocated a total power of PR such that the network power constraint is PT = PO+PR.

This total network power constraint PT implies that the power decreases linearly with

the increase in the number of sensor/relay nodes over a wireless network area A.

2.5 Performance Analysis

In this section, the probability of detection error Pe expressions of the two

network protocols in AWGN and Rayleigh flat-fading channels are derived, which are

then compared as function of the correlation coefficient between the sensor nodes to

determine when Protocol I or Protocol II should be used. To simplify notation and

the analysis, it is assumed (without loss of generality) for both protocols, that all the
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nodes in each set have equal power, i.e. Pso = Psoi
, ∀i ∈ SO, Pse = Psej

, ∀j ∈ SE

and Pr = Prk
, ∀k ∈ R. Also, let dso,f = dsoi,f , dse,f = dsej ,f and dr,f = drk,f in each

set. Furthermore, it is assumed that all the measured data have the same mean (i.e.

under H1 all sensor nodes measure the same phenomenon with the same real mean

mi = m for i = 1, ..., N , within an area A).

Let π0 = Pr{H = Ho} and π1 = Pr{H = H1} denote the prior probabilities for

hypotheses H0 and H1, respectively where it is assumed for simplicity that π0 = π1 =

1/2. The hypothesis-dependent average power consumption of a sensor/relay node is

equal to a power constraint P and is given by [26][35]

P = π0P̄ σ2 + π1P̄ (σ2 + m2) = P̄

(
σ2 +

1

2
m2

)
, (2.9)

which in turn can be written as

P̄ =
P(

σ2 + 1
2
m2

) , (2.10)

where, P̄ = Pso for sensor nodes in the set SO and P̄ = Pse for the sensor nodes in the

set SE , respectively. Also P̄ = Pr for the relay nodes in the set R. For simplicity, in

this model, it is assumed that the total network power is distributed equally between

the sensor nodes in the two sensor node sets under Protocol I (i.e. PO = PE = PT /2).

Similarly, under Protocol II, the total network power is distributed equally between

the set of sensor nodes SO andR (i.e. PO = PR = PT /2). However, it should be noted

that optimal power allocation among the set of sensor/relay nodes is also possible;

however is beyond the scope of this chapter as it would deviate from the main thrust

of the analysis and modeling presented in this work.

Given the foregoing system model and protocols, the optimal likelihood decision
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rule at fusion center of the received observations over AWGN and Rayleigh fading

channels is derived as follows. The N-dimensional received observations vector yN

under each hypothesis is given by

H0 : yN ∼ CN (0,ΣN)

H1 : yN ∼ CN (µN ,ΣN),

(2.11)

where 0 is the all zeros vector, µN , E[yN ] is the means vector and ΣN , E[(yN −

µN)(yN −µN)H ] is the covariance matrix of yN . The optimal test for minimizing the

probability of detection error is the likelihood ratio test (LRT) given by [31]

1
(2π)N/2|ΣN |1/2 exp{−1

2
(yN − µN)HΣ−1

N (yN − µN)}
1

(2π)N/2|ΣN |1/2 exp{−1
2
yH

NΣ−1
N yN}

≷H1

H0
1. (2.12)

The decision rule can be further simplified and expressed in terms of the suf-

ficient statistic to T (yN) = 1
2
µH

NΣ−1
N yN + 1

2
yH

NΣ−1
N µN ≷H1

H0

1
2
µH

NΣ−1
N µN where it

should be noted that T (yN) is linear transformation of the Gaussian random vec-

tor yN and it characterizes its distributions under H0 and H1 by finding its means

and variances under each hypothesis as PH0(T ) ∼ CN (0, µH
NΣ−1

N µN) and PH1(T ) ∼

CN (µH
NΣ−1

N µN , µH
NΣ−1

N µN) [32]. By defining probabilities of detection error condi-

tioned on hypotheses H0 and H1 in terms of the the probability of false alarm

PFA and the probability of miss PM , respectively; the probability of detection er-

ror Pe = Pr{Ĥ 6= H} is expressed as Pe = π0PFA +π1PM . Under the AWGN channel,

the channel coefficients in (2.4 - 2.8) are set to 1 (i.e. hsi,f = hsj ,f = hrk,f = 1 for

all i, j and k). Therefore, the probability of detection error can be straightforwardly

shown to be

PAWGN
e = Q

(
1

2

√
µH

NΣ−1
N µN

)
, (2.13)
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where Q(u) , 1√
2π

∫∞
u

exp
(
− t2

2

)
dt is the Gaussian Q-function. On the other hand,

the conditional probability of detection error under the Rayleigh fading channel (as-

suming perfect channel state information (CSI) at the fusion center) is given by

PRay
e = E

{
Q

(
1

2

√
µH

NΣ−1
N µN

)}
, (2.14)

where the expectation is taken with respect to the channel statistics. It should be

noted that finding a closed-form expression for the expectation in (2.14) is in general

very difficult; thus, it will be numerically evaluated in the performance evaluation

section.

2.6 Theoretical Analysis: AWGN Channels

In the following sections, the theoretical detection error performance analysis of

Protocols I and II under the AWGN channel will be derived.

2.6.1 Protocol I - A Two Sensors Network over AWGN Channels

In this section, the probability of error detection of the N = 2 sensors network

(as shown in Fig. 2.1a) in AWGN channels under Protocol I is analyzed. Let the

received data vector be defined as yA
I,2 = [ys1,f ys2,f ]

T (using (2.4) and (2.5)) which

is employed by the fusion center to decide between the two hypotheses. In addition,

the data model under hypothesis H0 is written as yA
I,2 = N (0,ΣA

I,2); while under H1

is given by yA
I,2 = N (µA

I,2,Σ
A
I,2). The vector of means µA

I,2 can be shown to be

µA
I,2 =

[√
Psod

−α
so,fm

√
Psed

−α
se,fm

]T

, (2.15)

while the covariance matrix ΣA
I,2 of the received observations vector is expressed as
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ΣA
I,2 =




Psod
−α
so,fσ

2 + No

√
PsoPsed

−α
so,fd

−α
se,fσ

2ρ1,2

√
PsoPsed

−α
so,fd

−α
se,fσ

2ρ1,2 Psed
−α
se,fσ

2 + No


 , (2.16)

which can also be written in the matrix form as ΣA
I,2 = (ΓA

2 )TΩ2Γ
A
2 + NoI, where

(·)T is the transpose of the parameter matrix, I is the identity matrix of appropriate

dimensions. The matrices ΓA
2 and Ω2 are defined as

ΓA
2 =




√
Psod

−α
so,fσ

2 0

0
√

Psed
−α
se,fσ

2


 , (2.17)

and

Ω2 =




1 ρ1,2

ρ1,2 1


 , (2.18)

respectively. Thus, the probability of detection error can be obtained using

PAWGN
e,I = Q

(
1

2

√
(µA

I,2)
T (ΣA

I,2)
−1µA

I,2

)
, (2.19)

which upon substitution and some manipulation can be written as

PAWGN
e,I = Q

(
1

2

√
2PsoPse(d

−α
so,fd

−α
se,f )m

2σ2(1− ρ1,2) + Nom2(Psod
−α
so,f + Psed

−α
se,f )

PsoPse(d
−α
so,fd

−α
se,f )σ

4(1− ρ2
1,2) + Noσ2(Psod

−α
so,f + Psed

−α
se,f ) + N2

o

)
.

(2.20)

For the case where sensor nodes S1 and S2 have independent observations (i.e.

ρ1,2 = 0), the probability of detection error can be expressed as

PAWGN
e,I = Q

(
1

2

√
Psod

−α
so,fm

2

Psod
−α
so,fσ

2 + No

+
Psed

−α
se,fm

2

Psed
−α
se,fσ

2 + No

)
. (2.21)

2.6.2 Protocol I - N Sensors Network over AWGN Channels

The analysis is extended to the case of arbitrary N number of sensors in the

network (where N is even). The N nodes are split into two sets SO and SE of
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equal cardinality. The N − dimensional vector of received observations is yA
I,N =

[
ys1,f ys2,f · · · ysN−1,f ysN ,f

]T
for which the data model under hypothesis H0

is expressed as yA
I,N = N (0,ΣA

I,N); while under hypothesis H1 is written as yA
I,N =

N (µA
I,N ,ΣA

I,N). As before, the covariance matrix ΣA
I,N can be expressed as ΣA

I,N =

(ΓA
I,N)TΩNΓA

I,N + NoI and the matrix ΩN is given by

ΩN =




1 ρ1,2 · · · ρ1,N

ρ1,2 1 · · · ρ2,N

...
...

. . .
...

ρ1,N ρ2,N · · · 1




, (2.22)

and due to the symmetry of the model, the ΓA
N matrix has the recursive form for

N ≥ 4

ΓA
N =




ΓA
N/2 0(N/2)×(N/2)

0(N/2)×(N/2) ΓA
N/2


 , (2.23)

where 0(N/2)×(N/2) is the all-zeros matrix of dimension (N/2) × (N/2) and ΓA
2 is the

unit matrix, as defined in (2.17). Furthermore, the vector of means µA
I,N for N ≥ 4

has the recursive form

µA
I,N =

[
µA

I,(N/2) µA
I,(N/2)

]T
, (2.24)

and µA
I,2 is the unit vector, given in (2.15). Thus, the probability of detection error is

obtained as

PAWGN
e,I = Q

(
1

2

√
(µA

I,N)T (ΣA
I,N)−1µA

I,N

)
. (2.25)

Since it is difficult to specify an arbitrary correlation matrix ΩN that allows fair com-

parison between the protocols and due to the fact that the aim of this investigation is

to characterize the effect ”degree” of correlation and the optimum error performance;
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two extreme scenarios are considered, namely the Equally-Correlated Scenario (ECS)

and the Mutually-Independent Scenario (MIS) [33].

In the Equally-Correlated Scenario, it is assumed that the N sensors are dis-

tributed in the wireless network such that every pair of sensor nodes are equi-correlated

(i.e. ρi,j = ρ for i 6= j). Therefore, the matrix ΩN has all its nondiagonal elements

equal to ρ and all the diagonal elements equal to one. Under this scenario, the

probability of detection error is evaluated using (2.25).

In the Mutually-Independent Scenario, the N sensors in the two sets SE and

SO are spatially separated far enough from each other such that ρi,j ≈ 0 for i 6=

j. Therefore, due to the symmetry of the model, it can be easily shown that the

probability of detection error is expressed as

PAWGN
e,I = Q


1

2

√√√√N

2

(
Psod

−α
so,fm

2

Psod
−α
so,fσ

2 + No

+
Psed

−α
se,fm

2

Psed
−α
se,fσ

2 + No

)
 . (2.26)

It should also be noted that under MIS, the optimal lower bound error performance

is achieved.

2.6.3 Protocol II - A Sensor with a Relay Network over AWGN Chan-

nels

The probability of detection error of Protocol II (shown in Fig. 2.1b) is analyzed

in this section. It is noteworthy that in this case, there is no correlation between

the sensor and the relay nodes since the former node takes measurements of the

phenomenon while the latter node only amplifies and forwards the received signals

from the source sensor node (see (2.6) - (2.8)). Under Protocol II, the received signal
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vector yA
II,2 = [ys1,f yr2,f ]

T and the data model under hypotheses H0 and H1 are

given by yA
II,2 = CN (0,ΣA

II,2) and yA
II,2 = CN (µA

II ,Σ
A
II,2), respectively. The covariance

matrix ΣA
II,2 is shown to be

ΣA
II,2 =




Psod
−α
so,fσ

2 + No

√
P̃PsoPrd

−α
so,fd

−α
r,f σ2

√
P̃PsoPrd

−α
so,fd

−α
r,f σ2 Prd

−α
r,f + No


 , (2.27)

which can be expressed in matrix form as ΣA
II,2 = (ΥA

2 )TΨA
2 ΥA

2 + NoI; where

ΥA
2 =




√
Psod

−α
so,fσ

2 0

0
√

Prd
−α
r,f


 , (2.28)

ΨA
2 =




1
√

P̃ σ2

√
P̃ σ2 1


 , (2.29)

and P̃ = (Psod
−α
so,r)/(Psod

−α
so,rσ

2 + No). The vector of means can be expressed as

µA
II,2 =

[√
Psod

−α
so,fm

√
P̃Prd

−α
r,f m

]T

. (2.30)

Thus, the probability of detection error is given by

PAWGN
e,II = Q


1

2

√√√√ m2No(Psod
−α
so,f + P̃Prd

−α
r,f ) + PsoPrd

−α
so,fd

−α
r,f m2(1− P̃ σ2)

PsoPrd
−α
so,fd

−α
r,f σ2(1− P̃ σ2) + No(Psod

−α
so,fσ

2 + Prd
−α
r,f ) + N2

o


 .

(2.31)

2.6.4 Protocol II - N Nodes Network over AWGN Channels

In this case, the N nodes in the network are split into two sets; SO and R

as discussed in Section 2.4.3. However, it should be noted that in this case, the

measurements obtained from each of the sensors in the set SO can be correlated. For

example, for (N = |R|+ |SO| = 4), the observations from sensors S1 and S3 (paired
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with relays R2 and R4, respectively) are correlated by ρ1,3 that is a function of the

distance ds1,3 between them.

For a network with arbitrary N nodes under Protocol II, the N -dimensional

vector of received observations is yA
II,N =

[
ys1,f yr2,f · · · ysN−1,f yrN ,f

]T
. In

addition, every pair of sensors in SO can be correlated depending on their inter-

sensor separation. In general, it can be easily shown that for (N ≥ 4), the matrix

ΥA
N has the following recursive form

ΥA
N =




ΥA
N/2 0(N/2)×(N/2)

0(N/2)×(N/2) ΥA
N/2


 , (2.32)

while ΨA
N has the general form

ΨA
N =




ΨA
2 ρ1,3Λ2 ρ1,5Λ2 · · · ρ

1,N/2−1
Λ2

ρ1,3Λ
T
2 ΨA

2 ρ3,5Λ
T
2 . . . ρ

3,N/2−1
Λ2

ρ1,5Λ
T
2 ρ3,5Λ

T
2 ΨA

2 · · · ρ
5,N/2−1

Λ2

...
...

...
. . .

...

ρ
1,N/2−1

ΛT
2 ρ

3,N/2−1
ΛT

2 ρ
5,N/2−1

ΛT
2 · · · ΨA

2




, (2.33)

where

Λ2 =




1
√

P̃ σ2

√
P̃ σ2 P̃ σ2


 . (2.34)

As in Protocol I, the vector of means for N ≥ 4 can be shown to have the recursive

form

µA
II,N =

[
µA

II,(N/2) µA
II,(N/2)

]T
. (2.35)

Therefore, the covariance matrix of a network with N nodes can be expressed in

matrix form as ΣA
II,N = (ΥA

N)TΨA
NΥA

N +NoI. As before, under the Equally-Correlated
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Scenario, the probability of detection error is determined using

PAWGN
e,II = Q

(
1

2

√
(µA

II,N)T (ΣA
II,N)−1µA

II,N

)
, (2.36)

while under the Mutually-Independent Scenario, the probability of detection is given

by

PAWGN
e,II = Q


1

2

√√√√N

2

(
m2No(Psod

−α
so,f + P̃Prd

−α
r,f ) + PsoPrd

−α
so,fd

−α
r,f m2(1− P̃ σ2)

PsoPrd
−α
so,fd

−α
r,f σ2(1− P̃ σ2) + No(Psod

−α
so,fσ

2 + Prd
−α
r,f ) + N2

o

)
 .

(2.37)

2.7 Theoretical Analysis: Rayleigh Fading Channels

In the following sections, the theoretical analysis of Protocol I and Protocol II

over Rayleigh flat-fading channels are presented.

2.7.1 Protocol I - A Two Sensors Network over Rayleigh Fading Chan-

nels

In this case, the probability of error detection Pe of the N = 2 sensors net-

work in the Rayleigh fading channel is analyzed in a similar manner to the AWGN

channel. The received observation vector is defined as yR
I,2 = [ys1,f ys2,f ]

T where it

is straightforward to show that the data model under hypothesis H0 is written as

yR
I,2 = CN (0,ΣR

I,2) while under H1 is given by yR
I,2 = CN (µR

I,(1,2),Σ
R
I,2). The vector

of means can be shown to be

µR
I,(1,2) =

[√
Psod

−α
so,fhs1,fm

√
Psed

−α
se,fhs2,fm

]T

, (2.38)
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where hs1,f and hs2,f are the channel coefficients between sensor nodes S1 and S2 and

the fusion center, respectively. Furthermore, the ΣR
I,2 can be shown to be

ΣR
I,2 =




Psod
−α
so,f |hs1,f |2σ2 + No

√
PsoPsed

−α
so,fd

−α
se,fhs1,fh

∗
s2,fσ

2ρ1,2

√
PsoPsed

−α
so,fd

−α
se,fh

∗
s1,fhs2,fσ

2ρ1,2 Psed
−α
se,f |hs2,f |2σ2 + No


 ,

(2.39)

which can be expressed in the matrix form as ΣR
I,2 = (ΓR

(1,2))
HΩ2Γ

R
(1,2) + NoI where

(.)H is the hermitian of the parameter matrix. The matrix ΓR
(1,2) is defined as

ΓR
(1,2) =




√
Psod

−α
so,fσ

2h∗s1,f 0

0
√

Psed
−α
se,fσ

2h∗s2,f


 . (2.40)

Thus, the probability of detection error can be expressed as

PRay
e,I = E

{
Q

(
1

2

√
(µR

I,(1,2))
H(ΣR

I,2)
−1µR

I,(1,2)

)}
, (2.41)

which can be written as

PRay
e,I =

E



Q


1

2

√√√√ 2PsoPse|hs1,f |2|hs2,f |2(d−α
so,fd−α

se,f )m2σ2(1− ρ1,2) + Nom2(Pso|hs1,f |2d−α
so,f + Pse|hs2,f |2d−α

se,f )

PsoPse|hs1,f |2|hs2,f |2(d−α
so,fd−α

se,f )σ4(1− ρ2
1,2) + Noσ2(Pso|hs1,f |2d−α

so,f + Pse|hs2,f |2d−α
se,f ) + N2

o






 .

(2.42)

For the case of independent observations (i.e. ρ1,2 = 0), the probability of detection

error can be expressed as

PRay
e,I = E

{
Q

(
1

2

√
Pso|hs1,f |2d−α

so,fm
2

Pso|hs1,f |2d−α
so,fσ

2 + No

+
Pse|hs2,f |2d−α

se,fm
2

Pse|hs2,f |2d−α
se,fσ

2 + No

)}
. (2.43)

2.7.2 Protocol I - N Sensors Network over Rayleigh Fading Channels

As in the case of the AWGN channel, the analysis is easily extended to the case

of arbitrary large N number of sensors in the network. The N − dimensional vector

35



of received observations is yR
I,N =

[
ys1,f ys2,f · · · ysN−1,f ysN ,f

]T
for which the

covariance matrix ΣR
I,N can be expressed as ΣR

I,N = (ΓR
I,N)HΩNΓR

I,N + NoI and the

matrix ΓR
I,N is given by

ΓR
I,N =




ΓR
(1,2) 0 · · · 0

0 ΓR
(3,4) · · · 0

...
...

. . .
...

0 0 · · · ΓR
(N−1,N)




, (2.44)

respectively; where in general

ΓR
(i,j) =




√
Psod

−α
so,fσ

2h∗si,f
0

0
√

Psed
−α
se,fσ

2h∗sj ,f


 . (2.45)

Furthermore, the vector of means µR
I,N can be expressed as

µR
I,N =

[
µR

I,(1,2) µR
I,(3,4) · · · µR

I,(N−1,N)

]T
, (2.46)

where

µR
I,(i,j) =

[√
Psod

−α
so,fhsi,fm

√
Psed

−α
se,fhsj ,fm

]T

. (2.47)

Therefore, the probability of detection error is given by

PRay
e,I = E

{
Q

(
1

2

√
(µR

I,N)H(ΣR
I,N)−1µR

I,N

)}
. (2.48)

Under the Equally-Correlated Scenario, the probability of detection error is

evaluated by (2.48). On the other hand, under the Mutually-Independent Scenario,

it can be easily shown that the probability of detection error is expressed as

PRay
e,I = E



Q


1

2

√√√√∑
i∈SO

Pso|hsi,f |2d−α
so,fm

2

Pso|hsi,f |2d−α
so,fσ

2 + No

+
∑
j∈SE

Pse|hsj ,f |2d−α
se,fm

2

Pse|hsj ,f |2d−α
se,fσ

2 + No






 .

(2.49)
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2.7.3 Protocol II - A Sensor with a Relay Network over Rayleigh Fad-

ing Channels

Similar to the derivation of Protocol II under the AWGN channel, the received

signal vector under the Rayleigh fading channel is obtained as yR
II,2 = [ys1,f yr2,f ]

T

and the data model under hypotheses H0 and H1 are given by yR
II,2 = CN (0,ΣR

II,2)

and yR
II,2 = CN (µR

II,(1,2),Σ
R
II,2), respectively. The covariance matrix ΣR

II,2 is shown to

be

ΣR
II,2 =




Psod
−α
so,f |hs1,f |2σ2 + No

√
P̃(1,2)PsoPrd

−α
so,fd

−α
r,f hs1,fh

∗
r2,fh

∗
s1,r2

σ2

√
P̃(1,2)PsoPrd

−α
so,fd

−α
r,f h∗s1,fhr2,fhs1,r2σ

2 Prd
−α
r,f |hs2,f |2 + No


 ,

(2.50)

which can be expressed in matrix form as ΣR
II,2 = (ΥR

(1,2))
HΩ(1,2)Υ

R
(1,2) + NoI where

ΥR
(1,2) =




√
Psod

−α
so,fσ

2h∗s1,f 0

0
√

Prd
−α
r,f h∗r2,f


 , (2.51)

ΩR
(1,2) =




1
√

P̂(1,2)σ2h∗s1,r2

√
P̂(1,2)σ2hs1,r2 1


 , (2.52)

and P̂(1,2) = (Psod
−α
so,r)/(Psod

−α
so,r|hs1,r2|2σ2+No). The vector of means can be expressed

as

µR
II,(1,2) =

[√
Psod

−α
so,fhs1,fm

√
P̂(1,2)Prd

−α
r,f hr2,fhs1,r2m

]T

. (2.53)

In this case, the probability of detection error can be written as

PRay
e,II =

E



Q


1

2

√√√√m2No(Psod
−α
so,f |hs1,f |2 + P̂(1,2)Prd

−α
r,f |hr2,f |2|hs1,r2 |2) + PsoPr|hs1,f |2|hr2,f |2d−α

so,fd−α
r,f m2(1− P̂(1,2)σ2)

PsoPr|hs1,f |2|hr2,f |2d−α
so,fd−α

r,f σ2(1− P̂(1,2)|hs1,r2 |2σ2) + No(Psod
−α
so,f |hs1,f |2σ2 + Prd

−α
r,f |hr2,f |2) + N2

o






 .

(2.54)
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2.7.4 Protocol II - N Nodes Network over Rayleigh Fading Channels

As in the derivation under the AWGN channel, the N − dimensional vector

of received observations under the Rayleigh fading channel is written as yR
II,N =

[
ys1,f yr2,f · · · ysN−1,f yrN ,f

]T
where the covariance matrix can be shown to

have the form ΣR
II,N = (ΥR

N)HΩR
NΥR

N + NoI. In addition, every pair of sensors in SO

can be correlated depending on their inter-sensor separation. In general, it can be

easily shown that for (N ≥ 4), the matrix ΥN can be expressed as

ΥR
N =




ΥR
(1,2) 0 · · · 0

0 ΥR
(3,4) · · · 0

...
...

. . .
...

0 0 · · · ΥR
(N−1,N)




, (2.55)

where

ΥR
(i,k) =




√
Psod

−α
so,fσ

2h∗si,f
0

0
√

Prd
−α
r,f h∗rk,f


 . (2.56)

The matrix ΩR
N can be shown to have the structure as follows

ΩR
N =




ΩR
(1,2) ρ1,3Θ(1,2),(3,4) · · · ρ

1,N/2−1
Θ(1,2),(N−1,N)

ρ1,3Θ(3,4),(1,2) ΩR
(3,4) . . . ρ

3,N/2−1
Θ(3,4),(N−1,N)

...
...

. . .
...

ρ
1,N/2−1

Θ(N−1,N),(1,2) ρ
3,N/2−1

Θ(N−1,N),(3,4) · · · ΩR
(N−1,N)




,

(2.57)

where

Θ(i,j),(k,l) =




1
√

P̂(k,l)σ2h∗sk,rl√
P̂(i,j)σ2hsi,rj

√
P̂(i,j)P̂(k,l)σ

2hsi,rj
h∗sk,rl


 , (2.58)
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and P̂(i,k) = Psod
−α
so,r/(Psod

−α
so,r|hsi,rk

|2σ2 + No). In addition, the vector of means can

be expressed as

µR
II,N =

[
µR

II,(1,2) µR
II,(3,4) · · · µR

II,(N−1,N)

]T
, (2.59)

where

µR
II,(i,k) =

[√
Psod

−α
so,fhsi,fm

√
P̂(i,k)Prd

−α
r,f hrk,fhsi,rk

m

]T

. (2.60)

Under the Equally-Correlated Scenario, the probability of detection error can be

determined using

PRay
e,II = E

{
Q

(
1

2

√
(µR

II,N)H(ΣR
II,N)−1µR

II,N

)}
, (2.61)

while for the mutually independent scenario, the probability of detection error is given

by

PRay
e,II =

E



Q


1

2

√√√√ ∑

(i,k)∈(SO,R)

m2No(Psod
−α
so,f |hsi,f |2 + P̂(i,k)Prd

−α
r,f |hrk,f |2|hsi,rk

|2) + PsoPr|hsi,f |2|hrk,f |2d−α
so,fd−α

r,f m2(1− P̂(i,k)σ2)

PsoPr|hsi,f |2|hrk,f |2d−α
so,fd−α

r,f σ2(1− P̂(i,k)|hsi,rk
|2σ2) + No(Psod

−α
so,f |hsi,f |2σ2 + Prd

−α
r,f |hrk,f |2) + N2

o






 .

(2.62)

2.8 Performance Evaluation of Network Protocols

In this section, performance evaluation of both protocols under consideration

in AWGN and Rayleigh flat fading channels are compared in terms of the derived

probability of detection error Pe. To allow a fair comparison between the performance

of the network protocols, it is assumed that within a particular area A, the total

network power constraint PT of N nodes is equally distributed amongst all nodes.

Hence, the power constraint per sensor/relay node can be computed as P = PT /N .
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Figure 2.3: Detection error performance of Protocol I for N = 2 in the AWGN channel

for different ρ values (as a function of the inter-sensor separation ds1,2)

This in turn implies that the power allocation to each node decreases linearly with

the increase in the total number of nodes in the network area A. The simulation

parameters of the network protocols are as follows. The measurement noise variance

is σ2 = 0.01 while the mean of measurements is m = 1. In addition, the path-loss

exponent is α = 3 and the correlation decay factor is λ = 0.05. The distance from the

sensors in SO and SE and the relays in R are dso,f = 4.5, dse,f = 3.5 and dr,f = 2.5,

respectively.

Fig. 2.3 illustrates Pe for Protocol I with N = 2 under the AWGN channel.

As explained in the proposed model for Protocol I, different inter-sensor separations

result in different correlation coefficients since ρ1,2 = exp(−λd2
s1,2

). Therefore, it is

clear that as the inter-sensor separation increases, the correlation coefficient decreases

and the error performance improves. This is to be expected since the lower the

correlation, the more statistically independent the observations become; hence more
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Figure 2.4: Detection error performance of Protocol II for N = 2 in the AWGN

channel as a function of the inter-sensor/relay separation dso,r

information is fed to the fusion center which in turn results in better error detection

performance. Also shown, the case where both sensors S1 and S2 are far away from

each other since that their correlation coefficient ρ1,2 = 0 (i.e. uncorrelated) and this

achieves the optimal (lower bound) error performance of Protocol I as a function of

ρ1,2.

In Fig. 2.4 and under Protocol II for N = 2, it can also be seen that as the

inter-sensor/relay distance dso,r increases, the error performance degrades. This is

due to the fact that farther apart the sensor and the relay become, the weaker the

received signal and hence the worse the performance. Hence, the closer the sensor to

the cooperating relay, the better the performance, and in this case, the closest the

sensor to the cooperating relay node is when dso,r = 2 (since dso,f = 4.5 and dr,f = 2.5

and hence the relay node is on a straight line and in the middle between the sensor

and the fusion center). The results obtained under the AWGN channel (presented in
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Figure 2.5: Detection error performance of Protocol I for N = 2 in the Rayleigh

fading channel for different ρ values (as a function of the inter-sensor separation ds1,2)

Figs. 2.3 and 2.4) are consistent with the results obtained under the Rayleigh fading

channel (see Figs. 2.5 and 2.6).

In order to determine when it is better to use Protocol I (as a function of ds1,2) or

Protocol II (as a function of dso,r) for the simple N = 2 network, the error performance

at PT /N0 = 40dB is plotted in Fig. 2.7 under both the AWGN and the Rayleigh

fading channels. It can be seen that under the AWGN (Rayleigh fading) channel for

inter-sensor/relay distances less than 2.6 (2.75), Protocol II outperforms Protocol I.

In other words, under the AWGN (Rayleigh fading) channel, if two sensors S1 and

S2 have inter-sensor separation ds1,2 < 2.6 (ds1,2 < 2.75), then it would be better not

to use S2 for transmission but instead pair sensor node S1 with the cooperating relay

R2 (closer to the fusion center) to amplify-and-forward the transmitted observations

of S1 with inter-sensor/relay separation dso,r < 2.6 (dso,r < 2.75). It should be

further noted that the range over which Protocol II outperforms Protocol I is greater
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Figure 2.6: Detection error performance of Protocol II for N = 2 in Rayleigh fading

channel as a function of the inter-sensor/relay separation dso,r
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Figure 2.7: Protocol I vs. Protocol II as a function of inter-sensor/relay separation

for N = 2 in AWGN and Rayleigh fading Channels for PT /No = 40dB

43



0 0.2 0.4 0.6 0.8 1
10

−9

10
−8

10
−7

10
−6

10
−5

Correlation Coefficient ρ

P
ro

b
ab

ili
ty

 o
f 

D
et

ec
ti

o
n

 E
rr

o
r 

P
A

W
G

N
e,

I

Protocol I

 

 

0 0.2 0.4 0.6 0.8 1
10

−9

10
−8

10
−7

10
−6

10
−5

Correlation Coefficient ρ

P
ro

b
ab

ili
ty

 o
f 

D
et

ec
ti

o
n

 E
rr

o
r 

P
A

W
G

N
e,

II

Protocol II

 

 
N = 4
N = 8
N = 16
N = 32
N = 64

N = 4
N = 8
N = 16
N = 32
N = 64

Figure 2.8: Protocol I vs. Protocol II - Equally-Correlated Scenario in the AWGN

Channel for PT /No = 40dB

under the Rayleigh fading channel and this is attributed to the diversity gain achieved

through cooperation. It is also evident from Fig. 2.7, that the sensor/relay separation

when dso,r = 2 gives the best performance for Protocol II. Thus, it will be assumed

in the subsequent simulation results. It would be expected that since the inter-

sensor/relay distance of dso,r = 2 for Protocol II results in a detection performance

that outperforms that of the Protocol I, then for a larger number of nodes (i.e. for

N ≥ 4), it is expected that Protocol II would still outperform Protocol I.

In Fig. 2.8, the performance of Protocol I and Protocol II for N ≥ 4 under

the Equally-Correlated Scenario (ECS) as a function of ρ is evaluated under the

AWGN channel. As noticed earlier, when the correlation amongst the observations

increases, the performance of the network degrades. It is also clear that the distributed

detection performance of the wireless sensor network even when ρ → 1 under Protocol
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II is still much better than that of Protocol I, as would be expected. In addition,

with the increase of the number of nodes N , the fusion center has access to more

observations for detection and thus a better performance is achieved under both

protocols. However, with the increase in ρ, the gain in the detection performance

obtained by using a larger number of sensor nodes decreases. This important result

illustrates that by optimally setting the separation for each pair of sensor/relay nodes

(i.e. for N = 2 under Protocol II), in sensor networks with N ≥ 4, deploying relay

nodes significantly improves the detection error performance. Furthermore, increasing

the number of sensor nodes within a wireless sensor network area (i.e. increasing node

density) under strict network power constraint does not necessarily result in significant

detection gains. Another important observation for the case when ρ → 1 is that all

the measurements from the sensor nodes and also the relayed measurements result

in the same PAWGN
e despite the difference in the total number of nodes. That is,

the performance of a high number of sensor/relay nodes (N ≥ 4) for high correlation

(ρ → 1) collapses to that of using just N = 4 nodes. In particular, for ρ = 1, the

N = 64 nodes act as N = 4 nodes; which implies that the probability of detection

error for the N = 64 and the N = 4 nodes become statistically equivalent. This

observation coincides with results proved in [33].

Similarly, in Fig. 2.9, it is also clear that Protocol II significantly outperforms

Protocol I for the different numbers of sensor/relay nodes under the Rayleigh fading

channel. In addition, it is noticed that Protocol II with N = 8 outperforms that

of Protocol I for the different numbers of sensor nodes greater than N = 4. This

implies that with relays deployment, the network detection error performance is im-
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Figure 2.9: Protocol I vs. Protocol II - Equally-Correlated Scenario in the Rayleigh

Fading Channel for PT /No = 40dB

proved significantly due to the spatial diversity achieved by cooperation. Therefore,

sending many observations from sensor nodes does not necessary improve the detec-

tion performance significantly. However, by cooperatively relaying a fewer number

of observations, greater detection reliability is achieved at the fusion center. On the

other hand, as ρ → 1, the PRay
e for different numbers of sensor/relay nodes N , under

both protocols, is different with the best performance achieved with N = 64. This

is commensurate with the fact that increasing the number of sensor/relay nodes in-

creases the achievable diversity gains. However, this improvement is limited by the

total network power constraint PT .

In Fig. 2.10, Protocols I and II are evaluated under the Mutually-Independent

Scenario (MIS) (i.e. independent measurements) in the AWGN channel. It can be

seen that Protocol II outperforms Protocol I for different numbers of nodes. It is also
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Figure 2.10: Protocol I vs. Protocol II - Mutually Independent Scenario in the AWGN

Channel
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Figure 2.11: Protocol I vs. Protocol II - Mutually Independent Scenario in the

Rayleigh fading channel
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clear that increasing the number of sensor/relay nodes beyond N = 8 does not improve

the error performance significantly given the power constraint PT on the network. In

addition, the performance obtained from Protocol II with N = 4 sensor/relay nodes

is better than the performance obtained from Protocol I with (N ≥ 4) sensor nodes

as was shown earlier. The same observation is noticed under the Rayleigh fading

channel (shown in Fig. 2.11). On the other hand, by comparing the detection error

performance of Protocols I and II under both channel models, it can be seen that

with the increase in the number of sensor/relay nodes N , the performance under

the Rayleigh fading channel approaches that of the AWGN channel. For example,

consider the detection error performance of Protocol II (as shown in Figs. 2.10 and

2.11). For N = 4, under the AWGN channel, about PT /N0 ≈ 34dB is required to

achieve PAWGN
e,II = 10−8 (see Fig. 2.10); while under the Rayleigh fading channel

(see Fig. 2.11), PT /N0 ≈ 35dB is required for the same probability of error. This

in turn implies that under Protocol II, the Pe performance in the Rayleigh fading

channel approaches that of the AWGN channel within 1dB for N = 4, due to the

spatial diversity gains. Now, for N = 16, under the AWGN channel, PT /N0 ≈ 30.5dB

is required to achieve PAWGN
e,II = 10−8; while PT /N0 ≈ 31dB is required to achieve

a PRay
e,II = 10−8. This implies that with N = 16, the detection error performance

under the Rayleigh fading channel approaches that of the AWGN channel within

0.5dB. Hence, as the number of measurements increases (i.e. number of nodes N),

PRay
e → PAWGN

e for both protocols.
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2.9 Summary and Conclusions

In this chapter, the problem of distributed detection in a correlated wireless

sensor network with relays deployment was analyzed and modeled. The detection

error performance has been studied as a function of the number of sensor/relay nodes

and the degree of correlation of measurements in a wireless sensor network with strict

power constraint. Particularly, the performance study was analyzed via two trans-

mission protocols, Protocol I where each sensor node conveys its local measurements

directly to the fusion center; while in Protocol II, each sensor node is paired with a co-

operative relay node to relay its measurements to the fusion center. Based on a simple

two-node network, the detection performance for both protocols has been analyzed

and the region over which Protocol II outperforms Protocol I has been determined.

The analysis was then extended to an arbitrary large network with N sen-

sor/relay nodes. It was shown that with the increase in the correlation coefficient,

the detection error performance of the network degrades; while, the decrease in the

correlation coefficient, improves the detection error performance. This in turn demon-

strated that having many correlated sensors increases redundancy at the fusion center

but does not necessarily achieve the best detection error performance. In other words,

having many highly correlated sensors does not necessarily result in the optimal de-

tection error performance. However, by employing cooperative relay nodes, more

reliable measurements are delivered to the fusion center which in turn results in a

better detection error performance.

It was also shown that by cooperative relays deployment, measurements can be

relayed reliably to the fusion center and thus significant detection error performance
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gains can be achieved. Finally, it is concluded that with cooperative distributed

detection and exploitation of spatial diversity, a smaller number of sensor/relay nodes

is required to achieve the optimal detection error performance under strict network

power constraint.
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Chapter 3

Energy Efficiency of Cognitive Cooperative Distributed

Detection

3.1 Overview

In Chapter 2, the amplify-and-forward cooperative relays deployment has been

studied. It was shown that with cooperative detection, significant performance gains

can be achieved as well as a reduction in the total number of sensor/relay nodes re-

quired for optimal detection performance. However, bandwidth utilization and energy

efficiency are important factors of the overall wireless sensor network performance and

thus must be analyzed and quantified. This in turn sheds light on the importance of

exploiting the merits of the cooperative relays even further to efficiently utilize net-

work bandwidth resources and also to achieve energy efficient distributed detection.

In this chapter, the binary hypothesis distributed detection problem in wireless

sensor networks is revisited; however, with cognitive-cooperative relays deployment.

In energy-constrained wireless sensor networks, the advantages of cooperation can

be further exploited by cognitively utilizing wasted channel/time-slots among sensor

nodes for optimal data gathering and detection with minimum energy requirements.

As in Chapter 2, two transmission protocols are compared; Protocol I in which each

51



sensor node transmits its measurements directly to the fusion center while in Protocol

II, cooperative relay nodes are deployed to cognitively sense empty/under-utilized

time-slots and use them to amplify-and-forward (AF) measurements to the fusion

center. This chapter also presents a simple example of a binary hypothesis testing

distributed detection problem in a spatio-temporally correlated sensor network with

two sensor nodes and a relay node to illustrate the merits of cognitive-cooperation. It

is concluded that by employing cognitive-cooperative relays, improved transmission

reliability, significant detection performance gains and energy savings can be achieved

with no bandwidth losses.

3.2 Related Work

Energy efficiency in wireless sensor networks (WSNs) has been a topic of great

interest in recent years. Such networks have particularly attracted much attention due

to the low-cost low-power of the multi-functional sensor nodes; specially for military,

medical and environmental applications [22]. With the introduction of cooperative

diversity [15] and cognitive radio [36] for wireless communications, the cooperative and

cognitive sharing of transmission channels via relay nodes could provide a significant

promise for energy-efficient optimal detection performance.

There has been a plethora of research works in wireless sensor networks, rang-

ing from signal processing techniques, routing, channel access control to energy effi-

cient protocols. From the effect of correlation in wireless sensor networks viewpoint,

the authors in [28] analyze the performance of the MAC layer by taking into ac-

count the spatio-temporally correlated phenomena when evaluating the distortion

52



level with minimum energy expenditure. In [37], energy efficient routing for signal

detection under the Neyman-Pearson criterion has been considered. In particular,

the authors proposed two different metrics to quantify the trade-off between detec-

tion performance and energy consumption; the first one aims at identifying a path

which achieves the largest possible mean detection-probability-to-energy ratio while

the second one reduces to finding a route which minimizes the consumed energy while

maintaining a predetermined detection probability. A recent work in [38] considers

the lifetime maximization problem in wireless cognitive radio sensor network in which

sensor nodes sense the entire spectrum and locate the unutilized set of subcarriers for

the transmission of information.

Recently, an interesting paper [39] proposed and analyzed the use of a cognitive-

cooperative relay node in multiple-access wireless networks. The authors introduced

cognitive communication protocols to utilize periods of silence (when users have no

data to transmit) to enable cooperation. It was shown that no extra channel re-

sources are allocated for cooperation (i.e. no bandwidth losses). Also, the analysis

revealed that significant gains in terms of the stable throughput region and spectral

efficiency are achieved via cognitive cooperation over conventional non-cooperative

TDMA systems.

3.3 Motivation and Objectives

In current practical sensor networks, sensor nodes do not operate all the time

and do not necessarily fully utilize all their time-slots but instead alternate between

sleep/active modes [40]. In active mode, sensor nodes are fully operational, taking
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measurements and conveying them to the fusion center; while in sleep mode, sensor

nodes are idle. In other words, sensor nodes are configured to operate for a limited

time and then be placed in a low-power sleep mode during idle periods [41]. Despite

the fact that the sleep/active operation of sensor nodes is an energy-saving technique,

it is an unnecessary waste of channel resources, specially within TDMA framework.

This in turn suggests that in addition to the energy-saving sleep/active operation,

the ”empty” time-slots can be cognitively utilized by relay nodes to amplify-and-

forward received measurements for optimal energy-efficient detection performance at

the fusion center.

The motivation for the research work presented in this chapter is the fact that

little research has focused on cognitively utilizing unused channel resources to im-

prove detection performance in energy-constrained correlated wireless sensor net-

works. Therefore, this chapter addresses two main questions:

1. Can cognitive cooperation within slotted (orthogonal) time-division multiple

access (TDMA) framework reduce energy requirements for optimal data detec-

tion, compared with conventional non-cooperative networks?

2. Is it better to send many measurements directly from sensor nodes; or can a

fewer number of measurements be transmitted reliably with cognitive cooper-

ating relay nodes achieve optimal detection performance with minimum energy

requirements?

In the remainder of this chapter, the binary hypothesis testing problem is pre-

sented in Section 3.4. In Section 3.5, the spatio-temporal correlation model is pre-
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sented; while the network model and operation are discussed in Section 3.6. In Section

3.7, the network transmission protocols are presented. The theoretical network de-

tection error performance and energy calculations are derived in Sections 3.8 and

3.9, respectively. The network performance evaluation is presented in Section 3.10.

Finally, conclusions are drawn in Section 3.11.

3.4 Binary Hypothesis Testing Problem

As in chapter 2, the gathering of the correlated spatial data x is modeled using

the Gaussian Random Field model [30] which is given by the N-dimensional multi-

variate normal distribution

f(x) =
1

(2π)N/2|ΦN |1/2
exp

(
−1

2
(x−m)HΦ−1

N (x−m)

)
, (3.1)

where m ≡ E[x] represents the means vector of the observations while ΦN , E[(x−

m)(x−m)H ] is the covariance matrix of x; which is symmetric and positive-definite.

The diagonal elements of ΦN present the measurement noise variances of each sensor

node [ΦN ]ii = σ2. Moreover, the remaining coefficients in ΦN (for i 6= j) are expressed

as [ΦN ]i,j = σ2ρst(i, j, δ), where ρst represents the spatio-temporal correlation coeffi-

cient between sensor nodes Si and Sj, and δ is a time-dependent factor (discussed in

the following section).

The distributed detection problem is formulated similarly to chapter 2 as a

binary hypothesis testing problem based on the two hypotheses, H1 and H0, where

the measurements are represented as complex correlated Gaussian random variables

and under each hypotheses are given by
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H0 : x ∼ CN (0, ΦN)

H1 : x ∼ CN (m, ΦN).

(3.2)

3.5 Spatio-Temporal Correlation

Spatio-temporal correlation is an important feature of sensor observation and

an important design factor that must be incorporated to realistically model sensor

networks. This section presents the exponential spatio-temporal correlation model

studied in this chapter [28].

3.5.1 Spatial Correlation

Spatially distributed sensor nodes collect spatially correlated measurements and

the degree of correlation is medium-dependent and is also characterized by the inter-

sensor-node spatial separation.

The spatial correlation is based on the covariance of the measured samples of

sensors Si and Sj, and can be expressed as [28]

cov{xi, xj} = σ2ρs(dsi,j
), (3.3)

where ρs(dsi,j
) = exp(−dsi,j

λs), dsi,j
is the spatial separation between sensors Si and

Sj. Furthermore, λs is a medium-dependent spatial correlation decay factor.

3.5.2 Temporal Correlation

This type of correlation particularly characterizes applications in which peri-

odic/frequent measurements are taken and the degree of correlation is dependent on
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the temporal variation of the phenomena as well as the frequency at which measure-

ments are taken.

Sensor nodes sense the phenomena within a particular area with a sampling

frequency of fs (and a sample duration of τs = 1/fs) and then report it to the fusion

center. The value of the sampled phenomena x(t) from the Gaussian random field is

defined as [28]

x[n] = x

(
to +

n

fs

)
. (3.4)

where to is the time at which the observation starts. Thus, the temporal correlation

between discrete time measurements n and m are characterized according to

cov{x[n], x[m]} = σ2ρt(δ), (3.5)

where ρt(δ) = exp(−|δ|λt), λt is the temporal decay factor and δ = |m− n|/fs. The

measurement taken by sensor Si at time tn is correlated with the measurement taken

by sensor Sj at time tm defines the spatio-temporal correlation and is expressed as

cov{xi[n], xj[m]} = σ2ρst(i, j, δ) = σ2ρs(dsi,j
)ρt(δ). (3.6)

By specifying the internode separation and the sampling frequency, the spatio-temporal

correlation of the measured and transmitted samples can be characterized.

3.6 Network Model and Operation

A wireless sensor network with N sensor nodes belonging to the set S are used

to sense a particular phenomenon and their observations are then communicated

to the fusion center for detection and decision-making. In this work, dumb sensor
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nodes are assumed (i.e. they do not perform any local decisions due to their limited

capabilities). In addition, M relay nodes belonging to the set R are deployed between

the sensor nodes and the fusion center to allow for cognitive cooperation within a

wireless network area A.

In this model, it is assumed that the sensors, relays and the fusion center are

stationary and each subset of sensor nodes is ”possibly” assigned a subset of the

cooperating relay nodes, depending on the transmission protocols used. This can

be done through information exchange during the initial network setup phase. In

addition, the network has a total power constraint of PT distributed amongst the set

of sensor nodes with power PS while the relay nodes have a total power of PR.

Orthogonal TDMA transmission channels are assumed between the sensors and

the fusion center with a TDMA frame of duration Ts. This model ensures no inter-

ference to the sensor node to which the channel is currently assigned. In addition,

pairwise synchronization among sensor/relay nodes and between each sensor/relay

node and the fusion center is assumed. Also, the transmission of all the sensor nodes

is assumed to be half-duplex (i.e. a sensor/relay node cannot transmit and receive si-

multaneously). Furthermore, an analog transmission/modulation system is assumed

where observations transmitted from sensor nodes and combined at the fusion center

to produce a decision about the observed phenomena. The samples are generated

by each sensor node at a given sampling rate fs (during active period) and then are

conveyed to the fusion center either through direct transmission or with possibly the

help of cooperating relay nodes as will be discussed in the following section.

In practical wireless sensor networks, the sleep/active cycles are highly depen-
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dent on the presence and/or the changes in a particular phenomenon within the sensor

network area. Thus, in order to be able to model the sleep/active modes of the sensor

nodes and thus the time-slots utilization, the TDMA frame structure of the model

under consideration can be described as follows. Assume that each sensor node is

assigned a time-slot of duration ∆ts = Ts/N . Each sensor always utilizes the first

half of its time slots for the transmission of measurements. However, in the second

half of the time-slot, each sensor decides whether it should take more measurements

and access its channel to transmit them with probability pi or whether it should go

to sleep with probability (1−pi). In particular, let Bi be a Bernoulli random variable

(i.i.d for i = 1, . . . , N) with P (Bi = 1) = pi and P (Bi = 0) = 1− pi where 0 ≤ pi ≤ 1

for ∀i ∈ {1, . . . , N}. Then, Bi defines the event that sensor node Si decides whether

it should utilize all its assigned time-slot or only the first half of it and then go to

sleep mode in the second half (sleep/active operation). That is, the sensing operation

of each sensor node in the second-half of its time-slot is modeled as a bernoulli trial

with probability pi that is dependent on the presence/changes in the phenomenon.

This can also be thought of as the probability with which sensor node Si accesses

its transmission channel to transmit measurements in the second half of its assigned

time-slot (i.e. channel access probability).

It should be noted that the total number of samples transmitted during a com-

plete time slot is given by Ns = b∆tsfsc. Furthermore, each time-slot is assumed to

be longer in duration than the sampling time (i.e. ∆ts > Tsamp) where Tsamp = Nsτs

and τs is the sample duration. The TDMA frame structure is illustrated in Fig. 3.1;

where the shaded section represents the first half of each time-slot used for the trans-
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Figure 3.1: TDMA Frame Structure of the Proposed Network Operation

mission of samples while the unshaded section corresponds to the second-half of the

time-slot in which each sensor decides to utilize with probability pi.

It is assumed that the wake-up transient time and the residual time after each

transmission/reception are negligible compared to the time duration spent in sampling

and transmission.

3.7 Network Protocols

3.7.1 Protocol I - Direct Transmission

In this protocol, no relay deployment is assumed and that each sensor node

directly transmits its observations xi to the fusion center with uncoded analog trans-

mission. The received signal at the fusion center from sensor Si is expressed as

ysi,f (t) =
√

Psi
d−α

si,f
hsi,f (t)xi(t) + nsi,f (t), (3.7)

where dsi,f is the distance between sensor Si and fusion center (α is the path-loss

exponent); while hsi,f (t) is the channel coefficient from sensor Si to the fusion center

and is modeled as zero-mean complex Gaussian random variable with variance 1/2

per dimension. In addition, Psi
is the transmission power assigned to sensor Si for

i ∈ {1, 2, . . . , N} and is selected to satisfy a power constraint P at the sensor node

and also a total network power constraint PT . Furthermore, nsi,f (t) is the additive
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white Gaussian noise at the fusion center, modeled as zero-mean circularly symmetric

Gaussian random variable with variance No/2 per dimension. Protocol I operates

according to the following rules:

• Sensor node Si transmits Ns/2 samples during the first-half of its assigned time-

slot.

• If the sensor node decides to neither take more measurements nor transmit them

during the second half of its the time-slot (and thus does not access its channel)

– determined by probability (1 − pi) – it remains idle (sleeps); otherwise, it

accesses its channel to transmit more measurements with probability pi.

It should be noted that under Protocol I, the total power allocated to the set of sensor

nodes is PS = PT , since no relay nodes are deployed in this case.

3.7.2 Protocol II - Cognitive Cooperative Transmission

In Protocol II, a number of sensor nodes are paired with known neighboring

cognitive cooperative Amplify-and-Forward (AF) relay node(s) Rk, located at drk,f

from the fusion center for k ∈ {1, . . . , M}. In the AF relaying, signal transmissions

are separated into two phases through orthogonal channels by using TDMA [15]. In

Phase 1, sensor node Si transmits its observation xi with power Psi
where the received

signals at the fusion center ysi,f (t) and at the relay node ysi,rk
(t) are

ysi,f (t) =
√

Psi
d−α

si,f
hsi,f (t)xi(t) + nsi,f (t), (3.8)

and

ysi,rk
(t) =

√
Psi

d−α
si,rk

hsi,rk
(t)xi(t) + nsi,rk

(t), (3.9)
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respectively; where hsi,f (t) and hsi,rk
(t) are the fading channel coefficients from sensor

Si to the fusion center and to the Rk relay node, respectively; whereas, dsi,f and dsi,rk

are the distances from Si to the fusion center and to Rk relay node, respectively

and nsi,f (t) and nsi,rk
(t) are the white Gaussian noise. In Phase 2, the relay node

amplifies-and-forwards the received signal to the destination with transmit power Prk
.

The received signal at the fusion center can be written as

yrk,f (t) =
√

P̃rk
d−α

rk,fhrk,f (t)ysi,rk
(t) + nrk,f (t)

=
√

P̃rk
Psi

d−α
si,rk

d−α
rk,fhrk,f (t)hsi,rk

(t)xi(t) + ñrk,f (t),

(3.10)

where ñrk,f (t) =
√

P̃rk
d−α

rk,fhrk,f (t)nsi,rk
(t) + nrk,f (t). In addition, P̃rk

represents the

normalized transmit power and is chosen to ensure a transmit power at the relay node

of Prk
and thus is specified as P̃rk

= Prk
/(Psi

d−α
si,rk

|hsi,rk
(t)|2σ2 + No). Furthermore,

hrk,f (t) is the channel coefficient between the kth relay node and the fusion center

and nrk,f (t) is the additive Gaussian noise. It should be noted that the noise nsi,f (t),

nsi,rk
(t) and nrk,f (t) are modeled as independent complex Gaussian random variables.

Protocol II operates according to the following rules:

• Sensor node Si transmits Ns/2 samples during the first-half of its assigned time-

slot.

• The cooperating relay node Rk listens to the transmitted samples and stores all

the received samples in its queue.

• If the sensor node decides to neither take more measurements nor transmit them

during the second half of its the time-slot – determined by probability (1− pi)
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– the relay node cognitively senses that the second half of the sensor node’s

time-slot is empty and amplifies-and forwards all the samples in its queue.

• If the sensor node accesses its channel in the second half of its time-slot to

transmit more measurements (with probability pi), the relay node empties its

queue and then remains idle.

Under Protocol II, the total network power constraint PT is shared by the set

of sensor and relay nodes (i.e. PT = PS + PR); where PR is the total power assigned

to the relay nodes.

3.8 Probability of Detection Error Performance

Given the foregoing hypothesis testing problem formulation and sensor network

operation, the theoretical analysis of the wireless sensor network performance is pre-

sented in terms of the probability of detection error Pe. As in Chapter 2, the optimal

likelihood decision rule is is based on the assumption of equal prior probabilities un-

der each hypothesis (i.e. π0 = π1 = 1/2). Also, the power Psi
at each sensor node Si

is selected such that the average power of each sensor node equals a power constraint

P [35]. Therefore, P = π0Psi
σ2 + π1Psi

(m2 + σ2) and thus the sensor transmission

power is written as Psi
= P/(σ2 + 1

2
m2).

As in Section 2.5, the probability of detection error can be easily shown to be

Pe = E

{
Q

(
1

2

√
µH

NΣ−1
N µN

)}
, (3.11)

where Q(u) , 1√
2π

∫∞
u

exp
(
− z2

2

)
dz is the Gaussian Q-function and the expectation

is taken with respect to the channel statistics.
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3.9 Energy Calculation

This section presents a simple energy consumption calculation per transmit-

ted sample in each time-slot for a target probability of detection error P̄e for the

transmission protocols under consideration. It is assumed that the receiving energy

consumption of the fusion center is not taken into account since the main concern

here is the energy consumed by the sensor/relay nodes. For simplicity, the energy

calculation neglects the link budget relationship.

3.9.1 Energy Calculation for Protocol I

Under Protocol I, the total energy per transmitted sample per sensor node Si

in each time-slot must take into account the circuit energy consumption as well as

the energy per transmitted sample to achieve a target probability of detection error

P̄e. Here, two possibilities must be considered, when Bi = 1 and when Bi = 0. First,

when Bi = 1, the sensor node Si utilizes all its assigned time-slot, thus the conditional

total energy per sample is given by

E1
Total = E1

Si,c
+ E1

Si,t
, (3.12)

where E1
Si,c

= (∆ts/Ns)× Pct and E1
Si,t

= (∆ts/Ns)× P̄si
are the transmitting circuit

energy consumption per sample and the transmission energy per sample of sensor

Si for the whole time-slot, respectively. Also, Pct is the circuit power in the state

of transmitting and P̄si
is the sensor transmission power to achieve P̄e. Hence, the

conditional total energy per sample is expressed as

E1
Total =

∆ts
Ns

(
Pct + P̄si

)
. (3.13)
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For the case when Bi = 0, the sensor node utilizes only the first half of its time-slot

and is sleeping (idle) in the second half. Thus, the conditional total energy per sample

in this case

E0
Total = E0

Si,c
+ E0

Si,t
+ E0

Sidle,c, (3.14)

where E0
Si,c

= (∆ts/2Ns)×Pct and E0
Si,t

= (∆ts/2Ns)× P̄si
is the transmitting circuit

energy consumption per sample and the transmission energy per sample of sensor Si

for the half of time-slot duration, respectively. Furthermore, E0
Sidle,c

= (∆ts/2Ns)×Pci

is the circuit energy for idle sensor for half of the time-slot duration and Pci is the

circuit power in state of idle [42]. Therefore, in this case the conditional total energy

can be written as

E0
Total =

∆ts
2Ns

(
Pct + Pci + P̄si

)
. (3.15)

The general expression for the conditional total energy consumption per transmitted

samples conditioned on Bi can be written as

ẼI
Total =

∆ts
Ns

(
Pct + P̄si

− (1−Bi)

(
Pct + P̄si

− Pci

2

))
. (3.16)

Therefore, the average energy per transmitted sample is given by

EI
Total =

∆ts
Ns

(
Pct + P̄si

− (1− pi)

(
Pct + P̄si

− Pci

2

))
. (3.17)

3.9.2 Energy Calculation for Protocol II

As before, two cases must be considered, i.e. when Bi = 1 and when Bi = 0.

First, when Bi = 1, the Rk relay node cannot help because the sensor node Si utilizes

all its time-slot. The important observation under this protocol is that the relay node

consumes energy when receiving samples from the pairing sensor node during the first-

half of the time-slot. However, after sensing the occupied second-half of the time-slot,
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the relay drops the samples in its queue and goes to sleep (idle). For simplicity, it

is assumed that the circuit consumption power for transmitting, receiving and idle

states for relay nodes are assumed to be identical to sensor nodes. It is straightforward

to show that the total conditional energy consumption per sample to be

E1
Total = E1

Si,c
+ E1

Si,t
+ E1

Rk,c + E1
Rk,sensing, (3.18)

where E1
Rk,c = (∆ts/2Ns) × Pcr is the energy consumed by the Rk relay’s circuit on

reception, while (E1
Rk,sensing = Psns× tsns) is the energy spent by the relay for sensing

the channel, Psns and tsns are the power and time spent in sensing the channel (such

that tsns ¿ ∆ts and tsns < τs), respectively. Thus, the total conditional energy in

this case is given by

E1
Total = (∆ts/Ns)

(
Pct + P̄si

)
+ (∆ts/2Ns) (Pcr + Pci) + Psnstsns. (3.19)

Now, when Bi = 0, the relay node is employed during the second half of the time-slot

for transmission (assuming it can sense and transmit with negligible delay) and the

consumed conditional energy per sample is given by

E0
Total =

∆ts
2Ns

(
Pct + Pcr + Pci + P̄si

+ P̄rk

)
+ Psnstsns, (3.20)

where P̄rk
is the power assigned for the relay node to achieve P̄e. The general expres-

sion of the average energy consumption can be easily written as

EII
Total =

∆ts
Ns

(
Pct + P̄si

+
Pcr + Pci

2
+ (1− pi)

(
P̄rk

− (Pct + P̄si
)

2

))
+ Psnstsns.

(3.21)
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Figure 3.2: Wireless Sensor Network Under Protocols I and II

3.10 Performance Evaluation of Network Protocols

3.10.1 Description

In this section, a simple N = 2 sensor nodes wireless network example is pre-

sented. For convenience, the direct transmission Protocol I is denoted by P-I; while

the cognitive cooperative Protocol II is denoted by P-II. The simple two sensor nodes

networks under P-I and P-II (with M = 1 relay node) are illustrated in Fig. 3.2.

The aim is to study the trade-off between reliability/redudency of samples as

a function of the probability of detection error Pe and energy requirements. There-

fore, the performance of protocols P-I and P-II will be evaluated to show the effect

of different channel access probability pi on the detection performance. Also, the

performance will be evaluated as a function of the sampling frequency fs in order to

analyze the effect of increasing the number of transmitted samples on the detection

performance and energy requirements.
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To allow a fair comparison between the transmission protocols and for simplicity,

the total wireless sensor network power constraint PT in each time-slot under P-

I is equally distributed amongst the two sensor nodes S1 and S2 (i.e. PT = PS)

such that the individual sensor power constraint is satisfied (that is, P = PT /2).

Therefore, under P-I, Ps1 = Ps2 . Similarly, under P-II (since PT = PS + PR), the

relay node R1 is also assumed to be assigned a power equal to that of each of the

sensor nodes. Therefore, in the first time-slot (Sensor S1) Ps1 = Pr1 = PT /2; while in

the second time-slot (Sensor S2) Ps2 = Pr1 = PT /2. This ensures fairness under both

transmission protocols in any time-slot and that the total network power PT is equally

distributed amongst the sensor/relay nodes. For a network with arbitrary N sensors

and M relays, a power allocation scheme and coordination between sensor/relay nodes

is required (beyond the scope of this work).

Without loss of generality and for simplicity, it is assumed that both sensors have

equal probability of accessing their second half of each time slot (i.e. p1 = p2 = p).

Moreover, it is assumed that m1 = m2 = m in the means vector m of the measured

data. That is, under H1, both sensor nodes measure the same phenomenon with the

same real mean within network area A.

To properly model the effect of time-variation on the network performance,

the channel fading coefficients should evolve with time from one sample to another.

Thus, a flat slow time-varying Rayleigh fading channel is assumed where the channel

coefficients are generated according to Jakes Model [43] with a maximum Doppler fre-

quency of fm = 1Hz. Moreover, the transmission channels between the sensors/relays

and the fusion center are assumed to be independent and identically distributed.
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The simulation parameters1 are summarized in Table 1.

Parameters Specifications

Distance From Sensors S1 and S2 to Fusion Center ds1,f = ds2,f = 2
Distance From Sensors S1 and S2 to Relay R1 ds1,r1 = ds2,r1 = 1.6

Distance From Relay R1 to Fusion Center dr1,f = 1
Inter-sensor Separation ds1,2 = 2

Spatial Correlation Decay Factor λs = 0.8
Temporal Correlation Decay Factor λt = 0.1

Mean of Measurements m = 1
Measurement Noise Variance σ2 = 0.05

TDMA Frame Duration Ts = 5 ms
Time-slot Duration Assigned to Each Sensor ∆ts = 2.5 ms

Carrier Frequency fc = 2.5 GHz
Channel Bandwidth B = 10 KHz

Channel Model Rayleigh (Jakes Model)
Circuit Power - Transmission State Pct = 30.7mW

Circuit Power - Receiving State Pcr = 35.3mW

Circuit Power - Idle State Pci = 712µW

Circuit Power - Sensing Psns = 25mW

Sensing Duration tsns = 5µs

Table 3.1: Simulation Parameters

3.10.2 Discussion of Results

In Fig. 3.3, the performance of P-I and P-II is compared as a function of the

access probability p (or time-slot utilization) for a sampling frequency of fs = 4096Hz.

It is clear that under P-I, the increase in the access probability p, results in an

improvement in the probability of detection error Pe. This is due to the fact that as

each sensor node more often utilizes all its time-slot, more samples are transmitted

and thus the fusion center receives more samples for detection. On the other hand, for

P-II, it is evident that as the probability of channel access decreases, the performance

1Refer to data sheet of CC2420 [44], for circuit power values (compliant to IEEE802.15.4 stan-

dard).
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Figure 3.3: Detection Error Performance of Protocols I and II - fs = 4096 Hz

improves and this is obvious since the relay has more chance to utilize the channel to

amplify-and-forward the received samples. It should also be clear to see that the Pe for

both protocols is equal when p = 1.0 (dotted-curves); since in this case, both sensors

utilize all their time-slots under P-I and the relay node does not get to cooperate with

any sensor node under P-II. It can also be seen that P-II does not suffer from any

error floor when the relay node cooperates. In addition the performance of P-II has

a significantly better detection performance than P-I for channel access probabilities

(0 ≤ p < 1). In this case, the best performance for P-II is achieved when p = 0 since

in this case the sensor never utilizes the second-half of its time-slot which means that

the relay node always helps in relaying measurements to the fusion center.

In Fig. 3.4, the performance of the protocols is compared as a function of

the sampling frequency fs when p = 0.7. It is evident that with the increase in

the sampling frequency, better performance is achieved under both protocols. This is

expected since the higher the sampling frequency the more samples are transmitted to

the fusion center which is reflected in a significantly improved detection performance.
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Figure 3.4: Detection Error Performance of Protocols I and II - p = 0.7

Moreover, under P-II, the detection performance at Pe = 10−6 with fs = 2048Hz

outperforms that of P-I for all the sampling frequencies.

The energy per sample for a target probability of detection error P̄e = 10−4 as

a function of channel access probability for fs = 4096Hz is illustrated in Fig. 3.5. It

can be seen that as the probability of access increases, the energy consumption per

sample for P-I decreases. This is easily interpreted by the fact that as p increases, more

samples are transmitted and thus better performance is achieved. Despite the fact

that more energy is required for increasing p, the gain in the detection performance

show that less power (and hence less energy) is required to achieve the target P̄e.

For P-II, it is evident that with the increase in p, more energy is required. The

explanation is intuitive since the relay helps less and thus less reliable samples are

received by the fusion. This in turn implies that higher transmission power (and thus

more energy) is required by the transmitting sensor nodes in order to achieve the

target probability of detection error.

It is also noticed in Fig. 3.5 that when p = 1, the energy for P-II is slightly
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Figure 3.5: Energy Comparison for Protocols I and II for P̄e = 10−4 - fs = 4096 Hz

higher that of P-I despite the fact that both result in the same P̄e (see Fig. 3.3 -

dotted curves). This is due to the fact that some energy is spent in sensing the channel

as well as the relay node’s circuitry spent in receiving samples from the sensor nodes

and also in being idle. In general, P-II is significantly more energy-efficient than P-I

for channel access probabilities (0 ≤ p < 1).

On the other hand, Fig. 3.6 illustrates the energy consumption per transmit-

ted sample as a function of the sampling frequency for P-I and P-II. It is clear that

P-II is significantly more energy-efficient than P-I. The performance gain achieved

with the larger number of samples transmitted is reflected into a reduction in the

energy per sample required to achieve the target P̄e. Furthermore, the energy con-

sumption per sample for P-II with fs = 512Hz (and fs = 1024Hz) is almost equal

to the energy requirement of P-I with fs = 1024Hz (and fs = 2048Hz). This im-

plies that with cooperative cooperation, a reduced number of transmitted samples is

required to achieve the target probability of detection error compared with case of

non-cooperative transmission.
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Figure 3.6: Energy Comparison for Protocols I and II for P̄e = 10−4 - p = 0.7

3.11 Conclusions

In this chapter, energy-efficiency through cognitive-cooperative communication

for distributed detection in correlated wireless sensor network has been modeled and

analyzed. In particular, it was shown that by deploying cognitive-cooperative relay

nodes, the empty time-slots not utilized by their sensor nodes are exploited. It was

illustrated via a a simple two-node sensor network with a single relay, that significant

detection performance gains are achievable as well as energy efficiency in transmitted

measurements without any bandwidth losses. It was concluded that it is better to

transmit less number of samples reliably via cooperation than to transmit a larger

number of samples without cooperation. Finally, utilizing empty time-slots by cog-

nitive relays deployment directly improves the network detection error performance

and also achieves energy-efficiency.
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Chapter 4

Many-to-Many Communications via Space-Time Network

Coding

4.1 Overview

So far, the work presented in Chapters 2 and 3 has been mainly focused on co-

operative distributed detection in wireless sensor networks under the classical source-

relay-destination scenario, where a source ”sensor node” communicates with a desti-

nation ”fusion center” through an amplify-and-forward relay for an improved energy-

efficient detection performance. However, the potentials of cooperative communica-

tions can be further leveraged to allow simultaneous cooperative transmissions from

multiple nodes acting as sources, relays and destinations in an alternating fashion.

In this chapter, the mutual cooperative communication between multiple Decode-

and-Forward (DF) nodes in a wireless network is efficiently achieved through the uti-

lization of the novel concept of Space-Time Network Coding (STNC). Unlike the con-

ventional point-to-point multinode cooperative communications between two nodes

with N relay nodes deployed in between, simultaneous transmissions from the differ-

ent N nodes acting as source/relay nodes are performed within 2N time-slots and

achieving a full-diversity order of (N−1) per node. In particular, the communication

is split into two phases: 1) Broadcasting Phase and 2) Cooperation Phase. In the
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Broadcasting Phase, each node broadcasts its data symbol to the other nodes in the

network in its own time-slot, alternatively; while in the Cooperation Phase, in each

time-slot, a set of (N − 1) nodes transmit while a single destination node receives

the other nodes’ transmissions. Specifically, in each time-slot, each node performs a

linear combination of the other nodes’ data symbols and a set of (N−1) nodes simul-

taneously transmit their signals to a single receiving node; which then performs joint

multiuser detection to separate the different nodes’ symbols. Exact symbol-error-rate

(SER) expressions for arbitrary order M-ary Phase Shift Keying (M-PSK) modulation

are derived. In addition, an asymptotic SER approximation is also provided which

is shown to be tight at high signal-to-noise ratio (SNR) and the analytical results

confirm that for a network of N nodes, a full diversity order of (N − 1) per node

is achieved by the proposed STNC communication scheme. Finally, a theoretical

SER performance analysis of the timing synchronization errors is also provided as a

wireless network design guideline for an arbitrary number N of cooperating nodes

employing the STNC scheme.

4.2 Introduction

In conventional relay networks, a set of N relay nodes are deployed between the

source and destination nodes and the available network bandwidth is split into N +1

orthogonal channels using TDMA. However, with the increase in the number of relay

nodes, the traditional multinode relay networks become excessively bandwidth inef-

ficient. Moreover, the traditional cooperative communication protocols are not well

suited for distributing information from one or more source nodes to possibly many
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destination nodes, simultaneously. However, Network Coding has recently emerged

as an effective approach for efficiently distributing data across multiple nodes and

increasing network throughput [45] [46]. This in turn sheds light on the importance

of exploiting of the concept of wireless network coding for exchanging data symbols

among multiple cooperative nodes over wireless networks.

Recently, there have been several research works that aim at employing wire-

less network coding in cooperative relay networks. In [47], location-aware coopera-

tive wireless network coding through the novel concept of Wireless Network Cocast

(WNC) was proposed. In particular, the authors illustrated that with WNC, a re-

duction in aggregate transmission power and delay can be achieved along with incre-

mental diversity, for different relaying schemes. In [48], an algebraic superposition

of channel codes over a finite field is proposed to allow two nodes to cooperate in

transmitting information to a single destination. Bi-directional relaying between two

source nodes through a single relay node employing wireless network coding has been

introduced in [49]. An outage analysis of network coded communication of multiple

users with a single destination node through a set of dedicated relay nodes has been

analyzed in [50]. In [51], complex field network coding (CFNC) is employed which

was shown to achieve full diversity gain and a throughput as high as 1/2 symbol per

user per channel use. However, the authors considered the communication between

NS users and a common destination through a single relay as well as NR relay nodes

but not for multiple sources between each other. Moreover, a relatively high com-

plexity Maximum-Likelihood (ML) multiuser demodulation was required to separate

the different users’ data.
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In this chapter, the merits of Network Coding and Cooperative Diversity are

exploited to allow N nodes ”users” to exchange data between each other with the

novel concept of Space-Time Network Coding (STNC). In this work, the Decode-

and-Forward (DF) relaying protocol [15] is studied within the concept of STNC. In

particular, the STNC cooperative scheme is based on linear wireless network coding

over Decode-and-Forward (DF) nodes and the communication is split into two phases:

1) Broadcasting Phase and 2) Cooperation Phase. In the former phase, each node

broadcasts its data to the other nodes, in its dedicated time slot; while in the latter

phase, a single node receives simultaneous transmissions from the other N − 1 nodes

of linearly-coded symbols of previously received data symbols. A simple multiuser

detection [52] is then applied at each node to separate the different data symbols

received from the different nodes. It is illustrated that with the STNC scheme, N

information symbols of all the N nodes can be exchanged over a total of 2N time-slots

(i.e. 1/2 symbol per node per channel use) as well as achieving a full diversity order

of (N − 1) per node.

Exact analytical derivations of the symbol error rate (SER) performance of the

STNC scheme and comparative simulation results are provided in this chapter. More-

over, tight asymptotic approximations at high signal-to-noise ratio are also derived

and the cooperative diversity order achievable with the STNC scheme is verified. The

exact theoretical SER performance under timing synchronization errors is also derived

for N = 3 nodes while a lower-bound SER performance is provided for N > 4 nodes.

In the remainder of this chapter, the system model and communication phases

are presented in Section 4.3. The multi-source signal detection and the exact SER
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analysis are presented in Sections 4.4 and 4.5, respectively. In Section 4.6, the asymp-

totic upper-bound SER expression is derived. In Section 4.7, the synchronization

analysis for the STNC scheme, along with the theoretical exact and lower-bound

derivations are provided. The SER performance evaluation under both perfect and

imperfect timing synchronization is presented in Section 4.8. Finally, the conclusions

are drawn in Section 4.9.

4.3 System Model

Consider a wireless network consisting of N nodes (N ≥ 3) denoted as S1, S2,

. . ., SN . In this model, each node is equipped with only one antenna and can act as a

source as well as a destination. Without loss of generality, the Decode-and-Forward

(DF) cooperation protocol is considered. The N nodes are assumed to have own

information symbols as x1, x2, . . . , xN , respectively.

The communication between all the source nodes is split into two main phases,

namely the Broadcasting Phase (BP) and the Cooperation Phase (CP), over a total of

2N time-slots, N time-slots each. During the Broadcasting Phase, source node Sj is

assigned a time-slot Tj in which it broadcasts its own data symbol to the other nodes

Si for i ∈ {1, 2, . . . , N} for i 6= j. That is, the Broadcasting Phase is an information

exchange phase, which upon completion, each node Si will have received a set of

(N−1) symbols x1, . . . , xj, . . . , xN for j 6= i from the other nodes. With respect to the

Cooperation Phase, each node acts as a relay for the other nodes with one node being

the destination in each time-slot. In particular, each node, except a single receiving

node, forms a linearly-coded signal from the overhead symbols and transmits it to the

78



Figure 4.1: Space-Time Network Coding Scheme - Broadcasting and Cooperation

Phases - N = 4 Nodes

that receiving node which upon receiving the (N−1) linearly-coded signals, performs

a multi-source signal separation to extract the desired symbol from each node. To

allow for joint detection/source separation for each of the linearly-coded transmitted

symbols of the different nodes at each receiving node, each symbol xj is spread using

a signature waveform sj(t). The cross-correlation between waveforms sj(t) and si(t)

over a symbol duration Ts is given by pj,i = 〈sj(t), si(t)〉 , (1/Ts)
∫ Ts

0
sj(t)s

∗
i (t)dt,

where it is assumed that pj,j = ||sj(t)||2 = 1. It is further assumed that each node

knows the signature waveform of the other nodes in the network which is required

for multi-source detection. The cooperative communication over the Space-Time

Network Coding (STNC) scheme is illustrated in Fig. 4.1.

4.3.1 Broadcasting Phase

In this subsection, the signal model for an arbitrary symbol xj, j ∈ {1, 2, . . . , N},

transmitted during the Broadcasting Phase from node Sj to the other nodes is pre-
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sented. Node Sj broadcasts it own data symbol xj to the other nodes in its dedicated

jth time-slot. Thus, the signal received at each node Si for i 6= j is given by

yj,i(t) =
√

Psj
hj,ixjsj(t) + nj,i(t), (4.1)

where Psj
is the transmitted power by node Sj, sj(t) is the signature waveform of node

Sj, and nj,i(t) is the additive white Gaussian noise sample at node Si due to the signal

transmitted by node Sj and is modeled as a zero-mean Complex Gaussian random

variable with variance N0. Moreover, hj,i is the flat fading channel coefficient between

nodes Sj and Si that is distributed as a zero-mean complex Gaussian random variable

hj,i ∼ CN (0, σ2
j,i), where σ2

j,i is the channel gain. In addition, hj,i can be expressed as

hj,i = |hj,i|ejφj,i , where |hj,i| = αj,i is the Rayleigh distributed magnitude as

fαj,i
(α) =

2α

σ2
j,i

exp

(
− α2

σ2
j,i

)
, α ≥ 0, (4.2)

where φj,i is the phase response, uniformly distributed over the interval [−π, π). More-

over, it is assumed that the receiving node Si can perfectly estimate the channel

coefficient hj,i from the received signal yj,i. Also, the channels are assumed to be

reciprocal (i.e. hi,j = hj,i) as in Time Division Duplexing (TDD) systems.

The Broadcasting Phase can be put in matrix form as follows

S1 · · · Sj · · · SN

T1

...

Tj

...

TN




√
Ps1x1 · · · 0 · · · 0

...
. . .

... · · · ...

0 · · · √
Psj

xj · · · 0

... · · · ...
. . .

...

0 · · · 0 · · · √
PsN

xN




. (4.3)
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The detection of the data symbol xj at the node Si can be achieved by cross-

correlating the received signal yj,i(t) in (4.1) with the signature waveform sj(t) as

yj,i = 〈yj,i(t), sj(t)〉 =
√

Psj
hj,ixj + nj,i, (4.4)

where nj,i ∼ CN (0, N0). Upon the completion of Broadcasting Phase (i.e. after N

time-slots), each node Si will have received a set of (N −1) symbols {yj,i}N
j=1,j 6=i from

all the other nodes in the network. With the knowledge of the channel coefficients at

the ith node, a matched filtering operation is applied on each of the received signals

yj,i, in the form of
(√

Psj
h∗j,i/N0

)
yj,i. Therefore, the SNR at the output of the

matched-filter is expressed as

γj,i =
Psj
|hj,i|2
N0

. (4.5)

After each source has decoded its (N − 1) received symbols {yj,i}N
j=1,j 6=i, the set of

available decoded data symbols at each node in the network is given by the matrix

X =




∗ x2I2,1 · · · xN−1IN−1,1 xNIN,1

x1I1,2 ∗ · · · xN−1IN−1,2 xNIN,2

...
...

. . .
...

...

x1I1,N−1 x2I2,N−1 · · · ∗ xNIN,N−1

x1I1,N x2I2,N · · · xN−1IN−1,N ∗




S1

S2

...

SN−1

SN

, (4.6)

where Ij,i acts as a binary indicator function as follows

Ij,i =





1, if node Si decodes xj correctly

0, otherwise

. (4.7)
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4.3.2 Cooperation Phase

The analysis of the Cooperation Phase is considered in this subsection, with

the assumption that the nodes are perfectly synchronized by a distributed algorithm.

In the Cooperation Phase, each node Si in its assigned time-slot receives a signal

of the N − 1 source nodes. In particular, each node Sj other than the destination

node Si forms a linearly-coded signal of the other source nodes’ received symbols and

transmits it to node Si during the ith time-slot, simultaneously. At each node Sj,

each linearly-coded signal contains at most the received data symbols from (N − 2),

since each node aims at relaying the remaining (N − 2) nodes’ symbols to node Si.

Specifically, the signal transmitted to node Si from node Sj is composed from the

received data symbols of the jth row in the matrix X excluding the data symbol xiIi,j

(since that the symbol xi was originally generated at node Si) as follows

X i
j = {xkIk,j}N

k=1,k 6=j \ xiIi,j. (4.8)

Based on equation (4.6), during the ith time-slot, the signal transmitted from the jth

node is given by

f(X i
j )(t) =

h∗j,i
|hj,i|

N∑

k=1
k 6=i,k 6=j

√
Pk,jxkIk,jsk(t), (4.9)

where sk(t) is the signature waveform of the kth node and Pk,j is the power at the

jth node used to transmit the symbol xk. Moreover, hj,i is the channel coefficient

between source nodes Sj and Si; which has already been estimated in the Broadcasting

Phase during the jth time-slot. Clearly, the functions f(X i
j ) at each node are linear

combinations of symbols received from other nodes. The operation of the Cooperation

Phase can be expressed in matrix form as follows
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S1 · · · Si · · · SN

T1

...

Ti

...

TN




0 · · · f(X 1
i ) · · · f(X 1

N)

...
. . .

... · · · ...

f(X i
1) · · · 0 · · · f(X i

N)

... · · · ...
. . .

...

f(XN
1 ) · · · f(XN

i ) · · · 0




. (4.10)

The received signal at the ith node during the ith time-slot from the (N − 1)

other nodes is given by

Yi(t) =
N∑

m=1
m6=i

hm,if(X i
m)(t) + wi(t) =

N∑
m=1
m6=i

xmai,msm(t) + wi(t), (4.11)

where wi(t) is the additive white Gaussian noise at node Si and

ai,m =
N∑

k=1
k 6=i,k 6=m

|hk,i|
√

Pm,kIm,k, (4.12)

where the summation in (4.12) contains at most (N − 2) terms, depending on how

many data symbols have been decoded correctly.

4.4 Multi-source Signal Detection

Based on the received signal Yi(t), node Si performs a multi-source detection

operation to extract the (N − 1) symbols of the other nodes. Each soft symbol

xj, j ∈ {1, 2, . . . , N}i6=j is detected by passing the received signal Yi(t) through a

Matched Filter Bank (MFB) of (N − 1) branches, matched to the corresponding set

of the nodes’ signature waveforms sj(t) for j ∈ {1, 2, . . . , N}i6=j and sampling it at

the end of the symbol duration to obtain
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Yi,j = 〈Yi(t), sj(t)〉 =
N∑

m=1
m6=i

xmai,mρm,j + wi,j, (4.13)

where ρm,j is the correlation coefficient between the signature waveforms sm(t) and

sj(t). The matched-filtered signal forms an (N−1)×1 vector comprising all the Yi,j’s

signals as

YYY i = RRRiAAAixxxi + wwwi, (4.14)

where

YYY i = [Yi,1, . . . ,Yi,i−1,Yi,i+1, . . . ,Yi,N ]T , (4.15)

xxxi = [x1, . . . , xi−1, xi+1, . . . , xN ]T , (4.16)

wwwi = [wi,1, . . . , wi,i−1, wi,i+1, . . . , wi,N ]T ∼ CN (0, N0RRRi), with

RRRi =




1 · · · ρ1,(i−1) ρ1,(i+1) · · · ρ1,N

...
. . .

...
... · · · ...

ρ(i−1),1 · · · 1 ρ(i−1),(i+1) · · · ρ(i−1),N

ρ(i+1),1 · · · ρ(i+1),(i−1) 1 · · · ρ(i+1),N

... · · · ...
...

. . .
...

ρN,1 · · · ρN,(i−1) ρN,(i+1) · · · 1




, (4.17)

and

AAAi =




ai,1 · · · 0 0 · · · 0

...
. . .

...
... · · · ...

0 · · · ai,(i−1) 0 · · · 0

0 · · · 0 ai,(i+1) · · · 0

... · · · ...
...

. . .
...

0 · · · 0 0 · · · ai,N




, (4.18)
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where both matrices RRRi and AAAi have dimensions (N −1)× (N −1). The signal vector

YYY i can then be decorrelated with the assumption that matrix RRRi is invertible with

the inverse matrix RRR−1
i which yields

Ỹ̃ỸY i = RRR−1
i YYY i = AAAixxxi + w̃̃w̃wi, (4.19)

where w̃̃w̃wi ∼ CN (0, N0RRR
−1
i ). Therefore, the soft symbol of xj can be obtained from

detected signal vector Ỹ̃ỸY i at node Si at the output of the jth branch of the MFB and

is expressed as

Ỹi,j = ai,jxj + w̃i,j, (4.20)

where w̃i,j ∼ CN (0, N0ri,j) with ri,j being the jth diagonal element of the inverse

matrix R−1
i associated with the data symbol xj and ai,j is given by (4.12). Without

loss of generality, let ρj,i = ρ for all j 6= i. Thus, it can be easily verified that

ri,j =
1 + (N − 3)ρ

1 + (N − 3)ρ− (N − 2)ρ2
, rN−1. (4.21)

It should be noted that upon the completion of the Broadcasting Cooperation

Phases, the jth data symbol xj, j ∈ {1, 2, . . . , N}i6=j is relayed at most (N − 2) times

before reaching node Si. In addition, since in the Broadcasting Phase, the source

node Sj has already broadcasted its data symbol xj to all the other nodes including

Si, this implies that node Si received a total of (N − 1) signals containing the symbol

xj. This fact will be used later to prove that a full diversity order of (N − 1) per

source node is achieved at a high signal-to-noise ratio.

On the other hand, since Ij,i ∈ {0, 1} for i 6= j, represents the detection state

at Si of the data symbol xj; then, in general, node Sk for k ∈ {1, 2, . . . , N}k 6=i,k 6=j,

85



forwards the symbol xj to node Si only if it has successfully detected it. Therefore,

at node Si, all the Ij,k’s form a binary (base-2) number

I i
j = [Ij,N . . . Ij,k=(i+1) Ij,k=(i−1) . . . Ij,1]2 \ Ij,j, (4.22)

that represents one of the 2(N−2) detection states of the (N − 2) nodes Sj’s acting

as relay nodes. In other words, |I i
j| contains at most (N − 2) 1’s (i.e. the hamming

weight of I i
j). For example, for N = 4, the detection state of x1 at node S2 is

given by I2
1 = [I1,4 I1,3]2 with |I2

1 | taking decimal values in {0, 1, 2, 3} in the form of

I2
1 = [0 0]2, [0 1]2, [1 0]2, or [1 1]2, respectively.

The detection of data symbol xj at the node Si can be achieved through com-

bining the signals received in the Broadcasting and Cooperation Phases. However, it

should be noted that during the Cooperation Phase, it might occur that ai,j = 0 (i.e.

the receiving node might not receive any linear combination for some symbol xj and

this occurs when all the other nodes decode xj incorrectly, simultaneously). This in

turn implies that the detection state for symbol xj at node Si is |I i
j| = 0. Thus, the

jth branch of the MFB is not added into the combined x̃i
j to prevent adding the noise

term w̃i,j to it. In other words, for |I i
j| = 0, a simple phase correction is applied to

the received signal yj,i during the jth time-slot in the Broadcasting Phase by multi-

plying it with the deterministic conjugate of the known channel phase response (i.e.

x̃i
j = e−jφj,iyj,i). However, for |I i

j| > 0 (i.e. ai,j 6= 0), the phase-corrected signal is

also combined with Ỹi,j, yielding the combined signal

x̃i
j = e−jφj,iyj,i + Ỹi,j, (4.23)

where yj,i =
√

Psj
hj,ixj +nj,i. Upon substitution of yj,i, (4.12) and (4.20) into (4.23),
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the combined symbol x̃j at node Si becomes

x̃i
j =


|hj,i|

√
Psj

+
N∑

k=1
k 6=i,k 6=j

|hk,i|
√

Pj,kIj,k


 xj + ηi,j, (4.24)

where ηi,j = e−jφj,inj,i + w̃i,j is the zero-mean equivalent noise with variance (1 +

rN−1)N0, with the assumption that nj,i and w̃i,j are statistically independent. Hence,

the conditional signal-to-noise ratio given the detection state I i
j of the combined data

symbol x̃i
j at node Si can be expressed as

γi
j|Ii

j
=





|hj,i|2Psj

N0
, if |I i

j| = 0

|hj,i|

√
Psj +

∑N
k=1

k 6=i,k 6=j

|hk,i|
√

Pj,kIj,k




2

(1+rN−1)N0
, if |I i

j| > 0

. (4.25)

The total transmit power Pj associated with transmitting symbol xj is distributed

among the (N − 1) transmissions. In particular, Pj = Psj
+

∑N
k=1

k 6=i,k 6=j
Pj,k, where Psj

is the transmit power at node Sj; while the Pj,k’s are the power allocations for the

remaining transmissions at the other nodes.

4.5 Symbol Error Rate (SER) Performance Analysis

In this section, the exact SER expression for the M-ary Phase Shift Keying (M-

PSK) modulation for the DF protocol of the symbol xj detected at node Si is derived.

Since the detection at each node is statistically independent from the others, Ij,k’s for

k ∈ {1, 2, . . . , N}k 6=i,k 6=j are defined as independent Bernoulli random variables with

a distribution expressed as [1]

Υ(Ij,k) =





1− Pj,k, if Ij,k = 1

Pj,k, if Ij,k = 0

, (4.26)
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where Pj,k is the SER of detecting xj at the Sk node. Thus, the probability of xj

detection in state I i
j at node Si is written as

Pr(|I i
j|) =

N∏

k=1
k 6=i,k 6=j

Υ(Ij,k), (4.27)

where in the example of N = 4, for |I2
1 | = 1 (i.e. I2

1 = [0 1]2), Pr (|I2
1 | = 1) =

P1,4 (1− P1,3). In general, the conditional SER of M-PSK systems with the instan-

taneous signal-to-noise ratio (SNR) γ given a generic set of channel coefficients {h}

is expressed as [53]

Ψ|{h}(γ) , 1

π

∫ (M−1)π/M

0

exp

(
−bPSKγ

sin2 θ

)
dθ, (4.28)

where bPSK = sin2(π/M). Based on (4.4 - 4.5), the SNR in detecting the symbol xj

at node Sk given the channel gain is γj,k = Psj
|hj,k|2/N0. In general, the magnitude

squared of a circularly symmetric Gaussian random variable hj,k is modeled as an

exponential random variable with rate 1/σ2
j,k (i.e. |hj,k|2 ∼ Exp(1/σ2

j,k)), where σ2
j,k is

the channel gain. Thus, by averaging the expression in (4.28) with respect to |hj,k|2,

the SER of detecting xj at Sk is obtained as

Pj,k =
1

π

∫ (M−1)π/M

0

G

(
bPSKPsj

N0 sin2 θ
, σ2

j,k

)
dθ, (4.29)

where G(w(θ), σ2) is defined in (4.94) in Appendix I. On the other hand, based on

the conditional SNR γi
j|Ii

j
expression in (4.24), the conditional SER of symbol xj at

node Si can be shown to be

Ψ|{hk,i}N
k=1,k 6=i

(γi
j|Ii

j
) =

1

π

∫ (M−1)π/M

0

exp

(
−

bPSKγi
j|Ii

j

sin2 θ

)
dθ, (4.30)

which reduces to the following two cases:
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1. |I i
j| = 0: After averaging over the exponential random variable |hj,i|2, the con-

ditional SER can be expressed as

Ψ(γi
j||Ii

j |=0) =
1

π

∫ (M−1)π/M

0

G

(
bPSKPsj

N0 sin2 θ
, σ2

j,i

)
dθ. (4.31)

2. |I i
j| > 0: Similarly, the conditional SER can be obtained as

Ψ|{hk,i}N
k=1,k 6=i

(γi
j||Ii

j |>0) =
1

π

∫ (M−1)π/M

0

exp

(
− C2

PSK

2 sin2 θ
H2

i,j

)
dθ, (4.32)

where

H2
i,j =




√
Psj
|hj,i|+

N∑

k=1
k 6=i,k 6=j

|hk,i|
√

Pj,kIj,k




2

, (4.33)

and

CPSK =

√
2bPSK

(1 + rN−1)N0

. (4.34)

Clearly, H2
i,j is a sum of 1+ |I i

j| Rayleigh random variables. The analysis for the

conditional SER is analogous to that of the equal gain combining in [54], using

the Gauss-Hermite formula [55, p. 890, eq.(25.4.46)]. Thus, after averaging

over the channel statistics, the conditional SER is given by [54]

Ψ(γi
j||Ii

j |>0) =
1

2π2

∫ (M−1)π/M

0

1√
iηj(θ)

Np∑
n=1

wniFj

(
κn√
iηj(θ)

, θ

)
dθ, (4.35)

where κn, wn are the zeros and weight factors as given in [55, p. 924, table

(25.10)] and Np is the order of the Hermite polynomial HNp(·), respectively. It

was verified that Np = 20 results in excellent accuracy. In addition [54]

iηj(θ) =
sin2(θ)

2C2
PSK

+
1

4


Psj

σ2
j,i +

N∑

k=1
k 6=i,k 6=j

Pj,kσ
2
j,kIj,k


 , (4.36)
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and iFj(ν, θ) = iRj(ν, θ) cos (iΘj(ν, θ)), with

iRj(ν, θ) =
√

X2(θ) + Y 2(ν, θ)Dj,i

N∏

k=1
k 6=i,k 6=j

√
A2(ν, Pj,kσ2

j,kIj,k) + B2(ν, Pj,kσ2
j,kIj,k),

(4.37)

and iΘj(ν, θ) is defined as [54]

iΘj(ν, θ) =

arctan
(

Y (ν, θ)
X(θ)

)
+ arctan

(
B(ν, Psjσ

2
j,i)

A(ν, Psjσ
2
j,i)

)
+

N∑

k=1
k 6=i,k 6=j

arctan

(
B(ν, Pj,kσ

2
j,kIj,k)

A(ν, Pj,kσ
2
j,kIj,k)

)

+
π

2


N − sgn (Y (ν, θ))− sgn

(
B(ν, Psjσ

2
j,i)

)−
N∑

k=1
k 6=i,k 6=j

sgn
(
B(ν, Pj,kσ

2
j,kIj,k)

)

 .

(4.38)

On the other hand, X(θ), Y (ν, θ) are defined as

X(θ) =

√
π

2

sin(θ)

CPSK

, and Y (ν, θ) =
ν sin2(θ)

C2
PSK

1F1

(
1

2
;
3

2
;
ν2 sin2(θ)

2CPSK

)
, (4.39)

respectively, where sgn(·) is the sign function and 1F1 (·; ·; ·) is the Kummer con-

fluent hypergeometric function [55]. Moreover, A(ν, τ) and B(ν, τ) are defined

as

A(ν, τ) = 1F1

(
−1

2
;
1

2
;
ν2τ

4

)
, and B(ν, τ) = Γ

(
3

2

)√
τν, (4.40)

respectively; with Γ(·) being the gamma function [55]. Also, Dj,i is defined as

Dj,i =
√

A2(ν, Psj
σ2

j,i) + B2(ν, Psj
σ2

j,i). (4.41)

Given the detection state I i
j, which can take 2(N−2) values, the SER for detecting

the data symbol xj at the ith node can be calculated using the law of total probability

as
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P j
SER =

2(N−2)−1∑

`=0

Pr(x̃i
j 6= xj||I i

j| = `) · Pr(|I i
j| = `)

= Ψ(γi
j||Ii

j |=0) · Pr(|I i
j| = 0) +

2(N−2)−1∑

`=1

Ψ(γi
j||Ii

j |=`) · Pr(|I i
j| = `)

(4.42)

where Pr(x̃i
j 6= xj||I i

j|) is the probability of making a symbol error for a particular

detection state, and Pr(|I i
j|) is as defined (4.27).

4.6 Asymptotic Upper Bound SER Analysis

The asymptotic upper-bound SER performance is obtained at a high SNR by

performing a series of approximations to the term Ψ(γi
j||Ii

j |=`
), for ` ∈ {0, 1, . . . , 2(N−2)−

1} and also the term Pr(|I i
j|). It should be noted that finding the distribution of the

sum of independent but not identical Rayleigh random variables as given by H2
i,j in

(4.33) is extremely difficult [54] and no exact closed form solutions exist in the lit-

erature [57]. However, by introducing symmetry to the wireless network model, an

upper-bound can be determined and the diversity order can be verified. Therefore, in

this section, the upper-bound for a symmetric network is derived by assuming that

the channel gains are identical (i.e. σ2
j,i = σ2

k,i = σ2
i , ∀k ∈ {1, 2, . . . , N}k 6=i) and also

that the transmission power of each node is identical (i.e. Ps = Psj
= Pj,k = µP ,

∀k ∈ {1, 2, . . . , N}k 6=i,k 6=j and µ = 1/(N − 1)). This implies that the same average

SNR/symbol/path is assumed between the nodes in the network and that as the

number of nodes increase, the power allocation per node decreases. As will be shown

in the simulations section, the upper-bound for the symmetric network also acts as

an upper-bound for a network with arbitrary power allocations/channel gains (i.e.

asymmetric network).
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At high SNR, it is expected that the SER Pj,k of detecting xj at node Sk for

k ∈ {1, 2, . . . , N}k 6=i,k 6=j, becomes sufficiently small such that 1 − Pj,k ≈ 1. Thus,

only the terms in the quantity Pr(|I i
j|) =

∏N
k=1

k 6=i,k 6=j
Υ(Ij,k) that will count are those

corresponding to the nodes that have decoded their received xj symbol incorrectly

[58]. Hence, let 0Φj and 1Φj denote the subsets of the indices of the nodes that

decode xj erroneously and correctly, respectively. That is, 0Φj = {k : Ij,k = 0}

and 1Φj = {k : Ij,k = 1}, for k ∈ {1, 2, . . . , N}k 6=i,k 6=j. Moreover, |0Φj| and |1Φj|

∈ {0, 1, . . . , N − 2}. In addition, it should be noted that |0Φj| + |1Φj| = (N − 2) for

any detection state I i
j. Thus, the expression for Pr(|I i

j|) given in (4.27) can then be

expressed as

Pr(|I i
j|) '

N∏

k∈0Φj

Υ(Ij,k) =

(
N0

P

)|0Φj | ( Θ

µbPSKσ2
i

)|0Φj |
, (4.43)

where

Θ =
1

π

∫ (M−1)π/M

0

sin2(θ) dθ =
2π(M − 1) + M sin

(
2π
M

)

4πM
. (4.44)

With respect to Ψ(γi
j|Ii

j=0
), the upper-bound approximation at high SNR can be

expressed with the aid of (4.95) as (see Appendix I)

Ψ̄(γi
j|Ii

j=0) = F̃

(
bPSKPs

N0 sin2 θ
, σ2

i

)
.

(
N0

P

)
Θ

µbPSKσ2
i

. (4.45)

In order to find an upper-bound approximation for Ψ̄(γi
j||Ii

j |=`
), the expression (4.34)

must be approximated. Based on (4.25), the conditional SNR for |I i
j| = ` is given by

γi
j||Ii

j |=` =
Ps

(1 + rN−1)N0


|hj,i|+

N∑

k=1
k 6=i,k 6=j

|hj,i|Ij,k




2

. (4.46)

Thus, the average SNR conditioned on the network detection state can be shown to
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be [54]

γav,(`+1) = γsi

(
1 +

π

4
`
)

, (4.47)

where γsi
= Psσ

2
i /(1 + rN−1)N0. An accurate approximation to the conditional SER

has been determined in [54] and is expressed as

Ψ̄(γi
j||Ii

j |=`) = I(`+1)

(
bPSKγav,(`+1),

(M − 1)π

M

)
. (4.48)

In general

IL (ζ, φ) =
1

π

∫ φ

0

(
sin2 φ

sin2 φ + ζ

)L

dφ. (4.49)

Therefore, Ψ̄(γi
j||Ii

j |=`
) with the aid of (4.96) in Appendix II, can be shown to be

Ψ̄(γi
j||Ii

j |=`) ≈
(

N0

P

)`+1
(

(1 + rN−1)

µbPSKσ2
i

(
1 + π

4
`
)
)`+1 (

sin

(
(M − 1)π

M

))2`+3

×

F1

(
` + 3

2
, 1

2
, ` + 1, ` + 5

2
, sin2

(
(M−1)π

M

)
,− (1+rN−1)N0

µPbPSKσ2
i (1+π

4
`)

sin2
(

(M−1)π
M

))

π(2` + 3)
.

(4.50)

Hence, the asymptotic SER expression, after a series of manipulations, can be written

as

P j
SER .

(
N0

P

)N−1

×



(
Θ

µbPSKσ2
i

)N−1

+

2(N−2)−1∑

`=1

(
1 + rN−1

1 + π
4 |1Φj |

)|1Φj |+1 2F1

(
|1Φj |+ 3

2 , 1
2 , |1Φj |+ 5

2 , sin2
(

(M−1)π
M

))

π(µbPSKσ2
i )N−1(2|1Φj |+ 3)

(
sin

(
(M − 1)π

M

))2|1Φj |+3

(Θ)|0Φj |




,

(4.51)

where it should be noted that 1 + |0Φj|+ |1Φj| = (N − 1).

The cooperative diversity order of a wireless system is identified from the SER

expression as follows [1]

P j
SER ∼ (SNR ·∆)−d, (4.52)
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where SNR , P/N0 is the signal-to-noise ratio term, the exponent d denotes the

diversity order and ∆ defines the cooperation gain. Thus, it is clear that d = N − 1

and the STNC scheme achieves full cooperative diversity order.

4.7 Synchronization Analysis

It is well-known that due to the diagonal structure of the Broadcasting Phase,

as shown in (4.3), the problem of perfect synchronization is alleviated since that

within the TDMA framework, only one source node is allowed to transmit at any one

time [59]. Moreover, the analysis so far assumed perfect synchronization among the

transmitting nodes in the Cooperation Phase. In other words, perfect simultaneous

”in-phase” synchronized transmissions of the different source nodes were assumed.

However, the simultaneous transmissions of the different nodes during the Coopera-

tion Phase impose a major practical challenge for a large number of the transmitting

nodes distributed over wide areas in the network. In other words, mismatches in

clocks of the geographically distributed nodes result in different transmission times.

Also, the lack of tracking at the receiving node for all the other cooperative nodes

and lack of compensation for propagation delays can have detrimental effects on the

network performance. In fact, if the transmitting nodes try to synchronize toward

one receiving node, they may increase asynchronism toward other receiving nodes in

different time-slots because of the different transmission distances. Therefore, in this

section, the aim is to analyze the degradation in the SER system performance due to

the synchronization errors between the nodes in the Cooperation Phase.
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4.7.1 Synchronization Model

Consider the scenario where node Si is the receiving node while the remain-

ing distributed nodes Sm for m ∈ {1, 2, . . . , N}m6=i, are assumed to transmit asyn-

chronously. Also, let τi,m be the time-jitter for each transmitting node Sm during

the ith time-slot (i.e. with node Si being the receiving node); where τi,m ∈ [0, Ts).

Moreover, assume that each distributed node initiates and terminates it transmissions

within Ts time units of each other within each TDMA time-slot. As in (4.11), the

received signal at node Si during the ith time-slot is expressed as [60] [61]

Ŷi(t) =
N∑

m=1
m6=i

∞∑
n=−∞

hm,if(X i
m) (t− nTs − τi,m) + wi(t)

=
N∑

m=1
m6=i

∞∑
n=−∞

ai,m(n)xm(n)sm (t− nTs − τi,m) + wi(t),

(4.53)

where ai,m(n) is as defined in (4.12). Clearly, due to the fractional-symbol delay

between the linearly-coded symbols transmitted from the different nodes, the channels

can become extremely dispersive even for flat-fading channels. Moreover, the effect of

the different propagation delays is manifested in the form of superposition of pulses

from each node Sm for m ∈ {1, 2, . . . , N}m6=i that are shifted by τi,m. This in turn

implies that neighboring symbols will introduce Intersymbol Interference (ISI) to the

desired symbol.

In this work, only the ISI contribution from the neighboring symbols to the

desired symbol is considered; while the higher-order terms are neglected due to their

smaller effect [63]. Therefore, (4.53) can be written as

Ŷi(t) =
N∑

m=1
m6=i

1∑
n=−1

ai,m(n)xm(n)sm (t− nTs − τi,m) + wi(t). (4.54)
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As before, the received signal is then fed into a bank of (N − 1) filters, matched to

the nodes’ spreading waveforms and is sampled at t = nTs + ∆i for n ∈ {−1, 0, 1},

where ∆i is the timing-shift chosen by the receiving node Si to compensate for the

average delay of the transmitting nodes. Thus, the received signal is given by [62]

Ŷi,j(n) = 〈Ŷi(t), sj(t)〉 =

∫ nTs+Ts+∆i

nTs+∆i

Ŷi(t)s
∗
j(t− nTs −∆i) dt, (4.55)

with sj(t) being zero outside the duration of Ts time units.

Define the (N − 1) × (N − 1) cross-correlation matrix RRRi(n) whose entries are

in general defined and modeled as [52] [64]

ρ̃
(−1)
m,j =





1
Ts

∫ τi,m

∆i
sm(t− τi,m)s∗j(t−∆i) dt = ρm,j

(
τi,m−∆i

Ts

)
, τi,m > ∆i

0, otherwise

, (4.56)

ρ̄
(0)
m,j =

1

Ts

∫ min(τi,m,∆i)+Ts

max(τi,m,∆i)

sm(t− τi,m)s∗j(t−∆i) dt = ρm,j

(
1− |∆i − τi,m|

Ts

)
, (4.57)

and

ρ̃
(1)
m,j =





1
Ts

∫ ∆i

τi,m
sm(t− τi,m)s∗j(t−∆i) dt = ρm,j

(
∆i−τi,m

Ts

)
, τi,m < ∆i

0, otherwise

, (4.58)

where ρm,j = (1/Ts)
∫ Ts

0
sm(t)s∗j(t)dt, RRRi(n) = 0, ∀|n| > 1 and RRRi(n) = RRRT

i (−n). As

before, it is assumed that ρm,j = ρ for m 6= i. Furthermore, the time-shifts are

assumed to be uniformly distributed |∆i − τi,m| ∼ U [0, ∆Ts] around the reference

clock ∆i, ∀m ∈ {1, 2, . . . , N}m6=i; where ∆Ts ∈ [0, Ts) is the maximum time-shift

value. Moreover, it is clear that if |∆i − τi,m| ≈ 0, then ρ̄
(0)
m,j ≈ ρm,j and also ρ̃

(−1)
m,j =

ρ̃
(1)
m,j ≈ 0. Intuitively, the smaller are the time-shifts, the less severe are timing

synchronization errors. Also, in the special case where all the time-jitters are equal
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(i.e. τi,1 = . . . = τi,i−1 = τi,i+1 = . . . = τi,N), and are compensated for by setting

∆i = τi,m, then all transmitting nodes are synchronous and ISI is absent.

For convenience, let RRRi(0) = R̄̄R̄Ri be defined as

R̄̄R̄Ri =




1 · · · ρ̄
(0)
1,(i−1) ρ̄

(0)
1,(i+1) · · · ρ̄

(0)
1,N

...
. . .

...
... · · · ...

ρ̄
(0)
(i−1),1 · · · 1 ρ̄

(0)
(i−1),(i+1) · · · ρ̄

(0)
(i−1),N

ρ̄
(0)
(i+1),1 · · · ρ̄

(0)
(i+1),(i−1) 1 · · · ρ̄

(0)
(i+1),N

... · · · ...
...

. . .
...

ρ̄
(0)
N,1 · · · ρ̄

(0)
N,(i−1) ρ̄

(0)
N,(i+1) · · · 1




, (4.59)

and RRRi(1) = RRRT
i (−1) = R̃̃R̃Ri, where R̃̃R̃Ri is an upper triangular matrix having a zero

diagonal and is defined as follows [52]

R̃̃R̃Ri =




0 · · · ρ̃
(−1)
1,(i−1) ρ̃

(−1)
1,(i+1) · · · ρ̃

(−1)
1,N

...
. . .

...
... · · · ...

0 · · · 0 ρ̃
(−1)
(i−1),(i+1) · · · ρ̃

(−1)
(i−1),N

0 · · · 0 0 · · · ρ̃
(−1)
(i+1),N

... · · · ...
...

. . .
...

0 · · · 0 0 · · · 0




. (4.60)

Thus, the output of the matched filter bank can be expressed as [52] [62]

Ŷ̂ŶY i(n) = R̄̄R̄RiAAAi(n)xxxi(n)︸ ︷︷ ︸
Desired Signal

+ R̃̃R̃RT
i AAAi(n + 1)xxxi(n + 1) + R̃̃R̃RiAAAi(n− 1)xxxi(n− 1)︸ ︷︷ ︸

ISI Signal

+ŵ̂ŵwi(n),

(4.61)

where AAAi(n + l) for l ∈ {−1, 0, 1} is defined as in (4.18). Furthermore, xxxi(n + l) is

defined in general as

xxxi(n + l) = [x1(n + l), . . . , xi−1(n + l), xi+1(n + l), . . . , xN(n + l)]T , (4.62)
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and the zero-mean Gaussian noise ŵ̂ŵwi(n) is defined as [52]

E
[
ŵ̂ŵwi(n)ŵ̂ŵwH

i (n + l)
]

=





N0R̃̃R̃R
T
i , if l = 1

N0R̄̄R̄Ri, if l = 0

N0R̃̃R̃Ri, if l = −1

0, otherwise

. (4.63)

As before, the vector Ŷ̂ŶY i(n) can be decorrelated as

Ȳ̄ȲY i(n) = RRR−1
i Ŷ̂ŶY i(n) = ¯̄R̄̄R̄̄RiAAAi(n)xxxi(n)+Ŕ́ŔRiAAAi(n+1)xxxi(n+1)+R̀̀R̀RiAAAi(n−1)xxxi(n−1)+w̄̄w̄wi(n),

(4.64)

where matrix RRRi is as defined in (4.17) with off-diagonal elements equal to ρ, ¯̄R̄̄R̄̄Ri =

RRR−1
i R̄̄R̄Ri, Ŕ́ŔRi = RRR−1

i R̃̃R̃RT
i , R̀̀R̀Ri = RRR−1

i R̃̃R̃Ri and w̄̄w̄wi(n) = RRR−1
i ŵ̂ŵwi(n) is defined as

E
[
w̄̄w̄wi(n)w̄̄w̄wH

i (n + l)
]

=





N0Ŕ́ŔRiRRR
−T
i , if l = 1

N0
¯̄R̄̄R̄̄RiRRR

−T
i , if l = 0

N0R̀̀R̀RiRRR
−T
i , if l = −1

0, otherwise

. (4.65)

Hence, the soft symbol of xj detected at node Si at the of output of the jth MFB

branch is expressed as

Ŷi,j(n) =
N∑

m=1
m6=i

ai,m(n)¯̄rj,mxm(n) +
N∑

m=1
m6=i

ai,m(n + 1)ŕj,mxm(n + 1)

+
N∑

m=1
m6=i

ai,m(n− 1)r̀j,mxm(n− 1) + w̄i,j(n),

(4.66)

where ¯̄rj,m, ŕj,m and r̀j,m are the (j, m)th elements of the matrices ¯̄R̄̄R̄̄Ri, Ŕ́ŔRi and R̀̀R̀Ri,

respectively. Moreover, the correlated noise w̄i,j(n) ∼ CN (0, N0r̄i,j) and r̄i,j is the

corresponding jth diagonal element of the matrix ¯̄R̄̄R̄̄RiRRR
−T
i = RRR−1

i R̄̄R̄RiRRR
−T
i .
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As discussed in Section (4.4), the detected symbol x̂i
j(n) at node Si can be

obtained based on the detection state of the symbol xi
j(n). As before, it is assumed

that the receiving node knows the decoding correctness (i.e. the detection state) at

the other nodes. Thus, if ai,j(n) = 0 (i.e. |I i
j(n)| = 0, then x̂i

j(n) = e−jφj,iyj,i(n)).

However, for |I i
j(n)| > 0, then the combined the signals receiving in the Broadcasting

and Cooperation Phases is x̂i
j(n) = e−jφj,iyj,i(n) + Ŷi,j(n), which yields

x̂i
j(n) =

(
|hj,i|

√
Psj

+ ai,j(n)¯̄rj,j

)
xj(n) + η̂i,j(n), (4.67)

where

η̂i,j(n) =
N∑

m=1
m6=i,m 6=j

ai,m(n)¯̄rj,mxm(n) +
N∑

m=1
m6=i

ai,m(n + 1)ŕj,mxm(n + 1)

+
N∑

m=1
m6=i

ai,m(n− 1)r̀j,mxm(n− 1) + e−jφj,inj,i(n) + w̄i,j(n),

(4.68)

is the equivalent noise plus interference term. In order to determine the conditional

signal-to-noise ratio, the detection state at node Si for the different intersymbol in-

terference symbols must also be taken into consideration. In particular, the detection

states I i
m(n+l) for m 6= i and l ∈ {−1, 0, 1}must be considered. Thus, the conditional

instantaneous signal-to-noise ratio given the detection states I i
j(n) and I i

m(n + l) of

the combined data symbol x̂i
j(n) at node Si can be verified to be

γi
j|Ii(n)

=





|hj,i|2Psj

N0
, if |Ii

j(n)| = 0,

¯̄H2
i,j(n)

Ξi
j(n)+(1+r̄i,j)N0

, if |Ii
j(n)| > 0, |Ii

m(n + l)| ≥ 0, ∀m ∈ {1, 2, . . . , N}m6=i and l ∈ {−1, 0, 1},

(4.69)

where
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¯̄H2
i,j(n) =




√
Psj
|hj,i|+ ¯̄rj,j

N∑

k=1
k 6=i,k 6=j

|hk,i|
√

Pj,kIj,k(n)




2

, (4.70)

and

Ξi
j(n) =

N∑
m=1

m6=i,m6=j

(ai,m(n)¯̄rj,m)2 +
N∑

m=1
m6=i

(ai,m(n + 1)ŕj,m)2 +
N∑

m=1
m6=i

(ai,m(n− 1)r̀j,m)2 ,

(4.71)

with the assumption that

E [xm(n)xk(n + l)] =





1, if l = 0 and m = k

0, otherwise

. (4.72)

That is, the data symbols are statistically independent. It is noteworthy that in the

absence of the ISI, the conditional SNR expression in (4.69) reduces to that of (4.25).

4.7.2 SER Performance Analysis with Synchronization Errors

In this subsection, a theoretical analysis of the SER performance with syn-

chronization errors is provided. The following performance analysis is aimed at defin-

ing the worst case SER performance that results as a consequence of the imperfect

timing synchronization; and thus defines the STNC theoretical performance limits as

a guideline for network design. In other words, since perfect synchronization is prac-

tically difficult, the effects of the timing synchronization errors on the performance

of nodes communicating under the STNC scheme must be analyzed and quantified.

The analysis starts by assuming that ρi,j = ρ for all j 6= i, as before. It is

extremely difficult to obtain a closed form SER expression by averaging over all the

uniformly distributed time-shifts; so, the SER performance due to timing synchro-
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nization errors is analyzed by fixing |∆i − τi,m| = ∆Ts/2, ∀m ∈ {1, 2, . . . , N}i6=m.

That is, the time-shift due to each node m 6= i is set at its average value. From

(4.56 - 4.58), the correlation coefficients reduce to ρ̃
(−1)
m,j = ρ̃

(1)
m,j , ρ̃; while ρ̄

(0)
m,j , ρ̄.

Therefore, the matrices R̄̄R̄Ri and R̃̃R̃Ri can be written as

R̄̄R̄Ri =




1 · · · ρ̄ ρ̄ · · · ρ̄

...
. . .

...
... · · · ...

ρ̄ · · · 1 ρ̄ · · · ρ̄

ρ̄ · · · ρ̄ 1 · · · ρ̄

... · · · ...
...

. . .
...

ρ̄ · · · ρ̄ ρ̄ · · · 1




, (4.73)

and

R̃̃R̃Ri =




0 · · · ρ̃ ρ̃ · · · ρ̃

...
. . .

...
... · · · ...

0 · · · 0 ρ̃ · · · ρ̃

0 · · · 0 0 · · · ρ̃

... · · · ...
...

. . .
...

0 · · · 0 0 · · · 0




, (4.74)

respectively. Due to the symmetry of the matrices RRRi, R̄̄R̄Ri and R̃̃R̃Ri, the jth diagonal

element of the matrix RRR−1
i R̄̄R̄RiRRR

−T
i in (4.66) can be defined as r̄i,j = r̄N−1 and the ¯̄rj,j

in (4.70) can also be defined for convenience as ¯̄rN−1.

In order to evaluate the symbol error rate performance for the STNC scheme

with timing synchronization errors, the terms ¯̄H2
i,j(n) and Ξi

j(n) in the conditional

instantaneous SNR γi
j|Ii(n) expression given in (4.69), must averaged over the channel
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statistics. In particular, the following two cases are considered.

1. N = 3: It is straightforward to show that ¯̄H2
i,j(n) can be expanded as

¯̄H2
i,j(n) =

(√
Psj
|hj,i|+ ¯̄rN−1|hk,i|

√
Pj,kIj,k(n)

)2

= Psj
|hj,i|2 + ¯̄r2

N−1Pj,k|hk,i|2Ij,k(n)︸ ︷︷ ︸
Ei

j = Exponential Random Variables

+ 2¯̄rN−1

√
Psj

Pj,k|hj,i||hk,i|Ij,k(n)
︸ ︷︷ ︸
Ri

j = Double-Rayleigh Random Variable

,

(4.75)

for k 6= i and k 6= j. Note that in the right hand side of (4.75), the first

two terms are weighted exponential random variables while the last term is

a weighted double Rayleigh random variable. On the other hand, the term

a2
i,m(n + l) for l ∈ {−1, 0, 1} in Ξi

j(n) (given in (4.71)), reduces to a2
i,m(n + l) =

|hk,i|2Pm,kIm,k(n + l). Therefore, the denominator of the second case in (4.69)

is nothing but a weighted sum of exponential random variables with a shift in

the mean of (1 + r̄N−1)N0, where r̄N−1 is the diagonal element of the matrix

RRR−1
i R̄̄R̄RiRRR

−T
i .

2. N ≥ 4: The term ¯̄H2
i,j(n) can be expressed as follows

¯̄H2
i,j(n) = |hj,i|2Psj + ¯̄r2

N−1

N∑

k=1
k 6=i,k 6=j

|hk,i|2Pj,kIj,k(n)

︸ ︷︷ ︸
Ei

j = Exponential Random Variables

+

¯̄r2
N−1

N∑

m=1
m6=i,m 6=j

N∑

k=1,k 6=m
k 6=i,k 6=j

|hm,i||hk,i|
√

Pj,mPj,kIj,m(n)Ij,k(n) + 2¯̄rN−1

N∑

k=1
k 6=i,k 6=j

√
PsjPj,k|hj,i||hk,i|Ij,k(n)

︸ ︷︷ ︸
Ri

j = Double-Rayleigh Random Variables

.

(4.76)

The terms of the form a2
i,m(n + l) =

(∑N
k=1

k 6=i,k 6=m
|hk,i|

√
Pm,kIm,k(n + l)

)2

for

l ∈ {−1, 0, 1} in (4.71) can be expanded as
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a2
i,m(n + l) =

N∑

k=1
k 6=i,k 6=m

|hk,i|2Pm,kIm,k(n + l)+

N∑

p=1
p6=i,p6=m

N∑

q=1,q 6=p
q 6=i,q 6=m

|hp,i||hq,i|
√

Pm,pPm,qIm,p(n + l)Im,q(n + l),

(4.77)

which is a weighted sum of exponential and double Rayleigh random variables.

Finding the distribution for sums of form of a2
i,m(n + l) is extremely difficult.

However, using the argument of the mathematical inequality of the arithmetic

and geometric means [57], every term in the form of |hm,i||hk,i|
√

Pj,mPj,k =

√|hm,i|2|hk,i|2Pj,mPj,k can be upper-bounded as

Pj,m|hm,i|2 + Pj,k|hk,i|2 ≥
√
|hm,i|2|hk,i|2Pj,mPj,k. (4.78)

Thus, the term a2
i,m(n + l) =

(∑N
k=1

k 6=i,k 6=m
|hk,i|

√
Pm,kIm,k(n + l)

)2

can be ex-

panded and upper-bounded as

a2
i,m(n + l) ≤

N∑

k=1
k 6=i,k 6=m

|hk,i|2Pm,kIm,k(n + l)+

N∑

p=1
p6=i,p6=m

N∑

q=1,q 6=p
q 6=i,q 6=m

(
Pm,p|hp,i|2 + Pm,q|hq,i|2

) Im,p(n + l)Im,q(n + l)

, ā2
i,m(n + l),

(4.79)

which is a sum of at most 2(N − 2)2 weighted distinct exponential random

variables. This in turn implies that

Ξi
j(n) .

N∑
m=1

m6=i,m6=j

(āi,m(n)¯̄rj,m)2 +
N∑

m=1
m6=i

(āi,m(n + 1)ŕj,m)2 +
N∑

m=1
m6=i

(āi,m(n− 1)r̀j,m)2 ,

(4.80)
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is a weighted sum of exponential random variables and upper-bounds the ex-

pression of Ξi
j(n) given in (4.71) for N ≥ 4. Therefore, for N ≥ 4, the derived

SER acts as a lower-bound for the performance of the STNC scheme with timing

synchronization errors.

It should be noted that for the first case when |I i(n)| = 0, it is similar to that

given in (4.31). However, in order to determine the conditional SER for the the

second case, define for convenience the set of detection states Λi
j(n) as

Λi
j(n) = {|I i

j(n)| > 0, |I i
m(n + l)| ≥ 0,∀m ∈ {1, 2, . . . , N}m6=i and l ∈ {−1, 0, 1}}.

(4.81)

From this point onwards, the time index n is dropped to simplify notation. Now, the

conditional SER can be expressed as

Ψ|{h}(γ
i
j||Λi

j |>0) =
1

π

∫ (M−1)π/M

0

exp

(
− bPSK

sin2 θ

(
Ei

j + Ri
j

))
dθ, (4.82)

where

Ei
j =

E i
j

Ξi
j + (1 + r̄N−1)N0

, (4.83)

and

Ri
j =

Ri
j

Ξi
j + (1 + r̄N−1)N0

. (4.84)

The term in (4.83) is a ratio of a sum of exponential random variables to a sum of

exponential random variables with a shift in the mean of (1+ r̄N−1)N0; while (4.84) is

a ratio of a sum of double Rayleigh random variables to a sum of exponential random

variables with a shift in the mean of (1 + r̄N−1)N0.

Upon averaging the expression in (4.82) over the channel statistics, it can be

shown to be

Ψ(γi
j||Λi

j |>0) =
1

π

∫ (M−1)π/M

0

ΨEi
j||Λi

j
|>0

(γi
j||Λi

j |>0)ΨRi
j||Λi

j
|>0

(γi
j||Λi

j |>0) dθ, (4.85)
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where ΨEi
j||Λi

j
|>0

(γi
j||Λi

j |>0
) can be determined with the aid of (4.102) and (4.104) in

Appendix III as

ΨEi
j||Λi

j
|>0

(γi
j||Λi

j |>0) = U

(
bPSKPsj

sin2(θ)
, σ2

j,i,Ξ
i
j , |Λi

j |, (1 + r̄N−1)N0

)
×

N∏

k=1
k 6=i,k 6=j

Ū

(
¯̄r2
N−1bPSKPj,k

sin2(θ)
, σ2

k,i, Ξ
i
j , |Λi

j |, (1 + r̄N−1)N0, Ij,k

)
,

(4.86)

where

Ū

(
¯̄r2
N−1bPSKPj,k

sin2(θ)
, σ2

k,i, Ξ
i
j, |Λi

j|, (1 + r̄N−1)N0, Ij,k

)

=





U
(

¯̄r2
N−1bPSKPj,k

sin2(θ)
, σ2

k,i, Ξ
i
j, |Λi

j|, (1 + r̄N−1)N0

)
, if Ij,k = 1

1, otherwise

.

(4.87)

Also,

U

( ¯̄r2
N−1bPSKPj,k

sin2(θ)
, σ2

k,i, Ξ
i
j , |Λi

j |, (1 + r̄N−1)N0

)
=

|Λi
j |∑

u=1

µu

λu


λu −

¯̄r2
N−1σ

2
k,ibPSKPj,k

sin2(θ)
exp


 (1 + r̄N−1)N0 +

¯̄r2
N−1σ2

k,ibP SKPj,k

sin2(θ)

λu


 Γ


0,

(1 + r̄N−1)N0 +
¯̄r2
N−1σ2

j,ibP SKPj,k

sin2(θ)

λh





 ,

(4.88)

where λu for u ∈ {1, 2, . . . , |Λi
j|} are the rates of the distinct exponential random

variables in the sum term Ξ̄i
j, µu =

∏|Λi
j |

q=1,q 6=u
λu

λu−λq
and Γ(a, ξ) is the incomplete

Gamma function and is expressed as [55]

Γ(a, ξ) =

∫ ∞

ξ

ta−1e−t dt. (4.89)

In addition, the term ΨRi
j||Λi

j
|>0

(γi
j||Λi

j |>0
) can be written with the aid of (4.109 -

4.110) in Appendix III as
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ΨRi
j||Λi

j
|>0

(γi
j||Λi

j |>0)

=
N∏

m=1
m6=i,m6=j

N∏

k=1,k 6=m
k 6=i,k 6=j

R̄

(
¯̄r2
N−1bPSK

√
Pj,mPj,k

sin2 θ
, iΩ2

m,k, Ξ
i
j , N, (1 + r̄N−1)N0, Ij,mIj,k

)
×




N∏

k=1
k 6=i,k 6=j

R̄

(
2¯̄rN−1bPSK

√
PsjPj,k

sin2 θ
, iΩ2

j,k, Ξ
i
j , N, (1 + r̄N−1)N0, Ij,k

)

 ,

(4.90)

where iΩ
2
m,k = Ω2

m,iΩ
2
k,i = σ2

m,iσ
2
k,i/4, iΩ

2
j,k = Ω2

j,iΩ
2
k,i = σ2

j,iσ
2
k,i/4 and in general

R̄(w(θ), Ω2, X, N, c, I)

=





∫∞
0 exp(−w(θ)z)

(∑N
i=1

µi
λi

∫∞
0 exp

(
− x

λi

)
(x+c)2z

Ω2 K0

(
(x+c)z

Ω

)
dx

)
dz, if I = 1

1, otherwise

,

(4.91)

where X is a sum of distinct exponential random variables, c is some constant, Ω2

represents the channel variances and is the indicator function I.

Given the collective detection states I i
j and Λi

j, the SER for detecting the data

symbol xj at node Si with synchronization errors can be calculated using (4.42) as

P j
SER . Ψ(γi

j||Ii
j |=0) · Pr(|I i

j| = 0) +

|Λi
j |−1∑

`=1

Ψ(γi
j||Λi

j |>0) · Pr(|Λi
j| = `), (4.92)

where Ψ(γi
j||Ii

j |=0
) and Ψ(γi

j||Λi
j |>0

) are defined in (4.31) and (4.85), respectively. As

discussed, P j
SER happens to be exact for N = 3 and a lower-bound for N > 4.

4.8 Performance Evaluation

4.8.1 SER Performance with Perfect Synchronization

In this subsection, the simulated SER performance and the theoretical exact

and upper-bound SER expressions of the STNC scheme with N = 3 and N = 4
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Figure 4.2: QPSK SER Performance of the Space-Time Network Coding Scheme for

N = 3 and N = 4 Nodes - Symmetric Network with Perfect Timing Synchronization

nodes are evaluated. In particular, the SER performance for the symbol x2 received

at node S1 is evaluated. Perfect synchronization is assumed between the nodes in the

network.

In order to validate the derived exact SER and upper-bound expressions, the

following two network scenarios are considered.

1. Symmetric Network: In this network scenario, all the channel coefficients are

i.i.d. with equal unity gain (i.e. hi,j v CN (0, 1), ∀i, j ∈ {1, 2, . . . , N} and

i 6= j).

It is clear from Fig. 4.2, that the simulated SER performance agrees perfectly

with derived exact SER performance. It can also be seen that as the number

of nodes increases, the performance improves. This is due to the fact that

with the increase in N (i.e. the number of nodes), higher diversity gains are
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achieved. In addition, it is noticed that the best SER performance is achieved

when ρ = 0, that is the signature waveforms are perfectly orthogonal and there

is no interference between the nodes. However, when ρ = 0.75, there is about

2 dB SER performance degradation. This in turn signifies the importance of the

STNC scheme as it allows N nodes to communicate simultaneously and achieves

N−1 diversity order with only a slight degradation for non-orthogonal signature

waveforms. It is further observed that the derived upper-bound asymptotically

matches the simulated SER performance, at high SNR. This is due to the fact

that the channel gains are identical, which is the assumption upon which the

upper-bound has been derived.

2. Asymmetric Network: In this network scenario, asymmetric channel gains are

assumed in order to verify the derived exact SER and upper-bound expressions.

For example, let the channel gains between the odd-indexed nodes in the net-

work be 2; while the channel gains between the even-indexed nodes be 1. Also,

the channel gains between the odd- and even-indexed nodes take the value of

1/2. This scenario implies that the even-indexed nodes are placed closer to each

other; while the odd-indexed nodes are placed farther apart.

It is evident from Fig. 4.3 that the derived exact SER expression coincides

with the simulated SER performance for the case of ρ = 0.00 (i.e. orthogonal

signature waveforms). Furthermore, it can be seen that the simulation results

for the asymmetric network are upper-bounded by the theoretical derivation of

the upper-bound obtained for the symmetric network. The same observation

also applies to Fig. 4.4 for the asymmetric network with ρ = 0.75.
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Figure 4.3: QPSK SER Performance of the Space-Time Network Coding Scheme for

N = 3 and N = 4 Nodes - Asymmetric Network with Perfect Timing Synchronization

and ρ = 0.00
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Figure 4.4: QPSK SER Performance of the Space-Time Network Coding Scheme for

N = 3 and N = 4 Nodes - Asymmetric Network with Perfect Timing Synchronization

and ρ = 0.75
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Figure 4.5: QPSK SER Performance of the Space-Time Network Coding Scheme

for N = 3 Nodes - Symmetric Network with Imperfect Timing Synchronization and

ρ = 0.50

4.8.2 SER Performance with Timing Synchronization Errors

This subsection presents the SER performance of the STNC scheme for N = 3

and N = 4 for different timing synchronization errors ∆Ts as well as the derived

theoretical expressions. In the following simulations, it is assumed that all the chan-

nel coefficients are i.i.d. with equal unity gain (i.e. a symmetric network) and the

correlation coefficient of the signature waveforms has a value of ρ = 0.50.

It is evident from Fig. 4.5 that the SER performance of the STNC scheme

for N = 3 degrades as the timing synchronization error ∆Ts increases, as expected.

Moreover, for ∆Ts = 0.90 Ts, the STNC scheme suffers from an irreducible error

floor of approximately 1.8× 10−4. This illustrates that the STNC scheme is resilient

against timing synchronization errors as compared with the conventional cooperative

networks [59] [60]. It can also be seen that the derived theoretical SER performance
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Figure 4.6: QPSK SER Performance of the Space-Time Network Coding Scheme

for N = 4 Nodes - Symmetric Network with Imperfect Timing Synchronization and

ρ = 0.50

coincides with the simulation results.

In Fig. 4.6, it is clear that the SER performance of the STNC for N = 4

suffers from high irreducible errors floor for ∆Ts ≥ 0.5 Ts and the performance is

severely degraded. This is because the increase in number of nodes results in higher

synchronization errors which is reflected in a severe intersymbol interference and thus

a severe performance degradation. It can also be seen in Fig. 4.6, that the derived

theoretical lower-bound agrees with the the simulated SER performance.

By comparing Figs. 4.5 and 4.6, it is evident that the performance of the STNC

for a network with N = 4 nodes with ∆Ts = 0.25 Ts outperforms that of a network

with N = 3 nodes and ∆TS = 0.10 Ts. Moreover, the SER performance of a network

with N = 3 nodes and ∆TS = 0.75 Ts is comparable to that of N = 4 nodes and

∆Ts = 0.50 Ts.
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Based on the above discussion, it is clear that there is a tradeoff between the

number of nodes and the worst-case timing synchronization errors. Thus, the derived

analytical exact and lower-bound expressions should serve a network design guideline

upon which the performance limits can be determined given the number of nodes N

as well as the worst case scenario timing synchronization error ∆Ts.

4.9 Conclusions

In this chapter, the novel Space-Time Network Coding (STNC) scheme that

allows N nodes to exchange their data symbols over a total of 2N time-slots, was

presented. The exact and asymptotic SER expressions for an arbitrary number N of

nodes were derived and it was shown that under perfect synchronization, each node

achieved a full diversity order of N − 1. Moreover, it was shown that the theoretical

upper-bound derivation for symmetric networks agrees with the SER performance

of asymmetric networks. Furthermore, an exact theoretical analysis on the effects

of timing synchronization errors has been presented for N = 3 nodes and the per-

formance limits due to such errors have been analytically characterized with a lower

bound on the SER performance for N ≥ 4 which serves as a network design guideline.

Finally, it is concluded that the STNC serves as a potential many-to-many cooper-

ative communication scheme and its scope goes much further beyond the generic

source-relay-destination communications.
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4.10 Appendix I

4.10.1 Derivation

Let Y be an exponentially distributed random variable with probability density

function

fY (y) =
1

λ
exp

(
−y

λ

)
, y ≥ 0, (4.93)

where λ is the rate parameter. In general, averaging the function exp(−w(θ)y) over

the distribution of the exponential random variable Y , yields

G(w(θ), λ) =

∫ ∞

0

exp (−w(θ)y)

(
1

λ

)
exp

(
−y

λ

)
dy =

1

1 + w(θ)λ
, (4.94)

where w(θ) is some function of θ.

4.10.2 Upper-Bound Approximation

For large values of w(θ), denominator of G(w(θ), λ) can be approximated as

1 + w(θ)λ ≈ w(θ)λ; thus

G̃(w(θ), λ) . 1

w(θ)λ
. (4.95)

4.11 Appendix II

The approximate conditional SNR can be shown to be

IL (ξ, φ) =
1

π

∫ φ

0

(
sin2 φ

sin2 φ + ξ

)L

dφ

=
(1/ξ)L(sin(φ))2L+1

π(2L + 1)
F1

(
L +

1

2
,
1

2
, L, L +

3

2
, sin2(φ),−sin2(φ)

ξ

)
,

(4.96)

where

F1 (α; β, β′; ζ; x, y) =
∞∑

m=0

∞∑
n=0

(α)m+n(β)m(β′)n

m!n!(ζ)m+n

xmyn, (4.97)
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is the Appell hypergeometric function of the first kind [56]. It can be shown that for

y → 0, the Appell hypergeometric function can be approximated as [56]

F1 (α; β, β′; ζ; x, y) ≈ 2F1 (α, β, γ; x) , (4.98)

where 2F1 (α, β; γ; x) is the hypergeometric function [55].

4.12 Appendix III

4.12.1 Quotient of an Exponential Random Variable to a Weighted

Sum of Exponential Random Variables

Let Y be an exponentially distributed random variable as defined in (4.93). Also,

let X be a random variable representing a weighted sum of N distinct exponential

random variables, such that λi 6= λk for i 6= k, [66]

fX(x) =
N∑

i=1

µi

λi

exp

(
− x

λi

)
, x ≥ 0, (4.99)

where µi =
∏N

k=1,k 6=i
λi

λi−λk
. The pdf of the random variable Z = Y

(X+c)
for some

constant c, is given by [67]

fZ(z)

∫ ∞

−∞
|x + c|fX(x)fY ((x + c)z) dx, (4.100)

where fX(x) and fY (y) are the pdf’s of the random variables X and Y , respectively.

Therefore, the pdf of Z can be obtained as

fZ(z) =

∫ ∞

0

(x + c)
N∑

i=1

µi

λi

exp

(
− x

λi

)
1

λ
exp

(
−(x + c)z

λ

)
dx

=
N∑

i=1

µie
− cz

λ

(λ + λiz)2 (λ(λi + c) + λicz) , z ≥ 0,

(4.101)
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As before, averaging the function exp(−w(θ)z) over the distribution of the ran-

dom variable Z, yields

U(w(θ), λ, X, N, c) =

∫ ∞

0

exp (−w(θ)z)
N∑

i=1

µie
− cz

λ

(λ + λiz)2 (λ(λi + c) + λicz) dz

=
N∑

i=1

µi

λi

(
λi − λw(θ)e

c+λw(θ)
λi Γ

(
0,

c + λw(θ)

λi

))
,

(4.102)

where X is the sum of N distinct exponential random variables and Γ(a, ξ) is the

incomplete Gamma function and is expressed as [55]

Γ(a, ξ) =

∫ ∞

ξ

ta−1e−t dt. (4.103)

Also, the function U(w(θ), λ,X,N, c) can be defined in terms of an indicator function

I as follows

Ū(w(θ), λ,X, N, c, I) =





U(w(θ), λ, X,N, c), if I = 1

1, otherwise

. (4.104)

4.12.2 Quotient of a Double-Rayleigh Random Variable to a Weighted

Sum of Exponential Random Variables

The product of two Rayleigh distributed random variables Y1 and Y2 is given by

Y = Y1 · Y2, (4.105)

where the probability density function of Yi for i ∈ {1, 2} is expressed as

fYi
(yi) =

yi

Ω2
i

exp

(
− y2

i

2Ω2
i

)
, yi ≥ 0. (4.106)

The distribution of the Double-Rayleigh random variable Y (or cascaded Rayleigh

distribution) is obtained as [65]

fY (y) =
y

Ω2
K0

( y

Ω

)
, y ≥ 0, (4.107)
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where K0(·) is the zeroth order modified Bessel function of the second kind [68] and

Ω2 =
∏2

i=1 Ω2
i . Hence, the pdf of Z for the distinct exponential random variables can

be obtained as

fZ(z) =
N∑

i=1

µi

λi

∫ ∞

0

exp

(
− x

λi

)
(x + c)2z

Ω2
K0

(
(x + c)z

Ω

)
dx, z ≥ 0, (4.108)

for which no closed form solution exists. Again, by averaging the function exp(−w(θ)z)

over the fZ(z), the following expression is straightforwardly obtained as

R(w(θ), Ω2, X,N, c)

=

∫ ∞

0

exp(−w(θ)z)

(
N∑

i=1

µi

λi

∫ ∞

0

exp

(
− x

λi

)
(x + c)2z

Ω2
K0

(
(x + c)z

Ω

)
dx

)
dz.

(4.109)

By incorporating an indicator function I, the term R(w(θ), Ω2, X, N, c) can be defined

as

R̄(w(θ), Ω2, X, N, c, I) =





R(w(θ), Ω2, X, N, c), if I = 1

1, otherwise

. (4.110)

.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, the application of cooperative communications in wireless net-

works has been studied and analyzed. In particular, relays with the amplify-and-

forward cooperative protocol have been applied in wireless sensor networks for coop-

erative distributed detection and data gathering. In addition, the decode-and-forward

cooperative protocol has been applied in wireless networks with the aid of network

coding to allow multiple terminals to exchange information between each other. More

specifically, the following topics have been addressed.

In Chapter 2, the cooperative relays deployment for distributed detection in

wireless sensor network has been studied. In particular, the detection error perfor-

mance has been studied as function of the number of sensor/relay nodes and the

correlation of measurements. It was shown that by exploiting the correlation be-

tween the measurements and appropriately deploying relays, significant detection

error performance gains are achievable, as compared with the classical wireless sensor

networks. In addition, under constrained total sensor network power constraint, a

wireless sensor network with a fewer number of sensor nodes paired with cooperative

relay nodes outperforms that of a large number of sensor nodes only.
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In Chapter 3, the cognitive-cooperative relays deployment has been considered

in energy-constrained wireless sensor networks for distributed detection in order to

quantify the energy savings achievable by cognitively exploiting the empty/under-

utilized time-slots. In particular, it was shown that with cognitive-cooperation, empty

time-slots not utilized by their sensor nodes can be utilized with cognitive relays in

order to amplify-and-forward measurements received from sensor nodes and thus to

improve network reliability, eliminate bandwidth losses and minimize energy require-

ments. It was concluded that it is better to transmit a fewer number of measure-

ments reliably via cooperation than to transmit a larger number of measurements

without cooperation which in turn improves the network detection performance and

also achieves energy-efficiency.

In Chapter 4, the novel concept of Space-Time Network Coding (STNC) has

been introduced and analyzed. In particular, it was shown that with the STNC co-

operative communication scheme, N nodes can exchange N information symbols in a

total of 2N time-slots (i.e. 1/2 symbol per node per channel use). Furthermore, a full

cooperative diversity order of N − 1 has been shown to be achievable for each node.

Moreover, the impact of the timing synchronization errors on the STNC scheme have

been analyzed and analytical expressions were derived in order to provide network

designers with a guideline of the number of nodes that can participate in the informa-

tion exchange and the possible performance limits due to the timing synchronization

errors. It is concluded that the STNC scheme serves as a potential many-to-many co-

operative communications scheme and its potentials and extensions go much further

beyond than the conventional source-relay-destination cooperative communications.
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5.2 Future Work

There are several potential research directions that could contribute to the ad-

vancement of cooperative communications; among which the following two problems,

which are expected to be of great importance.

5.2.1 Network Coding for Data Gathering and Detection in Wireless

Sensor Networks

Currently, there is a great push in the wireless research literature for developing

bandwidth and energy efficient cooperative communication protocols for distributed

detection in wireless sensor networks. As has been shown in this thesis, significant

energy savings and detection performance gains can be achieved through the deploy-

ment of cooperative relay nodes. However, the work presented in Chapter 2 has

focused on the scenario where each sensor node is paired with a neighboring relay

node. This setting may not be cost effective or bandwidth efficient since each pair of

sensor/relay nodes will require two time-slots to transmit their measurements to the

fusion center and also because each relay serves only a single sensor node.

In the future work aimed at in this direction, the following important issues

must be addressed and studied. First, what is the optimum number of sensor nodes

that must be paired with each relay for optimal detection performance? In other

words, the study should be focused on the tradeoff between the number of paired

sensor/relay nodes, the degree of correlation, bandwidth efficiency and the detection

error performance. Second, if one or more relay nodes are to serve a set of sensor nodes
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within a cluster, how can the operation of the sensor/relay nodes be coordinated such

that interference levels between the different transmitting nodes is reduced?

The solution to the above raised issues/questions starts be applying linear wire-

less network coding at each amplify-and-forward relay node with each sensor node

being assigned a particular signature waveform. Each relay node then forms an opti-

mal weighted linear combination of the different sensors’ measurements, taking into

account the effects of path-loss, channel fading and the degree of correlation between

each of the sensor nodes. Hierarchal sensor network architectures and clustering could

be employed to assign sets of sensor nodes to cooperative relay nodes.

5.2.2 Dynamic Node Selection and Optimal Power Allocation for Space-

Time Network Coding

In Chapter 4, it was shown that the theoretical lower-bound performance anal-

ysis can be used as a guideline for selecting the number of network-coded nodes to

cooperate for information exchange. In other words, for a particular expected timing

synchronization error, the number of cooperating nodes can be selected for a target

network probability of symbol error. However, in practical wireless networks, fading

channels are evolving over time and the geographic locations of the nodes can be

changing which in turn implies that perfect distributed timing synchronizations can

be practically impossible and the expected propagation delays can be very difficult

to determine due to the inaccurate nodes’ location estimation.

The research work in this direction is aimed at dynamically switching and se-
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lecting potential cooperative nodes for information exchange. In particular, it might

be possible and practically less expensive to dynamically synchronize nodes that are

in close proximity of each other as time evolves and the locations of the nodes change.

This can be achieved by defining an appropriate threshold that is a function of the

expected transmission delays and the approximated geographic locations of the neigh-

boring nodes in the network. Furthermore, in Chapter 4, equal power allocation was

assumed among the distributed communicating nodes. Optimal power allocation can

also be pursued in order to improve the overall network performance and throughput.

In addition, the expected timing synchronization errors can be taken into the formu-

lation the dynamic optimal power allocation. Moreover, it is anticipated that with

the optimal power allocation, the performance of a fewer number of communicating

nodes can outperform that of a larger number of nodes with equal power allocation.

Finally, the performance comparison can also be quantified in terms of the achievable

data rates of each node in the network.
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