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In American English, the liquid sounds /r/ and /l/ are the most articulatorily

variable and complex sounds. They can be produced by several distinct types of

tongue configurations and are the most troublesome sounds for children and nonna-

tive English-speakers to learn. Better understanding of this many-to-one mapping

between articulation and acoustics would be beneficial to other areas such as speech

pathology, speaker verification, speech recognition and speech synthesis.

In this dissertation, two articulatory configurations for each liquid sound were

studied (a “retroflex” /r/ vs. a “bunched” /r/, and a light /l/ vs. a dark /l/).

Different from previous work on liquids, finite element analysis has been performed

to obtain the acoustic responses of the three-dimensional (3-D) vocal tract models,

which are based on volumetric magnetic resonance (MR) imaging. Area function

models were derived based on the wave propagation property inside the vocal tract.

The retroflex /r/ and the bunched /r/ show similar patterns of F1-F3 but

very different spacing between F4 and F5. The results from the formant acoustic



sensitivity functions and simple-tube vocal tract models suggested that this F4/F5

difference can be explained largely by differences in whether the long cavity behind

the palatal constriction acts as a half- or a quarter-wavelength resonator. For both

the retroflex /r/ and the bunched /r/, F4 and F5 (along with F3 for the particular

speakers studied in this research) come from the long back cavity. However, these

formants are half wavelength resonances for the retroflex /r/, but quarter wavelength

resonances for the bunched /r/.

While both the dark /l/ and the light /l/ have a linguo-alveolar contact and

two lateral channels, they differ in the length of the linguo-alveolar contact and in

the presence of the linguopalatal contacts caused by raising the sides of the tongue.

Both have similar patterns in F1-F3, but differ in the number and locations of zeros

in spectrum. For the dark /l/, only one zero occurs below 6 kHz and it is produced

by the cross mode posterior to the linguo-alveolar contact. For the light /l/, three

zeros below 6 kHz are produced by the asymmetrical channels, the supralingual

cavity and the cross mode posterior to the linguo-alveolar contact. The results from

two simple vocal tract models show that the lateral channels have to be asymmetrical

with an effective length between 3-6 cm to get a zero in the region of F3-F5.

Based on the Buckeye database, the acoustic variability and discriminative

power of liquids were studied with the mel-frequency band energy coefficients as

acoustic parameter. Analysis of variance shows that the inter-speaker variability

of /r/ is larger than any other phonemes except /sh/, /s/ and /zh/. On average,

/r/ and /l/ have larger inter-speaker variability than any other broad phonetic

class. The F-ratio averages of liquids are larger than glides, fricatives, affricates and



stops, but smaller than nasals. The speaker identification experiments show that

the ranking of the average discriminative power for liquids and other broad phonetic

classes is: /r/ > Glides > /l/ > Affricates > Fricatives > Stops > Nasals > Vowels.
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Chapter 1

Introduction

1.1 What are liquid sounds in American English ?

In American English, the consonant phonemes /r/ as in “read” or “poor”

and /l/ as in “lead” or “pool” are called liquids. The /r/ sound is also called a

rhotic sound, and the /l/ sound is also called the lateral sound. The term “liquid”

originates from a Latin (mis)translation of a Greek technical term (Allen, 1965, page

32). The Greek grammarians used hygros_ (“fluid”) for /r/, /l/, /n/ and /m/. This

term was translated into Latin as _liquidus_ (“liquid”). In Latin, however, the

term “liquid” has been restricted to /r/ and /l/. Roach (2002, page 47) claims that

“liquid” is an old-fashioned phonetic term without any scientific definition.

A chart for American English consonants is shown in Table A.1 in Appendix

A. The liquids and glides (/w/ and /j/) are also called semivowels. There are

constrictions along the vocal tract for semivowels, however the constrictions are not

sufficiently narrow to cause a significant pressure drop due to the glottal air flow, or

to cause turbulence in the vicinity of the constriction like fricatives. They are also

called sonorant sounds along with nasals and vowels since the radical constrictions

along the vocal tracts for these sounds do not inhibit spontaneous voicing. Glides

must involve a continuous movement from one sound to another (e.g. /j/ as in

“yet” and /w/ as in “wet”). Liquids are different from glides in that they can be
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(a) Spectrogram of word “pour” (b) Spectrum of /r/ in word “pour”

Figure 1.1: Examples of spectrogram of word “pour” and /r/ spectrum.

maintained as steady sounds. In some other languages there are liquid consonants

for which turbulence noise is produced at the constriction formed by the tongue

blade, but only sonorant liquids exist in American English.

Liquids possess spectral characteristics similar to vowels, but normally they

have weaker energy than most vowels due to their more constricted vocal tracts

(Deller et al., 2000, page 129). Usually /r/ and /l/ have similar pattern in the first

two formants (F1 and F2). However /r/ has a low third formant (F3 gets below

2000 Hz) and /l/ has a relatively high third formant (F3 usually at or above 2500

Hz), as shown in spectrograms and spectra in Figure 1.1 and 1.2 respectively.

Flanagan (1972) shows that, in standard prose, the relative occurrence fre-

quency of /r/ is 6.88% and the relative occurrence frequency of /l/ is 3.74%. Com-

paratively, the relative occurrence frequencies of sonorant sounds /m/, /n/, and /N/

are 2.78%, 7.24%, and 0.96% respectively.
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(a) Spectrogram of word “berle” (b) Spectrum of /l/ in word “berle”

Figure 1.2: Examples of spectrogram of word “berle” and /l/ spectrum.

1.2 Why study liquid sounds ?

We study liquids for several reasons.

• Liquids are considered to be the most difficult sounds to learn (Shriberg and

Kent, 1982), both for children and adult English learners. Clinically, cases of

“resistant” /r/ and /l/ are regularly seen, translating into significant levels of

frustration for patients and therapists. According to some reports, problems

with /r/ alone can account for as much as 60% of the typical school-based

clinician’s caseload (Creaghead et al., 1989).

• Words containing /r/ and /l/ are frequently the source of errors in automatic

recognition system (Espy-Wilson, 1992).

• Compared to other sounds, /r/ and /l/ have much more complex and also

more variable articulatory configurations across speakers. The articulation
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variability across speakers might lead to some individual speaker’s information

in the acoustic signal (Eatock and Mason, 1994; Goldstein, 1976; Nolan, 1983;

Westbury et al., 1998), which is perceptually unimportant but useful in speech

technology such as speaker verification.

• Compared to vowels or obstruent consonants, the acoustics and vocal tract

models of /r/ and /l/ are less studied, except some idealized articulation

(Stevens, 1998).

• In articulatory speech synthesis, one of the articulatory configurations for

/r/and /l/ might be preferable to others to produce natural dynamic speech.

1.3 Challenges in studying liquid sounds

Liquid sounds exemplify the non-uniqueness problem, in that speakers show a

remarkable variability in articulatory configurations while producing stable acoustic

profiles to be perceived as liquids. The acoustics of /r/ and /l/ is one of the most

outstanding incompletely-solved problems in phonetics.

The variability is accompanied with the complexity of the vocal tract configu-

ration producing /r/ or /l/. Different from vowels and other semivowels, the tongues

for liquids in the oral cavity are shaped in such a way that there might be split or

bifurcation in the air flow in the vocal tracts. The split or bifurcation has certain

acoustic consequences in the middle or higher frequencies in speech. The geometry

in the vocal tract for split or bifurcation may involve large front cavity or lateral

channels which may not be observed from traditional midsagittal X-ray or magnetic
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resonance (MR) images. A comprehensive three-dimensional vocal tract model in-

tegrated with a tongue model is needed to understand their acoustic consequences

of different components along the vocal tract for various articulatory configurations

of liquids.

1.4 Objectives of this study

In phonetics, there are always three levels to consider and keep separated: the

articulatory level, the acoustic level, and the perceptual or auditory levels. The first

two levels are objective and quantitative, and the last one is subjective only. Only

the articulatory and acoustic levels about liquid sounds /r/ and /l/ in American

English are within the scope of this dissertation.

There are two main objectives in this dissertation.

• To better understand the acoustics and articulation of the liquid sounds in

American English. Particularly, to understand how to model typical articula-

tory configurations for /r/ and /l/, and to understand the major articulatory

and acoustical differences among them.

• To study the acoustic variability and the speaker discriminative power of the

liquids, i.e., to study if the variability in articulation across speakers make

the liquid sounds have more inter-speaker acoustic variability and, thereby,

have more discriminative power in speaker recognition relative to other sounds

(vowels, nasals, glides, fricatives, affricates and stops).
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1.5 Organization of the dissertation

Chapter 1 describes what the liquid sounds are, why we study them, the

challenges of studying them, and the scope and objectives of this dissertation.

Chapter 2 presents an extensive literature survey on acoustics, articulation

and vocal tract modeling of /r/ and /l/, and on acoustic variability study for

phonemes and phoneme-based speaker recognition. This chapter also points out

some problems in the vocal tract modeling of liquids in previous studies.

Chapter 3 describes the databases, tools and methodologies used in this dis-

sertation.

Chapter 4 presents the study of acoustics, articulation, and vocal tract mod-

eling of retroflex /r/ and bunched /r/. This chapter describes the results of three

dimensional (3-D) reconstructions of the vocal tracts, and the results of 3-D finite

element analysis and area function based vocal tract models. It analyzes the similar-

ities and differences in articulation and acoustics between retroflex /r/ and bunched

/r/, and analyzes their underlying difference in vocal tract modeling.

Chapter 5 presents the study of acoustics, articulation, and vocal tract mod-

eling of lateral sound /l/, including one light /l/ and one dark /l/. As in chapter

4, this chapter also describes the results of three dimensional (3-D) reconstructions

of the vocal tracts, and the results of 3-D finite element analysis and area function

based vocal tract models. It analyzes the similarities and differences in articulation

and acoustics between the light /l/ and the dark /l/. Details are given on how

to obtain the area function based vocal tract models in order to explain the zero
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sources(s) in /l/ spectrum.

Chapter 6 presents the study of acoustic variability and speaker discriminative

power of liquids along with other sounds. This study is based on the Buckeye

database (Pitt et al., 2005).

Chapter 7 summarizes the work in this dissertation and presents some future

research topics as extensions from this dissertation.

1.6 Conventions used

In this dissertation, the labels in the TIMIT (TIMIT, 1990) database are used

to represent different phonemes. For convenience, Appendix B gives the correspon-

dence between the TIMIT label and the International Phonetic Alphabet (IPA).

The label for each phoneme is enclosed within the forward slashes (for example,

/r/).
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Chapter 2

Literature survey

2.1 /r/ acoustics, articulation and modeling

2.1.1 /r/ acoustics

American English /r/ occurs both as a syllable nucleus (as in “burr”) and in

consonantal position (as in “read” or “dear”). The most salient acoustic property of

American English /r/ is a very low third formant frequency (F3) which often comes

close to F2 (Dalston, 1975; Espy-Wilson, 1987; Lehiste, 1964). In a study of 15

subjects, Hagiwara (1995) found that, for any one speaker, F3 for /r/ was between

60% and 80% of the average F3 for that speaker’s vowels. A major focus in the

vocal tract modeling of /r/ is accounting for the low F3.

The characteristic formant pattern in F1 and F2 of American English /r/ is

similar to that of a canonical central and rounded vowel (Espy-Wilson, 1992). The

range of formant values reported in the literature for the first three formants of

/r/ is approximately 250-550 Hz for F1, 900-1500 Hz for F2, and 1300-1950 Hz

for F3 (Delattre and Freeman, 1968; Espy-Wilson, 1992; Espy-Wilson et al., 2000;

Westbury et al., 1998) (note that Hagiwara (1995) found a higher range for some

female subjects). There is a tendency for F3 values to be lower or higher according

to /r/’s position in the word (Delattre and Freeman, 1968; Lehiste, 1964).

8



Figure 2.1: Tongue configuration types for American English /r/ as identified by

Delattre and Freeman (1968) (types 1 and 8 exist in British English). From adapted

figure in (Hagiwara, 1995).

There are few statistical studies of F4 and F5 of /r/, probably due to the

insignificance of F4 and F5 in perception and also due to the weaker energy in F4

and F5 range at dynamic speech. Espy-Wilson (1992) reported the average F4 of

prevocalic /r/ is 3350 Hz, average F4 of intervocalic /r/ is 3433 Hz, and average F4

of postvocalic /r/ is 3391 Hz.

2.1.2 /r/ articulation

It is well known that different speakers may use very different tongue con-

figurations for producing American English /r/ (Alwan et al., 1997; Delattre and

Freeman, 1968; Espy-Wilson et al., 2000; Hagiwara, 1995; Tiede et al., 2004; West-

bury et al., 1998). Traditionally, phoneticians have classified the tongue shapes for

American English /r/ into two maximally distinct types: “retroflex” (with a raised

tongue tip and a lowered tongue dorsum) and “bunched” (with a lowered tongue
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tip and a raised tongue dorsum). However, the classification as “retroflex” and

“bunched” are only two extremes in a continuum with many incremental variants

(Alwan et al., 1997; Delattre and Freeman, 1968; Espy-Wilson et al., 2000; Tiede

et al., 2004; Westbury et al., 1998), and it understates the degree of variability found

across speakers. Based on X-ray motion pictures, Delattre and Freeman (1968) di-

vided the tongue shapes in American English /r/ into six types, as shown in tracings

from X-rays representatives in Figure 2.1. Usually these shapes have three supra-

glottal constrictions along the vocal tract (except Type 2): a constriction narrowing

the pharynx, a constriction along the palatal vault and a constriction at the lips.

Overall, articulatory configurations differ most in the palatal region, i.e., how the

palatal constriction is formed.

• Type 2 does not have a palatal constriction.

• Type 3 and 4 form the constriction at palatovelar regions by the raised tongue

dorsum with a lowered tongue tip.

• Type 5 and 6 have palatal constrictions at both the alveolar and palatovelar

regions by the raised tongue tip and blade.

• Type 7 has a palatal constriction at the alveolar ridge formed solely by the

raised tongue tip.

Another common characteristic of all these types of /r/ shapes is that all the

shapes have a large front cavity (between the lips and the palatal constriction) inside

the vocal tract which has the effect of lowering F3 directly or indirectly.
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In a study of Westbury et al. (1998), they used X-ray microbeam fleshpoint

measures of prevocalic /r/ for five test words spoken by 53 normal young adult

speakers of American English. They found that tongue shapes for /r/ vary widely

across speakers within any single phonetic context, more continually than categori-

cally across the representational space. Tongue shapes also vary by context in ways

that are similar across most speakers. The tongue shapes for American English /r/

do not seem to be reliably linked to gender, measures of oral cavity size, or formant

frequency measurements.

In a study of Alwan et al. (1997), magnetic resonance imaging (MRI) of the

vocal tract during sustained production of /r/ by four native American English

speakers was employed for measuring the vocal tract dimensions and for morpho-

logical study of the vocal tract and tongue shapes. All the four speakers in this

study showed a large volume in the front cavity anterior to the palatal constriction,

which was the result of an inward-drawn tongue body which is characterized by

convex cross sections at the anterior part and concave cross sections at the posterior

part. No systematic differences were found between the 3-D vocal tract and tongues

shapes of word-initial /r/ and syllabic /r/s.

Recently, Tiede et al. (2004) collected a large database with more types of

tongue shapes. Part of this database was used for this dissertation, and all the 22

speakers’ midsagittal MR images for producing sustained /r/are shown in Figure

3.1 of Chapter 3 (page 32). In this series, it is easily seen that while some speakers

use the classic “retroflex” configuration and some use the classic “bunched” con-

figuration, there are a number of subjects whose /r/ configuration appears to be
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intermediate between them. It can be seen that the shape of the tongue behind

the palatal constriction can also vary considerably across speakers. The degree of

variability illustrated in this figure has not been matched by any other sound.

Delattre and Freeman (1968) found that the positional distribution of the six

types of tongues shapes is not clear among their 46 speakers, 32 words for each

speaker. Speakers who use type 2 after vowels normally use type 7 before vowels.

But those who use types 3, 4, or 5 after vowels are equally likely to use types 3,

4, 5 or types 6 and 7 before vowels. Many American speakers use type 3 or 4 in

all syllable positions. One speaker used type 7 at all syllable positions. So these

different types of tongue shapes occur both within and across speakers. While some

speakers may use one type of tongue shape exclusively, other speaker may switch

between two or three types of tongue shapes across phonetic contexts (Zawadzki

and Kuehn, 1980). However, using an electromagnetic midsagittal articulometer

(EMMA) system to track the movements of six small points on the tongues of

speakers, Guenther et al. (1999) showed that the tongue configurations still have a lot

of similarity across contexts in nonsense words such as “warav”, “wabrav”,“wavrav”,

“wadrav”, “wagrav”.

Given the large degree of articulatory differences between “bunched” /r/ and

“retroflex” /r/, it might be expected that the two would be acoustically distinct.

There have been several attempts to correlate particular tongue configurations and

acoustic differences across different types of /r/ using F1, F2, and F3. However,

no consistent pattern has emerged (Delattre and Freeman, 1968; Westbury et al.,

1998). In recent years, Espy-Wilson and colleagues have suggested that the higher
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Figure 2.2: Simple-tube model for a tip-up retroflex /r/ (Stevens, 1998). The symbol

“A” stands for area and the symbol “l” stands for length. The orientation of this

model is such that the glottis is at the left edge and the lips are at the right edge.

formants may contain clues to the tongue configuration and vocal tract dimensions

(Espy-Wilson, 2004; Espy-Wilson and Boyce, 1999). Our recent study (Zhou et al.,

2008) shows that the difference in F4 and F5 in the retroflex /r/ is much larger than

it is for the bunched /r/ (see Chapter 4 for details).

2.1.3 /r/ vocal tract modeling

Studies of vocal tract modeling of /r/ have been focused on how to explain

the source of the low third formant F3. There are two types of proposed models

for American English /r/. One is the perturbation theory (Johnson, 2003; Ohala,

1985), and the other is the decoupling account (Alwan et al., 1997; Espy-Wilson

et al., 2000; Fant, 1970; Narayanan et al., 1999; Stevens, 1998; Zhang et al., 2003).

The perturbation theory account of /r/ is based on a general principle of

uniform tube acoustics. The maximum volume velocity in a quarter-wavelength

tube happens to be around the three constrictions of the vocal tract, that have
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the effect of lowering F3. However, Espy-Wilson et al. (2000) concluded that the

perturbation theory can not account adequately for /r/’s low F3, which is due to

the ideal initial uniform tube assumption in this theory.

On the contrary, decoupling accounts of /r/ assume that the vocal tract is

divided into several different tubes. There is some decoupling or coupling between

them, depending on the degree of the constrictions. Fant (1970) stated that the

acoustics of /r/ can be treated as in a vowel since there is no side branch which

introduces antiresonance. He extracted the area function for a “retroflex” /r/ in

Russian and found the F3 is produced by the front cavity which is anterior to the

palatal constriction.

However, Stevens (1998) explicitly pointed out that there is a split of air flow

inside the vocal tract for American English /r/ and, as a result, the vocal tract

configuration for /r/ can not be approximated by a simple tube. A detailed model

of the acoustics of a “retroflex” /r/ is found in Stevens (1998). A diagram is also

shown in Figure 2.2. In this model, the palatal constriction is narrow enough to

decouple the back cavity and the front cavity. The back cavity produces F2 and the

front cavity, including the sublingual space, produces F3 which is close in frequency

to F2. The sublingual space is part of the large front cavity volume that lowers F3.

In addition, the sublingual space is regarded as a side branch to produce a zero in

the /r/ spectrum around 2 kHz. No detailed acoustic model is given for a “bunched”

/r/ in Stevens (1998).

The advent of the volumetric magnetic resonance imaging (MR) technique

made it possible to acquire vocal tract data in three dimensions specific to a par-
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Figure 2.3: Simple-tube model for the bunched /r/s (Espy-Wilson et al., 2000). Ab

and Lb correspond to the area and length of the back cavity; Apc and Lpc correspond to the area

and length of the pharyngeal constriction; Am and Lm correspond to the area and length of the

midcavity between the pharyngeal constriction and the oral constriction; Aoc and Loc correspond

to the area and length of the oral-palatal constriction; Af and Lf correspond to the area and

length of the front cavity between the oral constriction and the lip constriction; and Al and Ll

correspond to the area and length of the lip constriction.

ticular individual (Alwan et al., 1997; Baer et al., 1991; Espy-Wilson et al., 2000;

Narayanan et al., 1997; Ong and Stone, 1998; Story et al., 1996). This advance

gives us more exact specifications for variables such as constriction location, cavity

length, and constriction area. It has allowed us to model vocal tract acoustics more

accurately and to investigate individual variation. Based on the dimensions of two

speakers from magnetic resonance imaging of vocal tracts obtained by Alwan et al.

(1997), Espy-Wilson et al. (2000) constructed acoustic models for /r/. They found

that by using the sublingual space as a side branch or as an increment to the dimen-

sion of the front cavity, the F3 range can be matched very well with measurements

from the acoustic signal. They also developed simple-tube models (See Figure 2.3)

to account for the formant cavity affiliation and confirmed that F3 is the resonance
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of the front cavity and F1, F2 and F4 are from the back cavity geometry.

However, Zhang et al. (2003) suggested that, for some speakers the front cavity

volume is so large that there is a switch in formant-cavity affiliation, i.e., the front

cavity resonance is so low that it becomes F2 and the first resonance of the cavity

posterior to the palatal constriction which typically produces F2 becomes F3.

2.2 /l/ acoustics, articulation and modeling

2.2.1 /l/ acoustics

In the /l/ acoustic spectrum, F1 is low, although higher than a high vowel, and

F2 is barely separated from F1. F3 in /l/ is higher in frequency than in most vowels

(Dalston, 1975). A high F3 is the major acoustic cue which makes /l/ differ from

/r/. Espy-Wilson (1992) reported that the average formant frequencies of prevocalic

/l/ are: F1 399 Hz, F2 1074 Hz, F3 2533 Hz, F4 3767 Hz. The average formant

frequencies of intervocalic /l/ are: F1 445 Hz, F2 1060 Hz, F3 2640 Hz, F4 3762

Hz. Finally the average formant frequencies of postvocalic /l/ are: F1 465 Hz, F2

898 Hz, F3 2630 Hz, F4 3650 Hz. However, it is very difficult to characterize the

/l/ sound since it has a large variation in spectrum among different speakers and

contexts (Espy-Wilson, 1992; Nolan, 1983). The /l/ sound has both formants and

antiformants and, therefore, is similar to nasal sounds.

Traditional phonetics distinguishes between two types of /l/: “light” /l/ and

“dark” /l/ (Shriberg and Kent, 1982). Which type occurs in speech varies accord-

ing to syllable positions (with dark /l/ occurring finally as in “bell” and light /l/
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occurring initially as in “luck”) and phonetic context (dark /l/ next to back vowels

and light /l/ next to front vowels) (Lehman and Swartz, 2000; Sproat and Fujimura,

1993). Acoustically, light /l/ has a relatively lower F1 and higher F2 (Espy-Wilson,

1992; Lehiste, 1964; Lehman and Swartz, 2000). Lehman and Swartz (2000) re-

ported that, for light /l/ but not for dark /l/, the F2 and F3 were often weak or

absent and the vowel context had a great acoustic effect. However, acoustic and

articulatory properties which are intermediate to those of dark /l/ and light /l/

have been known (Narayanan et al., 1997; Sproat and Fujimura, 1993). Sproat and

Fujimura (1993) argued that the dark /l/ and the light /l/ were not two distinct

elements. Instead, the /l/ is phonetically implemented as a lighter or darker variant

depending on factors such as the /l/’s position within the syllable and the duration

of the prosodic context containing /l/.

2.2.2 /l/ articulation

The /l/ sound is typically produced with linguo-alveolar contact along the

midsagittal line such that air flows along one or both sides of the tongues. The

space behind the linguo-alveolar contact is called the supralingual cavity, and the

flow channels along the sides of the tongue are called lateral channels. In most cases,

air flow above the tongue is occluded at the lingual-alveolar contact around 1-2.5

cm behind the lips (Panchapagesan, 2003).

The /l/ involves the bifurcation of the air flow around the linguo-alveolar

contact, which allows the sound to radiate from the opening at the sides, and it was
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reported that this bifurcation causes the zero(s) in the spectrum (Narayanan et al.,

1997; Stevens, 1998; Zhang and Espy-Wilson, 2004).

The articulation variability in /l/ production was not described as much as

in the case of /r/. The number of lateral channels, linguo-alveolar contact and the

tongue shape are the main concerns in articulatory configurations. Articulatory

studies have shown differences in the production of the /l/ sound (Giles and Moll,

1975; Narayanan et al., 1997). Giles and Moll (1975) reported that linguo-alveolar

contact is not often observed in the dark /l/ in American English. Narayanan

et al. (1997) did an articulatory study of /l/ based on MRI from four subjects, two

females and two males and their midsagittal sketches are shown in Figure 2.4. They

found that primary tongue-shape mechanisms for /l/ are responsible for the linguo-

alveolar contact, inward-lateral compression and convex shaping of the middle and

back tongue body. The flattening or grooving of the tongue body immediately

behind the linguo-alveolar contact is a secondary feature, but it varies. For the light

/l/ of AK as shown in Figure 2.4, the tongue tip is lowered, the mid part of the

tongue is raised and the tongue back is lowered to form a concave shape. For the

light /l/ of MI, the tongue tip is raised, the mid part of the tongue is lowered and

the tongue back is raised to form a convex shape. For some speakers such as PK,

the tracing of the tongue shape is more or less flat. The dark /l/ in PK does not

have a linguo-alveolar contact.

The main articulatory difference between light /l/ and dark /l/ are the greater

retraction of the anterior tongue body in dark /l/ (Narayanan et al., 1997) and larger

linguo-alveolar contact in light /l/ (Panchapagesan, 2003). Dark /l/ shows smaller
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Figure 2.4: Tracings of the midsagittal profiles of the vocal tracts for different

subjects during /l/ production (four subjects AK, MI, PK, SC) (Narayanan et al.,

1997).

pharyngeal areas than light /l/ due to the more retracted tongue body and its

possible raising towards the velum (Narayanan et al., 1997). In some cases, dark

/l/ was found to have little or no linguo-alveolar contact (Narayanan et al., 1997).

2.2.3 /l/ vocal tract modeling

Early work in /l/ vocal tract modeling was done by Fant (1970) for Russian. He

classified /l/ into two varieties, the “palatalized” /l/ and the “non-palatalized” /l/.

The “non-palatalized” /l/ has a constriction in the uvular region. His model has a
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supralingual cavity along a combined channel, and the area function was estimated

from an X-ray midsagittal image. He explained the formant-cavity affiliations as

follows. F1 was produced by a Helmholtz resonator due to the alveolar constriction,

and F2 was produced by the half-wavelength resonator formed by the back cavity.

In the non-palatalized /l/, F2 can be explained by the perturbation theory. F3

was associated with the oral cavity anterior to the occlusion. F4 in the “non-

palatalized” /l/ comes from the cavity between the uvular and the occlusion, and F4

in the “palatalized” /l/ comes from the cavity between the larynx and the occlusion.

The zero was caused by the supralingual cavity behind the tongue occlusion. He

suggested that the effect of the pole-zero pair is to make F4 take the role of F3.

However, he claimed that the pole-zero pair is not as important as the pole-zero

pair of the nasal sounds.

Stevens (1998) used a model similar to Fant (1970), as shown in Figure 2.5.

Stevens (1998) considered one articulatory configuration where there is contact be-

tween only one of the lateral edges of the tongue and the palate, and therefore there

is only one channel. In Steven’s model, F1 and F2 have the same formant-cavity

affiliations as in Fant’s model. There are two half-wavelength resonance frequencies

from the back cavity, around 2.8 kHz and 3.9 kHz, and there is a resonance around

3.5 kHz from the front cavity anterior to the occlusion. The zero for the side branch

is in the range of 2.2-4.4 kHz. Hence in the range of 1.5 to 4 kHz, the /l/ spectrum

has a cluster of three formants and one zero. The variability of this cluster pattern

increases the complexity of the /l/ spectrum. Stevens (1998) explained the effect

of the possible asymmetry between the lateral channels that are formed along the
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Figure 2.5: Stylized model of /l/ (Stevens, 1998).

Figure 2.6: Simple-tube model of the vocal tract for /l/ sound production

(Zhang and Espy-Wilson, 2004) (1,2,3- back cavity, 4-lateral channel(s), 5-lips, 6-

supralingual cavity).

sides of the linguo-alveolar occlusion and this asymmetry will lead to additional

zeroes in spectrum, which may cause double peaks or a formant that is split into a

pole-zero-pole cluster. Stevens (1998) also pointed out that the zeros not only shift

the formants of /l/, but also modify the overall spectrum between 2.5-4 kHz.

Narayanan et al. (1997) collected MRI data of /l/ from four speakers and those

data can be used for vocal tract modeling of /l/. Narayanan et al. (1999) studied

a Tamil /l/ using MRI from one male subject , but they did not study the effect of

two lateral channels.
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Much of the work on vocal tract modeling of /l/ was focused on the sources of

zeros in the spectrum. Prahler (1998) studied the detailed effects of the two lateral

channels with asymmetry, but the supralingual cavity was not considered. Prahler

(1998) used a simple tube model for /l/ and was able to determine the zero in the

spectrum for different areas and lengths of each channel. The first zero was found

to be at c/(l1 + l2), where c is the speed of sound in air, and l1 and l2 are the lengths

of each channel. Prahler (1998) has shown that if two uniform channels are of the

same length, the pole-zero pair will be at the same frequency and, as a result, cancel

each other. However, if two uniform channels are not of the same length, the poles

and zeros will be at different frequencies. Prahler (1998) also has shown that, in

order to produce a zero at 2-3 kHz, the combined length of the channels needs to be

around 16 cm long, which is larger than that measured from MRI data (Narayanan

et al., 1997; Zhang and Espy-Wilson, 2004) or predicted by Fant (1970).

Zhang and Espy-Wilson (2004) developed a vocal tract model with parallel

lateral channels and a supralingual cavity, as shown in Figure 2.6. It was found

that, with the dimensions estimated from MR images of a male speaker, the lateral

channels produced a pole-zero pair in the frequency range of 2-5 kHz, and the

supralingual cavity produced an additional pole-zero pair in the same frequency

range. These two types of pole-zero pairs result in a low-amplitude and relatively

flat spectral shape in the F3-F5 region. The subject’s axial linguo-alveolar contact

in this study was very small, about 1-2 cm long. But the effective lengths of the

two lateral channels were longer due to the flow split property in the vocal tract.

The vocal tract cross sections in the region immediately posterior to the midsagittal
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contact were divided artificially into three regions which consist of one supralingual

cavity and two lateral channels. The two lateral channels are longer than the actual

length of the linguo-alveolar contact, with 5.0 cm for the channel 1 and 3.4 cm for the

channel 2. Panchapagesan (2003) did a similar study using area functions extracted

from MR images from two speakers, one female and one male. He found that the first

major zero occurred around 1.5-3 kHz due to the supralingual cavity, and the second

zero is around 2.5-4 kHz due to the asymmetry in the lateral channels. However,

there is no work on a vocal tract model for the case where the linguo-alveolar contact

is not complete so that there is no occlusion, but rather a constriction.

2.3 Problems with the current vocal tract models of liquids

There are several problems in the current vocal tract models of liquids:

• Most existing models of vocal tract acoustics for liquids have been developed

based on an idealized vocal tract (Stevens, 1998) and some of the data were

from midsagittal X-ray images (Delattre and Freeman, 1968; Fant, 1970). Only

a few studies of liquids are carried out using MR images for area function data

(Alwan et al., 1997; Espy-Wilson et al., 2000; Narayanan et al., 1997; Ong and

Stone, 1998; Panchapagesan, 2003; Prahler, 1998; Story et al., 1996).

• There were very few subjects in the MRI studies of liquids. There were only

one to four subjects in each of the previous studies (Alwan et al., 1997; Espy-

Wilson et al., 2000; Narayanan et al., 1997; Ong and Stone, 1998; Story et al.,

1996).
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• Area function extraction of the liquids was based on an assumed vocal tract

model configuration and planar wave propagation was assumed. For example,

treating the front cavity for /r/ as a side branch, or treating the “cul-de-sac”

supralingual space as a side branch for /l/ assumes a vocal tract model with

a side branch. Three dimensional (3-D) acoustic analysis of the vocal tract

is needed to validate these assumptions and to provide guidance on how to

obtain the area functions for each channel or side branch.

• The acoustic response of the area function vocal tract model may not be

able to estimate the formants and zero frequencies accurately since it is a

simplification of the 3-D vocal tract. Finite element method (FEM) based

acoustic analysis (Burnett, 1988; Motoki, 2002) is a standard procedure for

studying the 3-D vocal tract acoustics and it can give us the ground truth for

the acoustic response if the geometry reconstruction is accurate. Also, cross

modes in the vocal tract may produce zeros (Motoki, 2002) which has to be

revealed by the 3-D FEM analysis. Given the complexity of the vocal tract

geometry for liquids, 3-D FEM should be employed in the vocal tract modeling

of liquids.

• Due to the slow scanning speed of the MR machine, MRI’s application is

limited to sustained sound production, which means only static vocal tracts

can be imaged. Generally, dynamic MRI is not readily available for studying

the dynamics of the vocal tract, although Narayanan et al. (2004) got one

MR slice at each instant for dynamic speech production and Takemoto et al.
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(2006b) used cine-MRI to study temporal changes of the vocal tract area

function.

• The ideal way of vocal tract modeling is to integrate a 3-D tongue model into

the vocal tract model, so that any kind of articulatory configurations can be

simulated by manipulating the tongue model. However, the current available

tongue models are not good enough for this purpose (Badin and Serrurier,

2006; Dang and Honda, 2004; Engwall, 2003; Gerard et al., 2003; Stone, 1990;

WilhelmsTricarico, 1995, 1996).

2.4 Acoustic feature variability and the speaker-discriminating prop-

erty of liquid sounds

2.4.1 Acoustic feature variability

In addition to factors such as gender, dialect, vocal tract length, and speaking

styles, diversity of the tongue shape for liquids might be another factor that increases

the inter-speaker variability in speech. Given the various articulatory configurations

produced for liquids across speakers, the acoustic inter-speaker variability of liquids

might be relatively larger than it is for other sounds. This inter-speaker variability

may be beneficial in distinguishing one speaker from another. This idea motivated

Goldstein (1976) to look at features based on formants track, and statistics F-ratios

were calculated and speaker identification tasks were performed in his study. The

formant structures of three diphthongs, four tense vowels and three retroflex sounds
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were examined for possible speaker-identifying features. The inter-speaker variabil-

ity of about 200 measures made on these formant tracks was compared initially with

the intra-speaker variability through the calculation of F-ratios. The two features

that were most effective in identifying speakers were the minimum second formant

value in /r/ after the vowel /aa/ and the maximum first formant of /r/ after the

vowel /aa/. The drawback of this study is that the database included only ten

speakers of American English with ten sentences and ten repetitions. Nolan (1983)

studied the intra- and inter-speaker variabilities of /r/ and /l/ in terms of F1-F3.

In his study, fifteen speakers were used and each one read fifteen words including

/r/ and fifteen words including /l/. He found that the liquids /r/ and /l/ provide

moderate performance in speaker identification, and pointed out they are less useful

than the nasal sounds. In Nolan’s study, /r/ F-ratios in terms of F1-F3 were found

to be larger than the corresponding F-ratios in /l/. This might be because of the less

intra-speaker variability in /r/ and greater degree of coarticulation of /l/. However,

the speakers spoke British English in Nolan’s study and British English has less

variety of tongue shapes for /r/ than what occurs in American English (Delattre

and Freeman, 1968).

Although there are some studies on analyzing variability in speech in terms of

phonetic, contextual, channel, and speaker variability (Kajarekar, 2002; Kajarekar

et al., 1999), there is no thorough study on phoneme variability in American English.

Sun and Li (1995) performed ANOVA ( Analysis of Variance) analysis for individual

phonemes, using mel-frequency cepstrum coefficients (MFCC) extracted from the

TIMIT database (TIMIT, 1990). However, the results for liquids in terms of speaker
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variability were not reported.

2.4.2 Speaker-discriminating ability

Without studying acoustic feature variability of phonemes, Eatock and Mason

(1994) studied the relative speaker discriminating properties of phonemes in British

English by performing a speaker verification test. The database used is of telephone

quality, comprising 125 speakers each uttering six sentences from a pool of 201

sentence-texts. The input features consisted of 12th order cepstral coefficients. The

nasal sounds and the vowels were found to provide the best performance, followed

by fricative, affricates and liquids. Similar results were found in studying Dutch

phonemes (Heuvel and Rietveld, 1992).

Phonetic class-based speaker verification is a natural refinement of the tra-

ditional single Gaussian mixture model (GMM) scheme. Its objective is to model

the voice characteristics at the level of the phoneme (Antal and Toderean, 2006;

Auckenthaler et al., 1999; Faltlhauser and Ruske, 2001; Hebert and Heck, 2003; Ka-

jarekar and Hermansky, 2001). It is desirable to find optimal class-specific acoustic

features for modeling each phoneme. Using the NIST (The National Institute of

Standards and Technology ) speaker verification evaluation data which is sampled

at 8 kHz, Kajarekar and Hermansky (2001) observed that vowel, diphthongs, nasals

and fricatives are the most important sounds for speaker verification. However liq-

uids were not included in the GMM model. Faltlhauser and Ruske (2001) used the

German Verbmobil database and included liquids as a class in the GMM model.
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Auckenthaler et al. (1999) found that while there is a strong correlation between

performance and the amount of training data, there is also an obvious difference

in discriminating ability among phonemes with the same amount of data. Antal

and Toderean (2006) used the TIMIT database and built pure phonetic GMMs. It

was observed that the discriminating power of phonemes was ranked in the order of

vowels, nasals, fricative and semivowels. However, if the training and test data for

each phoneme is made equal, the order was changed to nasals, vowel, semivowels,

and fricatives.

Hayakawa and Itakura (1994) found that the wider the frequency range is, the

higher the recognition rate is, and some speakers show significantly better perfor-

mances using the higher frequency band than using the lower one, so it is concluded

that there is a rich amount of speaker information contained in the higher frequency

band. Lin et al. (1996) did a study on high frequency performance in speaker iden-

tification task in TIMIT using MFCCs and found that the high frequencies band,

3.5-7 kHz, contain more reliable idiosyncratic information about the speaker.

2.5 Chapter summary

This chapter presents a literature survey on acoustics, articulation and vocal

tract modeling of /r/ and /l/ in American English. It also presents past work on

acoustic variability studies for phonemes and phoneme-based speaker recognition.

Previous studies of vocal tract modeling of liquids had limited articulatory

data from very few speakers. The vocal tract models of liquids in past literature
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were based on vocal tract area function which assumes planar wave propagation and

neglects the 3-D property of acoustics. A comprehensive study is needed on typical

articulatory configurations of liquids with MR images and acoustic data from more

speakers. Medical image processing software and the 3-D FEM tool are useful to

facilitate the detailed acoustic analysis on the complex vocal tract geometries for

liquid sounds. Based on MR images and 3-D FEM, the studies in Chapters 4 and

5 of this dissertation attempt to shed some light on vocal tract acoustics for some

typical articulatory configurations of liquids, i.e., retroflex /r/ vs. bunched /r/, and

light /l/ vs. dark /l/.

There are few studies on the acoustic feature variation and speaker discrimi-

native power of /r/ and /l/ in American English. The databases in previous studies

were limited to read words or sentences, or limited to telephone quality speech. No

study has been done on spontaneous speech sampled at 16 kHz. Such studies might

be helpful in finding optimal class-specific acoustic features for modeling the liquids

in a phonetic class-based speaker verification system. The study in Chapter 6 of this

dissertation attempts to find out the acoustic variability and speaker discriminative

power of liquids in a relatively large database which contains spontaneous speech.

For comparison, the results for liquids will be presented along with the results for

other sounds (vowels, nasals, glides, fricatives, affricates and stops).
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Chapter 3

Databases, tools and methodologies

This chapter describes the groundwork that has been done for the vocal tract

modeling of the liquids in American English and for their acoustic variability and

discriminative power study. This includes the details of two databases used in this

dissertation, the tools used or developed to process and analyze image and acoustic

data along with the details of the methodologies for 3-D vocal tract reconstruction,

3-D finite element analysis, the FEM-based area function extraction and the other

techniques necessary for this dissertation.

3.1 Databases

3.1.1 UC Database

the UC database was collected at the University of Cincinnati, USA by our

collaborators. This database was created for articulatory and acoustic studies of

liquids in American English and includes the MR images of the vocal tracts for sus-

tained American English /r/ and /l/ with a variety of tongue shapes from different

subjects (Tiede et al., 2004). Those subjects are from many different states, with

age ranging from 21 to 48. Their midsagittal MR images are shown in Figures 3.1

and 3.2. The subjects were instructed to pronounce sustained sounds (/r/ as in

“pour”, and /l/ as in “pole”) while they were being scanned by the MR machine.
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For each subject, MR images from coronal, axial and sagittal orientations were ob-

tained. Detailed MR scanning information is in Section 3.1.1.1. In addition to the

MR images, dental casts and CT (Computed Tomography) images of the dental

casts were obtained for each speaker for teeth compensation in the vocal tract seg-

mentation. This procedure was used because the MR machine cannot image the

teeth. Acoustic recordings of the sustained sounds, the nonsense words, and real

words were collected for further acoustic analysis.

There are 22 subjects (13 males and 9 females) in the UC database. Among

them, subjects 22 and 5 are selected for the comparison study of the vocal tract

modeling of liquids in this dissertation. These two subjects have similar vocal tract

dimensions and produce a typical retroflex /r/ and a typical bunched /r/, respec-

tively. Subject 5 can produce both a sustained light /l/ and a sustained dark /l/.

For convenience, subject 22 is renamed S1 and subject 5 is renamed S2 in the re-

maining chapters. The details about S1 and S2 are presented in Section 4.2 on page

49.

3.1.1.1 Image acquisitions

MR imaging in the UC database was performed on a 1.5 Tesla G.E. Echospeed

MR scanner with a standard phased array neurovascular coil at the University Hospi-

tal of the University of Cincinnati, USA. Subjects were positioned in supine posture,

with their heads supported by foam padding to minimize movement. The subjects

were instructed to remain motionless to the extent possible during and between
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Figure 3.1: Midsagittal MR image of /r/ for all 22 subjects in the UC database

(Tiede et al., 2004). (Subjects with circle on images were studied in this dissertation,

subjects 22 and 5 are renamed as S1 and S2 respectively in the remaining chapters.)
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Figure 3.2: Midsagittal MR image of /l/ for all 22 subjects in UC database (Tiede

et al., 2004). (Speakers with circle on images were studied in this dissertation,

subjects 22 and 5 are renamed as S1 and S2 respectively in the remaining chapters.)
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scans. For hearing protection and comfort, subjects wore earplugs during the entire

session. In addition, subjects’ ears were covered by padded earphones. Localiza-

tion scans were performed in multiple planes to determine the optimal obliquities

for orthogonal imaging. A midsagittal plane was identified from brain morphology.

Axial and coronal planes were then oriented to this midsagittal plane. During each

subsequent scan, the subject was instructed to produce sustained /r/ as in “pour”

or sustained /l/ as in “pole”for a defined period of time (between 5 and 25 seconds

depending on the sequence). T2 weighted 5 mm single shot fast spin echo images

were obtained in the midline sagittal plane with two parasagital slices. T1 weighted

fast multiplanar spoiled gradient echo (FMPSPGR) images (TR 100-120 ms, TE 4.2

ms, 75 degree flip angle) were obtained in the coronal and axial planes with a 5 mm

slice thickness. There was no gap between adjacent slices. The scanning regions for

the coronal and axial planes include the region from the surface of the vocal folds

to the velopharyngeal port and the region from the rear wall of the velopharynx to

the outside edge of the lips. Depending on the dimensions of the subjects’ vocal

tract, the data set comprised 24 to 33 images in the axial and coronal planes. For

all images, the field of view was 240 mm by 240 mm with an imaging matrix of

256 x 256 to yield an in-plane resolution of 0.938 mm per pixel. The MR imaging

technique used does not distinguish between bony structures such as teeth and air,

due to the low levels of imageable hydrogen. Thus, to avoid overestimation of oral

tract air space, CT scans of each subject’s dental cast were acquired on a GE Light-

speed Ultra multidetector scanner with a slice thickness of 1.25 mm, subsequently

superimposed on the volumes derived from MRI as described below. Images were
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resampled to 1.25 mm at 0.625 mm intervals to optimize 3-D modeling. The field of

view was 120 mm with an imaging matrix of 512 x 512 to yield an in-plane image

resolution of 0.234 mm per pixel.

3.1.1.2 Acoustic signal recording

During the MRI sessions, the subject’s phonation in the supine position was

recorded using a custom-designed microphone system (Resonance Technology Inc.),

and continuously monitored by a trained phonetician to ensure that the produc-

tion of /r/ remained consistent over the course of the experiment. Subjects were

instructed to begin phonation prior to the onset of scanning, and to continue to

phonate for a period after scanning was complete. A full audio record of the session

was preserved using a portable DAT tape recorder (SONY TD-800). Due to the

noise emitted by the scanner during the scans, the only portions of the subject’s

productions of /r/ or /l/ that can be reliably analyzed occur in the 500 ms after

phonation began, and before the scanner noise commenced, and in the 500 ms after

the scanner noise ceased while the subject continued to phonate. The recordings

are still quite noisy, but it was possible to measure F1-F3 with reasonable accuracy

during most scans. Subjects were also recorded acoustically in separate sessions in

a sound-treated room, using a Sennheiser headset microphone and a portable DAT

tape recorder (SONY TD-800). Subjects recorded a set of utterances encompassing

sustained productions of /r/ or /l/ plus a number of real and nonsense words con-

taining /r/ and /l/. As in the MR condition, subjects were instructed to produce
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/r/ as in “pour” or /l/ as in “pole”. In addition, they recorded sustained /r/ as

in “right”, “read”, “role”, “feel”, “light” and “lee”. For the sustained productions,

subjects were recorded in both upright and supine postures. The nonsense words

were “warav”, “wavrav”, “wadrav”, and “wagrav”, repeated with stress either on

the first syllable or the second syllable. The real words included /r/ and /l/ in

word-initial, word-final and intervocalic positions. For the real and nonsense words,

subjects were recorded in the upright posture. Acoustic data recorded in the sound-

proofed room are referred to as sound booth acoustic data. Recording conditions

were such that, in addition to F1-F3, F4 and F5 could be measured reliably.

3.1.2 Buckeye database

The Buckeye database (Pitt et al., 2005) is a free available corpus of sponta-

neous speech in American English. The purpose of creating this database was to

study phonological variation and its effects on speech recognition by human and

machines. It includes conversational speech of 40 speakers from central Ohio, USA

(half male and half female). The duration for each speaker’s conversation is about

30-60 minutes, sampled at 48 kHz. It has 307,000 words which are phonemically

labeled, so that this database can be used to analyze the acoustic variability for

each phoneme, and to carry out the phoneme-based speaker identification task in

this dissertation. It has more words phonemically labeled than some other similar

databases such as the TIMIT database (TIMIT, 1990) (6,300 words) and a sub-

set of the Switchboard database (Greenberg, 1997) (35,000 words of bandlimited
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telephone speech).

3.2 Tools

3.2.1 MIMICS

The medical image processing software package MIMICS (Materialise, 2007)

was used to segment the vocal tract from MR images and to obtain a 3-D recon-

struction of the vocal tract. This software has been widely employed in the medical

imaging field for MRI and CT image processing, for rapid prototyping, and for 3-D

reconstruction in surgery.

3.2.2 COMSOL MULTIPHYSICS

The FEM software COMSOL MULTIPHYSICS package (Comsol, 2007) was

used in 3-D acoustic analysis. In addition to supporting importation of CAD geome-

tries such as the STL file format, this software is also capable of solving problems

which have several partial differential equations (PDEs) coupled together. This

multiphysics modeling feature is very useful in the case where the wall compliance,

viscosity and heat conduction in the 3-D vocal tract are included in the modeling.

3.2.3 VTAR

VTAR (Vocal tract acoustic response) is a Matlab-based computer program for

vocal tract acoustic response calculation (Zhou et al., 2004). Based on a frequency-

domain model (Zhang and Espy-Wilson, 2004), VTAR is able to model various com-
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plex tube configurations such as a side branch and a two-channel module along with

sets of area functions. It considers the acoustic effect of radiation, viscosity, heat

conduction, and wall property. With input in the form of vocal tract cross-sectional

area functions, VTAR calculates the vocal tract acoustic response and the formant

frequencies and bandwidths. The user-friendly interface allows directed data input.

The program also provides an interface for input and modification of arbitrary vocal

tract geometry configurations, which is ideal for research applications. In addition

to the vocal tract acoustic response, VTAR also provides modules for format sensi-

tivity functions, susceptance plots, area function modification for targeted formant

patterns, and sound synthesis based on the vocal tract acoustic response.

3.2.4 MIT Lincoln lab speaker recognition system

The MIT Lincoln Lab’s speaker recognition system (Reynolds et al., 2000) was

used for testing the discriminating ability of liquids and other sounds in this disserta-

tion. This system uses a GMM-UBM model for an identification task (GMM:Gaussin

Mixture Model, UBM: Uniform Background Model). A UBM model is constructed

based on all of the training data, and then the UBM model is adapted for each

speaker’s GMM model. For the identification task, the scores for individual’s speaker

models are compared, and the speaker whose model has the highest score is the hy-

pothesized speaker.
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3.3 Methodologies

3.3.1 Image processing and 3-D vocal tract reconstruction

The reconstruction of 3-D vocal tracts using MIMICS proceeded in four steps.

Step (1) involved the segmentation between the tissue of the vocal tract and the air

space inside the vocal tract for each MR image slice in the coronal and axial sets.

Because the cross-section of the oral cavity is best represented by the coronal slices,

and the cross-section of the pharyngeal and laryngeal cavities are best represented

by the axial slices, the following procedure was used to weight them approximately.

First, the segmented axial slices were transformed into a 3-D model. Then, the

coronal slices were overlapped with the axial-derived model. As in Takemoto et al.

(2006b), we extended the cross-sectional area of the last lip slice with a closed

boundary halfway to the last slice in which the upper and lower lip are still visible.

The coronal slice segmentation in the pharyngeal and laryngeal cavities was then

corrected by reference to the axial slice 3-D model. Step (2) involved compensation

for the volume of the teeth using the CT scans, which were made in the coronal

plane. The CT images were segmented to provide a 3-D reconstruction of the

mandible and the maxillae with the teeth. This process was considerably easier than

for the MR slices described above, given the straightforward nature of the air/tissue

boundary in that imaging modality. The 3-D reconstruction of the dental cast was

then overlapped with the MRI coronal slices. The reconstruction of the maxilla cast

was positioned on the MR images by following the curvature of the palate. The

reconstruction of the mandible cast was positioned with reference to the boundary
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provided by the lips. In Step (3), the final segmentation was translated into a surface

model in STL (STereoLithography) format (Lee, 1999). Finally, the 3-D geometry

surface was smoothed using the MAGICS software package (Materialise, 2007). The

validity of the reconstructed 3-D vocal tract geometry was evaluated by comparing

midsagittal slices created from the reconstructed 3-D geometry with the original

midsagittal MR images. This method was also used to check for the possibility that

subjects had changed their vocal tract configuration for sustained /r/ or /l/ across

scans. The data sets of all the subjects in this study show very good consistency,

and overall boundary continuity between the tissue and the airway was achieved

successfully. Figure 3.3 shows the MR images in three views with the overlapped

3-D reconstruction of the vocal tract (dental casts are not displayed here).

3.3.2 3-D finite element analysis

The finite element method (FEM) was used in the acoustic simulation to obtain

the acoustic response of the 3-D vocal tract and to study the wave propagation at

different frequencies. The pressure isosurfaces at low frequency were used to extract

area functions. The governing equation for this harmonic analysis is the Helmholtz

equation,

∇.(1

ρ
∇p) +

ω2p

ρc2
= 0 (3.1)

where p is the acoustic pressure, ρ (1.14 kg/m3) is the density of air at body temper-

ature, c (350 m/s) is the speed of sound, and ω is the angular frequency (ω = 2πf ,

where f is the vibration frequency in Hz and the highest frequency in the harmonic
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(a) (b)

(c) (d)

Figure 3.3: Segmentation of the 3-D vocal tract from MR images. (a) midsagittal

view, (b) axial view (A-A), (c) coronal view (B-B), (d) reconstructed 3-D vocal

tract.
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analysis is 8000 Hz). The boundary conditions for the 3-D finite element analysis are

as follows, Glottis: Normal velocity profile as sinusoidal signal at various frequencies

Wall: Rigid Lips: The radiation impedance Z of an ideal piston in an infinitely flat

baffle (Morse and Ingard, 1968).

Z = ρc(1− J1(2kα)/(kα))jK1(2kα)/(2kα)) (3.2)

where k = 2πf/c, α =
√

A1/π, (A1 is the area of the lips opening ), J1 is the Bessel

function of order 1, K1 is the Struve function of order 1. The volume velocity at

the lips is measured by velocity integration over the cross section at the lips, and

the acoustic response of the vocal tract is defined as the volume velocity at the lips

divided by the volume velocity at the glottis. Note that for the purpose at hand,

the ideal piston model has been shown to be computationally equivalent to a 3-D

radiation model at the lips (Matsuzaki et al., 1996). The mesh for FEM was created

using tetrahedral elements as in the STL format.

3.3.3 Area function extraction

Area functions were generated by treating the vocal tract as a series of uniform

tubes with varying areas and lengths. The extraction of area functions from imaging

data is typically an empirical process. Baer et al. (1991), Narayanan et al. (1997)

and Ong and Stone (1998) based their area function extractions on a semi-polar grid

(Heinz and Stevens, 1964). In contrast, Chiba and Kajiyama (1941), Story (2006)

and Takemoto et al. (2006b) extracted area functions by computing a centerline

in air space and then evaluating the cross-sectional areas within planes chosen to
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be perpendicular to the centerline extending from the glottis to the mouth. Our

area functions were derived from the 3-D FEM model, so it might be expected

that the area function simulation and the simulated acoustic response from the

3-D model should be the same. However, it should be noted that area function

extraction, by transforming the bent 3-D geometry of the vocal tract into a straight

tube with varying cross-sectional areas (Chiba and Kajiyama, 1941; Fant, 1970),

necessarily involves considerable simplification. An additional and related problem is

that it assumes planar wave propagation and thus tends to neglect cross-mode wave

propagation and potential anti-resonances or zeros. Thus, we expect some small

differences between the simulation results using area function analysis and planar

wave propagation from simulation results obtained directly from the corresponding

3-D geometry (Sondhi, 1986).

In this study, the low-frequency wave propagation properties resulting from

the 3-D finite element analysis were used to guide the area function extraction from

the reconstructed 3-D geometry. This approach is quite similar to the centerline

approach. The logic of this procedure was as follows. As noted above, area function-

based vocal tract models assume planar wave propagation. Finite element analysis

at low frequencies such as 400 Hz (around F1 for /r/) produces pressure isosurfaces

that indicate approximate planar acoustic wave propagation. Thus, a tube model

derived from area functions whose cutting plane follows these pressure isosurfaces

should constitute a reasonable 1D model for the 3-D vocal tract. In this study, as

the curvature of the vocal tract changes, the cutting orientation in our method was

adjusted to be approximately parallel to the pressure isosurface at 400 Hz. This
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procedure was performed by recording the coordinates of the isosurfaces. Those

coordinates are then used to determine the cutting planes. The distance between

two sampling planes was set to be the distance between their centroids. Vocal tract

length was estimated as the cumulative sum of the distance between the centroids.

The cutting plane gap was about 3 mm. Since this method was based on the 3-

D reconstructed geometry instead of sets of MR images, pixel counting and other

manipulations such as reslicing of images are not needed. The area calculation is

based on the geometric coordinates of the reconstructed vocal tract. As noted above,

the reduction of a vocal tract 3-D model to area functions requires considerable

simplification. To assess the degree to which our area function extraction preserved

essential aspects of the vocal tract response, we compared the simulation output from

the 3-D FEM model to the acoustic response of VTAR. The vocal tract response

from the 3-D model and from VTAR were, in turn, evaluated by comparison with

formant measurements from real speech produced by the subjects, as described in

Section 4.5 on page 55.

3.3.4 Formant measurement of acoustic data

Formants from both sound booth and MR acoustic recordings were measured

by an automatic procedure that computed 24th order linear prediction coefficients

(LPC) over a 50 ms window from a stable section of the sustained production. The

50 ms window for the MR acoustic data was taken from the least noisy segment

of the approximately 500 ms production preceding the onset of MR scanning noise.
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Only F1-F3 were measured in the MR acoustic recording because the noise in the

high frequency region masked the higher formants very effectively. To maximize

the comparability of the MR and sound booth acoustic measures, the latter were

measured from productions recorded when the subjects were in supine posture. The

formant values of the sustained /r/ or /l/ in MRI sessions are the average of the

measurements from all the scans including midsagittal, axial and coronal scans.

3.3.5 Formant sensitivity functions

The acoustic sensitivity of one specific formant frequency to change of the

vocal tract area function is used to analyze the formant-cavity affiliations. If one

formant is only sensitive to a certain part of the vocal tract, that means that formant

is produced by that part of the vocal tract.

The acoustic sensitivity function of the formants is defined as the difference

between the kinetic energy (KE) and potential energy (PE) as a function of distance

starting from the glottis, divided by the total energy (TE) (sum of kinetic and

potential energy in the system)(Fant and Pauli, 1974; Story, 2006). The sensitivity

function is written as

Sn(i) =
KEn(i)− PEn(i)

TEn(i)
n=1-5 and i=1-N (3.3)

where n is the formant number, and i is the section number of the vocal tract area

function. Section 1 is the first section starting from the glottis, and N is the last

section at the lips, and

TEn =
N∑

i=1

(KEn(i) + PEn(i)) (3.4)
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KEn(i) =
1

2

ρl(i)

α(i)
|Un(i)|2 (3.5)

PEn(i) =
1

2

α(i)l(i)

ρc2
|Pn(i)|2 (3.6)

where α(i) and l(i) are the cross section area and length of section i of the vocal

tract area function respectively. U(i) and P (i) are the volume velocity and pressure

at section i. ρ is the density of air and c is the speed of sound. The relative formant

change corresponding to the area function change is described by Equation 3.7 where

Fn is the nth formant, �Fn is the change of the nth formant, Ai is the area of the

ith section and �Ai is the area change of the ith section.

�Fn

Fn

=
N∑

i=1

Sn(i)
�Ai

Ai

(3.7)

3.4 Chapter summary

In this chapter, the details of two databases used in this dissertation are pre-

sented along with the tools used or developed to process and analyze image and

speech data. Details of the methodologies used for 3-D vocal tract reconstruction,

3-D FEM, area function extraction and other techniques necessary for this disserta-

tion are also presented. All the findings described in chapters 4, 5 and 6 are based

on the databases and techniques presented here.
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Chapter 4

Acoustic modeling of retroflex /r/ and bunched /r/

4.1 Introduction

This chapter presents the study of two subjects who have similar vocal tract

anatomy but produce very different bunched and retroflex tongue shapes for /r/.

The vocal tract midsagittal MR images of these two subjects are shown in the top

panel of Figure 4.1. As the middle panel of Figure 4.1 shows, the subjects’ acoustic

profiles resemble those discussed in Delattre and Freeman (1968) and Westbury et al.

(1998) in that their F1, F2 and F3 values are similar. However, the two subjects

also show very different patterns for F4 and F5. In particular, the distance be-

tween F4 and F5 for the retroflex /r/ is double that for the bunched /r/. The lower

panel of Figure 4.1 shows examples of the same F4/F5 pattern drawn from running

speech from production of the nonsense word “warav”. The question of whether

different patterns of the higher formants are a consistent feature of bunched vs.

retroflex tongue shape has been asked. If so, this difference in acoustic signatures

may be useful for a number of purposes that involve the mapping between articula-

tion and acoustics, i.e. speaker recognition, articulatory training, speech synthesis,

etc. Alternatively, the different patterns of F4 and F5 may derive from structures

independent of tongue shape: for instance, additional cavities in the vocal tract such

as the laryngeal vestibule (Kitamura et al., 2006; Takemoto et al., 2006a), or the
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Figure 4.1: Top panel: Midsagittal MR images of two tongue configurations for

American English /r/. Middle panel: Spectrograms for nonsense word “warav”.

Lower panel: Spectra of sustained /r/ utterance. The left side is for S1 and the

right side is for S2.
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piriform sinuses (Dang and Honda, 1997). The key piece of evidence is whether such

structures differ in such a way as to explain the F4/F5 patterns across /r/ types.

The task of understanding this difference in formant pattern has been ap-

proached in the following way. First, magnetic resonance imaging (MRI) was used

to acquire a detailed three-dimensional geometric reconstruction of the vocal tract.

Second, finite element analysis has been performed to simulate the acoustic response

of the 3-D vocal tract and to study the wave propagation properties at different fre-

quencies. Third, area function models were obtained from the FEM analysis of 3-D

geometry. The resulting simulated acoustic response was verified against the 3-D

acoustic response. The area function models were then used to isolate the effects

of formant cavity affiliations by formant sensitivity functions and simple-tube mod-

els. The results of the simulation were compared to actual formant values from the

subjects.

4.2 Subjects

As described in Section 3.1.1, subjects 22 and 5 in the UC database were used

to study /r/, and they are renamed as S1 and S2 respectively. As Figure 4.1 shows,

S1 produces a retroflex /r/ and S2 produces a bunched /r/. Both subjects are male.

S1 was 48 years old and S2 was 51 years old at the time the data were collected.

S1 had lived in California, Minnesota and Connecticut and S2 had lived in Texas,

Massachusetts and Southwestern Ohio. Both spoke a rhotic dialect of American

English. The subjects were similar in palate length, palate volume, overall stature,
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Table 4.1: Dimensions of S1 and S2 in overall height, and volume, length, depth,

and width of the palate. The measurements of the palate are based on the dental

casts of the subjects. The width of the palate is the distance between edges of the

gum between the second premolar and the first molar on both sides of the upper jaw.

The length of the palate is the distance of the edges of the gum between the upper

middle two incisors and the cross section of the posterior edge of the back teeth.

The depth of the palate is the distance from the floor of the mouth to the cross

section with the lateral plane. The volume of the palate is the space surrounded by

the margin between the teeth and gums, the posterior edge of the back teeth, and

the lateral plane. Several techniques have been used to calculate the volume, all

of which gave the same answer within a certain range, and the average volume as

a matter of displacement in water is reported here. That measure was done three

times.
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and vocal tract length (see Table 4.1). The data from S1 and S2 are also compared

to that from other subjects with similar retroflex or bunched tongue shapes for /r/

collected in the larger study. These subjects are referred to as S3, S4, S5 and S6

and they are subjects 1, 20, 17, 19 in the UC database respectively. As described

in Section 3.1.1, the articulatory data collected for all subjects includes MRI scans

of the vocal tract for sustained natural /r/ or /l/, dental cast measurements and

Computed Tomography (CT) scans of the dental casts, and acoustic recordings

made at various points in time.

4.3 Reconstructed 3-D vocal tract geometries

The reconstructed 3-D vocal tract shapes for the retroflex /r/ of S1 and the

bunched /r/ of S2 are shown in Figure 4.2. The two shapes are significantly different

in several dimensions that are likely to cause differences in cavity affiliations. First,

S1’s retroflex /r/ has a shorter and more forward palatal constriction, leading to

a slightly smaller front cavity. At the same time, the lowered tongue dorsum of

the retroflex /r/ leads to a particularly large volume of the mid cavity between the

palatal and pharyngeal constrictions. Further, the transition between the front and

mid cavities is sharper for the retroflex /r/. This difference makes it more likely

that the front and mid cavities are decoupled for the retroflex /r/ of S1 than for the

bunched /r/ of S2. Unlike the speakers analyzed in Alwan et al. (1997) and Espy-

Wilson et al. (2000), neither S1 nor S2 shows a sublingual space whose geometry is

clearly a side branch to the front cavity. However, the two subjects’ overall vocal
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Figure 4.2: FEM mesh of the reconstructed 3-D vocal tract. (a) the retroflex tongue

shape, (b) the bunched tongue shape.

tract dimensions from the 3-D model are very similar. These dimensions are shown

in Table 4.2.

As noted above, the difference in the F4/F5 formant pattern between S1 and

S2 must be derived from a difference in vocal tract dimensions, either in small struc-

tures such as the piriform sinuses and laryngeal vestibule (Dang and Honda, 1997;

Kitamura et al., 2006; Takemoto et al., 2006a) or in tongue shape differences. The

laryngeal vestibule cavities were included in the 3-D model, but given the resolu-

tion of the MR data, the representation is relatively crude. The dimensions of the

piriform sinuses were measured and found to be similar to the range in length of 16

to 20 mm, and in volume of 2-3 cm3 reported in Dang and Honda (1997). Because

no significant differences were found between the subjects for either structure it is

concluded that the tongue shape differences between S1’s retroflex and S2’s bunched
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Table 4.2: Measurements on the reconstructed 3-D vocal tract in surface model

(STL file format).

/r/ are likely the major factor determining their differences in F4/F5 pattern. Pos-

sibly these cavities at the glottal end of the vocal tract are less influential for /r/

than for vowels due to the greater number, length, and narrowness of constrictions

involved.

4.4 FEM-based acoustic analysis and the derived area function vocal

tract models

In previous work, FEM analysis has been used to study the acoustics of the

vocal tract for open vocal tract sounds, i.e. vowels (Matsuzaki et al., 2000; Miki

et al., 1996; Motoki, 2002; Thomas, 1986). Zhang et al. (2005) applied this approach

to a 2-D vocal tract for a schematized geometry based on a single subject producing

/r/. In this study, the work by Zhang et al. (2005) has been extended by computing

the pressure isosufaces at various frequencies to 3-D vocal tract shapes based on S1’s

retroflex and S2’s bunched /r/. As Figure 4.3 shows, the retroflex and bunched /r/
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Figure 4.3: Pressure isosurface plots of wave propagation inside the vocal tracts of

the retroflex /r/ (S1 on the right side) and the bunched /r/ (S2 on the right side) at

different frequencies. (Pressure isosurfaces are coded by color: the red color stands

for high amplitude and the blue color stands for low amplitude.) (a) 400 Hz , (b)

1000 Hz , (c)1500 Hz , (d)3500 Hz , (e) 5400 Hz , (f) 6000 Hz.
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shapes have similar wave propagation. For both, as expected, the wave propagation

is almost planar up to about 1000 Hz. Between 1500 and 3500 Hz, a second wave

propagates almost vertically to the bottom of the front cavity. Above 4500 Hz, the

isosurface becomes more complex and part of the acoustic wave propagates to the

two sides of the front cavity. The results show that the wave propagation property

should be kept in mind when assuming planar wave propagation along the vocal

tract, particularly for antiresonances. Note that for both subjects, F4 and F5 occur

in the region below 4500 Hz.

The cutting orientations for the area functions based on the pressure isosur-

faces are shown in the upper panel of Figure 4.4 as grid lines. The area functions

themselves are shown in the lower panel of Figure 4.4. Spectra generated from 3-D

FEM and area functions are shown in Figure 4.5c and d. Formant values generated

are shown in Tables 4.3 and 4.4. Both comparisons show that the results from the

two methods match within 5 percent with each other. Note, however, that although

the FEM model produces zeros above 5000 Hz, they are not produced by the area

function vocal tract model because it does not contain side branches and is based

on only plane wave propagation.

4.5 Comparisons between vocal tract acoustic response and mea-

sured spectra

This section compares the results of calculations to acoustic spectra from ac-

tual productions by the subjects during (a) MR and (b) sound booth acoustic ses-
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Figure 4.4: Top panel: Grid lines for area function extraction inside the vocal tract.

Lower panel: Area function based on the grid lines. (In each panel, left side is for

S1 and right side is for S2.)
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Figure 4.5: For S1 and S2: (a) spectrum of sustained /r/ utterance in MRI session,

(b) spectrum of sustained /r/ utterance in the sound booth acoustic data, (c) the

acoustic response based on 3-D FEM , (d) the acoustic response based on the area

function.
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Table 4.3: Formants measured from S1’s retroflex /r/ compared with calculated

values from the 3-D FEM, tube model with area function model, and simple-tube

model, respectively (Unit: Hz). The percentage difference between the FEM formant

values and the actual subject formant values from MR (Δ1) and sound acoustic (Δ2)

sessions are also given. Note that due to background noise, only F1−F3 could be

consistently measured from the MRI acoustic data.

sions, respectively. The calculated results include (c) acoustic response from the

FEM analysis based on the 3-D model, (d) acoustic response from the VTAR com-

putational model using FEM-derived area functions. The FEM analysis makes no

assumptions regarding planar wave propagation, whereas, the area functions are

derived from cutting planes determined by the FEM at low frequency.

4.5.1 MR vs. sound booth acoustic data

Because the FEM analysis and area functions are both based on MR data, the

F4/F5 patterns would ideally have been extracted from the simultaneously recorded
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Table 4.4: Formants measured from S2’s retroflex /r/ compared with calculated

values from the 3-D FEM, tube model with area function model, and simple-tube

model, respectively (Unit: Hz). The percentage difference between the FEM formant

values and the actual subject formant values from MR (Δ1) and sound acoustic (Δ2)

sessions are also given. Note that due to background noise, only F1−F3 could be

consistently measured from the MRI acoustic data.
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acoustic signal (“MR acoustic data”). As noted previously, however, F4 and F5 are

masked in the MRI condition by the noise of the scanner. Hence, acoustic data

recorded in a sound booth (from the supine posture) were used for comparisons with

the calculated acoustic response results. Comparison between the MR and sound

booth acoustic data for the first three formants show that subjects’ productions

are, for the most part, highly similar as shown in Tables 4.3 and 4.4. There are

notable deviations in the F1 and F2 produced by S1 and in the F3 produced by

S2. While these differences probably indicate a slight difference in articulatory

configuration for sustained /r/, this same alternation between formant values can

also be seen in their running speech for both real and nonsense words . In all cases,

the characteristic F4/F5 pattern is maintained. The difference in F4/F5 pattern

between the retroflex configuration of S1 and the bunched configuration of S2 is

also observed when subjects produce /r/ in the upright posture. This is shown for

running speech in Figure 4.1. In addition, the formant values from sound booth

acoustic sustained productions recorded in upright posture are reported in Tables

4.3 and 4.4, for comparison to the values recorded in supine posture.

4.5.2 Comparison of actual formants to acoustic response from FEM

and area function

In Figure 4.5, spectra from subjects’ actual productions are shown along with

acoustic responses from the models for S1 and S2. As shown in Figure 4.5a and c (in

addition to Tables 4.3 and 4.4), the FEM method provides formant values for F1,
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F2, and F3 similar to those measured from actual productions in MRI sessions by

each subject. The percentage differences (between modeled and measured acoustics)

are also given in Tables 4.3 and 4.4. As Figure 4.5b, and Tables 4.3 and 4.4 also

show, the spacing between F4 and F5 in the sound booth data for actual speaker

production is much larger for the retroflex /r/ than for the bunched /r/ (a difference

of 1531 Hz vs. 796 Hz for the supine position, and 1469 Hz vs. 651 Hz for the upright

position). Notably, the FEM method also replicates this pattern of different spacing

between F4 and F5. A similar difference in spacing is also predicted by the VTAR

computer model using the extracted area functions (see Tables 4.3 and 4.4). Thus

these results support our methods for deriving a 3-D model. They also suggest that

the source of the differences in the F4/F5 pattern between the bunched and retroflex

/r/ follows from their respective differences in overall tongue shape.

4.6 Analysis based on vocal tract area function models

To gain insight into formant-cavity affiliations, the area function models were

used to obtain sensitivity functions for F1-F5. Additionally, the area function models

were simplified to arrive at models consisting of 3 to 8 sections (as opposed to about

70 sections), in order to gain insight into the types of resonators from which the

formants originate and the effects of area perturbations of these resonators. These

will be referred to as simple-tube models.
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4.6.1 Sensitivity functions of F1-F5

The definition of the formant sensitivity function is described in Section 3.3.5.

The calculated sensitivity functions Sn for F1-F5 are shown in Figure 4.6 (the left

panel is for S1 and the right panel is for S2). At a point where a curve for a given

formant passes through zero, a perturbation in the cross-sectional area will cause

no shift in the formant frequency. Otherwise, the curve shows how the formant will

change if the area is increased at that point. If Sn is positive at a certain point,

increasing the area at that point will increase the value of the nth formant. If Sn is

negative at a certain point, increasing the area at that point will decrease the value

of the nth formant. The number of such zero crossings on a curve is equal to 2N-1

(1, 3, 5 , 7, and 9 for F1-F5 respectively) as stated by Mrayati et al. (1988), where

N is the formant number for that curve.

As shown in Figure 4.6, the sensitivity functions for F1, F2 and F3 have some

similarities in their patterns for both the retroflex /r/ and the bunched /r/. In both

cases, F2 is mainly affected by the front cavity where the lip constriction with small

area and the large posterior volume between the lip constriction and the palatal

constriction act as a Helmholtz resonator. The frequency of a Helmholtz resonator

is given by

FH =
c

2π

√
A1

l1A2l2
(4.1)

where A1 and l1 are the area and length of the lip constriction and A2 and l2 are the

area and length of the large volume behind the lip constriction. From this equation,

FH will increase if the area of the lip constriction increases, or if the area of the large
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Figure 4.6: Acoustic sensitivity functions of F1-F5 for the retroflex /r/ of S1 and

S2.
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volume behind the lip constriction decreases. The sensitivity functions for F2 show

this behavior since it is significantly positive during the portion of the tube that

corresponds to the lip constriction and, conversely, significantly negative during the

portion of the tube that corresponds with the large volume.

This conclusion is supported by the spectra in Figures 4.7 and 4.8. Figures

4.7 and 4.8 compare the spectra from the full vocal tract model with the spectra

from the shortened vocal tract that includes only the front cavity as highlighted

(acoustic responses were calculated with radiation at the lips) and the spectra from

the shortened vocal tract that includes only the back cavity as highlighted (pressure

on the front side is assumed to be zero). As can be seen, the first resonance of the

front cavity is F2 from the full vocal tract for both subjects.

Based on the area function data of S1, Figure 4.9 shows how the F2/F3 cavity

affiliations switch when the front cavity volume is changed by varying its length.

When the front cavity volume exceeds about 17 cm3, there is a switch in formant-

cavity affiliation between F2 and F3. The front cavity resonance is so low that it

becomes F2 and the resonance of the cavity posterior to the palatal constriction be-

comes F3. It seems that the front cavity resonance may be F2 or F3 depending upon

the size of the volume of the Helmholtz resonator. This conclusion is supported by

the findings from two different subjects showing bunched configurations discussed in

Espy-Wilson et al. (2000). In that study, F3 was clearly derived from the Helmholtz

front cavity resonance. However, the subjects in that study had much smaller front

cavity volumes (of 5 cm3 and 8 cm3) relative to those of the current subjects S1 and

S2 (of 24 cm3 and 27 cm3) , respectively.
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Figure 4.7: Acoustic response of S1’s retroflex /r/ area function with front and back

cavities separately modeled. (Left side is the area function and the right side is

the corresponding acoustic response.) (a) area function of the whole vocal tract

and its corresponding acoustic response, (b) area function of the front cavity and

its corresponding acoustic response, (c) area function of the back cavity and its

corresponding acoustic response.
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Figure 4.8: Acoustic response of S2’s bunched /r/ area function with front and back

cavities separately modeled. (Left side is the area function and the right side is the

corresponding acoustic response.) (a) the dividing point between the front cavity

and the back cavity at about 12 cm, (b) the dividing point between the front cavity

and the back cavity at about 15 cm.
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Figure 4.9: F2/F3 cavity affiliation switching with the change of the front cavity

volume by varying its length (based on the area function data of S1).

Due to coupling between cavities along the vocal tract, F1 and F3 of both

retroflex and bunched /r/ can be affected by area perturbation along much of the

vocal tract. However, there are differences. The F1 sensitivity function for S1’s

retroflex /r/ shows a prominent peak in the region of the palatal constriction (be-

tween 12.6 cm and 14.6 cm), whereas the F1 sensitivity function for S2’s bunched

/r/ shows a prominent peak in the region of the palatal constriction (between 10.7

cm and 12.3 cm) and also a prominent dip in the region posterior to the pharyn-

geal constriction (between 1.6 cm and 2.8 cm). This difference in the F1 sensitivity

functions of the retroflex and bunched /r/s is due to the differences in the area

functions posterior to the front cavity. In the retroflex /r/, the areas of the palatal

constriction are much smaller than the areas of the back cavity posterior to the
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palatal constriction. This shape is more like a Helmholtz resonator for F1. In the

bunched /r/, the overall shape of the area function posterior to the front cavity is

similar to that of the retroflex /r/. However, the areas are more uniform so that F1

is the first resonance of a uniform tube (see discussion of simple tube modeling in

Section 4.6.2).

As the sensitivity functions indicate, F3 can be decreased by narrowing at

each of the three constriction locations along the vocal tract. Note, however, that

in both of these cases, F3 is most sensitive to the perturbation of the pharyngeal

constriction. It is relatively much less sensitive to the palatal constriction and even

less to the lip constriction. This result confirms the finding of Delattre and Freeman

(1968) that the percept of /r/ depends strongly on the existence of a constriction in

the pharynx.

Sensitivity functions for F4 and F5 have very different patterns for the retroflex

/r/ and the bunched /r/. In the retroflex /r/, F4 and F5 are affected only minimally

by the area perturbation of the front cavity, starting at the location about 14.8 cm

from the glottis, which means that they are resonances of the cavities posterior to

the palatal constriction. This conclusion is supported by the spectra in Figure 4.7

which shows that the first four resonances of that part of the vocal tract behind the

palatal constriction are close to F1, F3, F4 and F5. In the bunched /r/, F4 and F5

are not sensitive to the area perturbation of the cavity posterior to the pharyngeal

constriction and they are affected to some extent by the front cavity. Again, this

sensitivity to the front cavity is probably due to a higher degree of coupling between

the back and front cavities for the bunched /r/ relative to the retroflex /r/. Given
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the more gradual transition between the back and front parts of the vocal tract for

the bunched /r/, Figure 4.8 shows two possible divisions. In one case, the front

cavity is assumed to start at 11.8 cm from the glottis. In the other case, it starts 2.9

cm further forward, at 14.7 cm from the glottis. In both cases, the first resonance (a

Helmholtz resonance formed by the lip constriction and the large volume behind it)

of the front cavity is around 1000 Hz, the frequency of F2 in the spectrum derived

from the full vocal tract. However, this choice of a division point has a significant

effect on the location of the second resonance (a half-wavelength resonance of the

large volume between the lip constriction and the palatal constriction) from the

front cavity. If the front cavity starts at 11.8 cm, the second resonance is around

3300 Hz, the region of F4 from the full vocal tract spectrum. If the front cavity

starts around 14.7 cm, the second resonance of the front cavity is around 5500 Hz,

which corresponds to the region around F6 in the spectrum derived from the full

vocal tract.

4.6.2 Simple-tube modeling

Figure 4.10 shows simple-tube models for the retroflex and bunched /r/s along

with the original area functions and the corresponding acoustic responses. In the

first case of the retroflex /r/, as shown in Figure 4.10a, the simple model consists of

four tubes: a lip constriction, a large volume behind the lip constriction, a palatal

constriction and a long tube posterior to the palatal constriction (see Figure 4.10a).

Henceforth, the area forward of the palatal constriction will be referred to as the
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Figure 4.10: Simple-tube models overlaid on FEM-derived area functions at top

panel, and corresponding acoustic responses at bottom panel. (a) four element

simple-tube model of the retroflex /r/ of S1, (b) Seven element simple-tube model

of the retroflex /r/ of S1, (c) three element simple-tube model of the bunched /r/

of S2, (d) eight element simple-tube model of the bunched /r/ of S2.70



front cavity, while the area from the palatal constriction backward to the glottis will

be referred to as the long back cavity. As we saw from the sensitivity functions, F2

comes from the front cavity, acting like a Helmholtz resonator at low frequencies.

F1 comes from the long back cavity plus the palatal constriction, which together

act as a Helmholtz resonator at low frequencies. F3, F4 and F5 are half-wavelength

resonances of the long back cavity. The fact that the three formants are fairly

evenly spaced (see Figure 4.10a and b) is thus explained. Refinement of the simple

tube, by allowing additional discrete sections as in Figure 4.10b, indicates that if we

include the pharyngeal narrowing in our model, F3 is further lowered in frequency.

In addition, if we include the narrowing in the laryngeal region above the glottis,

F4 and F5 rise in frequency. The net results from these perturbations can be seen

in Figure 4.10b. These formant-cavity affiliations agree well with our understanding

from the sensitivity functions. Further, Tables 4.3 and 4.4 show that there is close

agreement between the formant frequencies measured from the actual acoustic data,

and those predicted both by the FEM-derived area functions and the simple-tube

model. In the case of the bunched /r/, the long back cavity has a wide constriction

in the pharynx and is more uniform overall, so that we model it initially as a quarter-

wavelength tube (see Figure 4.10c). If we then account for the pharyngeal narrowing,

F3 is lowered and F5 is raised. If we include the palatal constriction itself, F4 is

raised and F5 is lowered. Finally, including the laryngeal narrowing in the model

raises F4 and (to a lesser extent) F5. The net results of these manipulations are

shown in Figure 4.10d. Again, Tables 4.3 and 4.4 show that there is close agreement

between the formant frequencies predicted both by the FEM-derived area functions

71



(a)

(b)

Figure 4.11: Midsagittal MR images of the vocal tracts for retroflex and bunched

shapes (a subset of the UC database (Tiede et al., 2004)). (a) retroflex /r/s (Left:

S1, Middle: S3, Right: S4), (b) bunched /r/s (Left: S2, Middle: S5, Right: S6).

and the simple-tube model and measured from the actual acoustic data.

4.7 Formants in acousitc data of sustained /r/ and nonsense word

“warav”

As a partial confirmation of the hypothesis that the F4/F5 pattern shown by

S1 and S2 is a function of their retroflex and bunched tongue shapes, four extra sub-

jects’s acoustic data were studied. The midsagittal MR images of the four subjects

(S3, S4, S5, S6) are displayed along with S1 and S2 in Figure 4.11. S3 and S4 have

retroflex /r/ tongue shapes similar to S1, and S5 and S6 have bunched /r/ tongue

shapes similar to S2. The averaged spectra (from a 300 ms segment of sound booth

acoustic recordings) of the sustained /r/ sounds produced by the six subjects in the
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Figure 4.12: Spectra of sustained /r/ utterances from 6 speakers (3 retroflex /r/s

and 3 bunched /r/s). (a) retroflex /r/s (Left: S1, Middle: S3, Right: S4), (b)

bunched /r/s (Left: S2, Middle: S5, Right: S6).
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Figure 4.13: Spectrograms for nonsense word “warav” from 6 speakers (3 retroflex

/r/s and 3 bunched /r/s, only portion of spectrograms are shown in the figure with

/r/ in the middle). (a) retroflex /r/s (Left: S1, Middle: S3, Right: S4), (b) bunched

/r/s (Left: S2, Middle: S5, Right: S6.
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upright position are shown in Figure 4.12. As can be seen, the retroflex /r/s have

a larger difference in F4 and F5 than the bunched /r/s. The difference between F4

and F5 for S3 and S4 is about 1900 Hz and 2000 Hz, respectively, while the differ-

ence between F4 and F5 for S5 and S6 is about 500 Hz and 600 Hz, respectively.

These results are consistent with the results obtained from S1 and S2 in that the

spacing between F4 and F5 is larger for the retroflex /r/ than for the bunched /r/.

In addition, the formant trajectories of the nonsense word “warav” for all the

six subjects are shown in Figure 4.13 (note that the spectrograms of Figure 4.1 are

repeated here for comparison). The difference between F4 and F5 of /r/ at the

lowest point of F3 for S1, S3, and S4 is about 2100 Hz, 1500 Hz, and 1600 Hz,

respectively, while the differences between F4 and F5 of /r/ at the lowest point of

F3 for S2, S5, and S6 are about 700 Hz, 900 Hz, and 600 Hz, respectively. These

results indicate that, for these subjects, the difference between F4 and F5 for the

retroflex /r/ in dynamic speech is relatively larger than that in the bunched /r/

and provides additional support for the simulation result from the 3-D FEM and

computer vocal tract models based on the area functions.

4.8 Discussion

In this chapter, the relationship between acoustic patterns in F4 and F5 and

articulatory differences in tongue shape between subjects has been investigated.

The primary data come from S1 and S2, who produce sharply different bunched

and retroflex variants of /r/ associated with different patterns of F4 and F5. S1
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and S2 are particularly comparable because they resemble each other in terms of

vocal tract length and oral tract dimensions. The results suggest that bunched and

retroflex tongue shapes differ in the frequency spacing between F4 and F5. Further,

the F4/F5 patterns produced by S1 and S2 can be derived from a very simple

aspect of the difference between the two vocal tract shapes. For both S1’s retroflex

/r/ and S2’s bunched /r/, F4 and F5 (along with F3) come from the long back

cavity. However, for S1, these formants are half wavelength resonances, while for

S2, these formants are quarter wavelength resonances of the cavity. Additionally,

the finding of an F4/F5 difference in pattern is replicated in the acoustic data from

an additional set of four subjects, two with bunched and two with retroflex tongue

shapes for /r/. These results suggest that acoustic cues based on F4-F5 spacing may

be robust and reliable indicators of tongue shape, at least for the classic (tongue tip

down) bunched and (tongue dorsum down) retroflex shapes discussed here.

It appears that this spacing between F4 and F5 is due to the difference in the

long back cavity dimension/shape. In the case of the retroflex /r/, there is one long

back cavity posterior to the palatal constriction. Our simple-tube modeling and

the sensitivity functions show that F4 and F5 are half-wavelength resonances of the

back cavity. In fact, F4 and F5 are the second and third resonances of the back

cavity (F3 is the first resonance of this cavity). For S1, this half-wavelength cavity

is about 12 cm long which gives a spacing between the resonances of about 1460

Hz. The narrowing in the laryngeal regions shifts F4 and F5 upwards by different

amounts so that the spacing changes to about 1300 Hz. This spacing agrees well

with the 1469-1531 Hz measured from S1’s sustained /r/. For the bunched /r/,
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the back cavity can be modeled as a quarter-wavelength tube. Our simple-tube

modeling shows that F4 and F5 are the third and fourth resonances of this cavity.

The sensitivity functions, on the other hand, show that F4 and F5 are influenced

by the front cavity. This is probably due to the higher degree of coupling between

the front and back cavities for the bunched /r/ of S2. The length of the back cavity

for S2 is about 15 cm. Thus, the spacing between F4 and F5 for the bunched /r/

should be about 1150 Hz. However, the narrowing in the laryngeal, pharyngeal and

palatal regions decreases this difference to about 650 Hz as seen in Figure 4.10(d).

This formant difference agrees well with the value of 651-796 Hz measured from

S2’s sustained /r/. As a point of interest, the spacing between F4 and F5 in the

spectrograms of Figure 4.13 is generally greater across all of the consonants and

vowels for the speakers who produce the retroflex tongue shape for /r/ than it is

in the spectrograms for the speakers who produce the bunched tongue shape for

/r/. However, the difference does appear to be considerably enhanced during the

/r/ sounds with the lowering of F4 and the slight rising of F5 during the retroflex

/r/s, and the rising of F4 for S2 during the bunched /r/.

The relation of tongue shapes for /r/ to specific acoustic properties as found

in this study may be useful for development of speech technologies such as speaker

and speech recognition. For example, knowledge-based approaches to speech recog-

nition rely heavily on acoustic information to infer articulatory behavior (Hasegawa-

Johnson et al., 2005; Juneja and Espy-Wilson, 2008; Kinga et al., 2006). In addition,

speakers appear to use tongue shapes in very consistent ways (Guenther et al., 1999).

Thus, the use of a particular tongue shape for /r/ may produce acoustic character-
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istics that are indicative of a speaker’s identity, even if these characteristics are not

relevant to the phonetic content.

4.9 Chapter summary

In this chapter, two subjects whose productions of “retroflex” /r/ and “bunched”

/r/ show similar patterns of F1-F3 but very different spacing between F4 and F5

are contrasted. Using finite element analysis and area functions based on magnetic

resonance images (MRI) of the vocal tract for sustained productions, the results

of computer vocal tract models are compared to actual speech recordings. In par-

ticular, formant cavity affiliations are explored using formant sensitivity functions

and vocal tract simple-tube models. The difference in F4/F5 pattern between the

subjects is confirmed for several additional subjects with “retroflex” and “bunched”

vocal tract configurations. Results suggest that the F4/F5 differences between the

variants can be explained largely by differences in whether the long cavity behind

the palatal constriction acts as a half- or a quarter-wavelength resonator.
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Chapter 5

Acoustic modeling of lateral /l/

5.1 Introduction

The production of /l/ generally involves a linguo-alveolar contact and one or

two lateral channels along the parasagittal sides of the tongue blade. This is shown

in the midsagittal profile of Figure 5.1. The effect of these geometric features on the

acoustics of the vocal tract are not clearly understood. Particulary, /l/’s spectrum

has relatively weak energy in the F3-F5 region, as shown in the spectrograms of

Figure 5.2. It has been proposed that this weak energy in F3-F5 region was due

to the pole-zero clusters produced by the lateral channels and/or the supralingual

space (Fant, 1970; Prahler, 1998; Stevens, 1998; Zhang and Espy-Wilson, 2004), and

the complexity of /l/ spectrum was caused by the variability of zero’s frequency.

However these explanations were generally based on an assumed area function vocal

tract model, not based on the acoustic analysis of a 3-D vocal tract geometry. A

3-D acoustic study of the vocal tract of /l/ may provide extra insights on the /l/

production, and it may also give guidance on how to build an area function vocal

tract model of /l/.

This chapter presents a 3-D vocal tract acoustic study on two tongue shapes

of /l/ production in American English. One produced a sustained dark /l/, and

the other produced a sustained light /l/. Both tongue shapes are produced by the
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Supralingual
spaceLinguo-alveolar

contact

Lateral
channel(s)

Figure 5.1: Midsagittal profile of the vocal tract producing /l/, adapted from Stevens

(1998).

/l/

F1
F2
F3
F4

(a) “feel”

/l/

F1
F2

F3
F4

(b) “light”

Figure 5.2: Spectrograms of word “feel” and word “light”. (a) “feel” (dark /l/,

syllable final), and (b) “light” (light /l/, syllable initial).
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same subject. Based on reconstructed 3-D vocal tract geometries, the effects of the

lateral channel(s) and the linguo-alveolar contact on the vocal tract acoustics were

studied. The zero sources in the /l/ spectrum were the main focus in this study.

The format cavity affiliations were not studied here, because there is no sharp area

transition in /l/ production to acoustically decouple the vocal tract.

The task of understanding the zero sources in /l/ production has been ap-

proached in the following way. First, magnetic resonance images were used to ac-

quire a detailed 3-D geometric reconstruction of the vocal tract. Second, finite

element analysis has been performed to simulate the acoustic response of the 3-D

vocal tract. The wave propagation property at different frequencies has been studied

to understand the zero sources in the acoustic response. Third, area function models

were obtained from the FEM analysis of 3-D geometry and the resulting acoustic

response was verified against the 3-D acoustic response. Fourth, two simple 3-D

vocal tract models are studied to gain additional insights on the acoustic effects of

the lateral channels and the linguo-alveolar contact.

5.2 Subject

S2 in the UC database was selected for this /l/ production study. He produced

both a sustained dark /l/ and a sustained light /l/ with MR images acquired. But

the tongues shapes for these two /l/s are different, which is shown in the midsagittal

MR images of Figure 5.3. The dark /l/ was produced as /l/ in “pole”, and the

light /l/ was produced as /l/ in “lee”. The advantage of using one subject for
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(a) The dark /l/ (b) The light /l/

Figure 5.3: Midsagittal MR images of two tongue configurations of S2 for American

English /l/. (a) the dark /l/, and (b) the light /l/.

both /l/s is that the vocal tract anatomy difference between two subjects can be

avoided. Therefore, the acoustic effects caused by the tongues shape difference can

be identified. Remember that both of the tongue shapes are just two examples for the

/l/ production, and they are not exclusively for a light /l/ or a dark /l/’s production.

As shown in Figure 5.3, the dark /l/’s linguo-alveolar contact is established with

the tongue tip, and the light /l/’s is established with the tongue blade. The tongue

dorsum is lowered for the dark /l/, whereas the tongue dorsum is raised for the light

/l/. These articulation differences lead to the differences in the geometry of the

vocal tract. The linguo-alveolar contact for the dark /l/ is relatively shorter than

it is for the light /l/, so are the lateral channels around the contact. For the light

/l/, due to its raised tongue dorsum, there are lateral linguopalatal contacts which

separate the supralingual space as a side branch and also makes the lateral channels

longer. In the midsagittal slices, the boundary of the tongue was manually drawn

in red color for a better visualization of its shape.
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Figures 5.4a and 5.4b show the coronal MR slices at four different locations

for both the dark /l/ and the light /l/ respectively.

For the dark /l/, due to its shorter linguo-alveolar contact, there is only one

coronal MR slice with two lateral channels around the tongue, and this slice is

located at position 1. The coronal MR slices at three other positions (2, 3 and 4)

have only one pathway for the air flow. However, the missing teeth in the MR image

make the cross-section areas look larger than their actual areas.

For the light /l/, the coronal slice at position 1 in Figure 5.4b shows a cross

section of the two lateral channels around the tongue and also a sublingual space.

Due to the lateral linguopalatal contacts, the coronal slice at position 2 has three

pathways of air flow which include two lateral channels and one supralingual space.

In contrast, the dark /l/ does not have lateral linguopalatal contacts. In the light

/l/’s coronal slice at position 3, there is only one lateral linguopalatal contact on

the left side of the image (or the right side of the subject), so the supralingual space

is connected to one lateral channel on the right side. This means that the light /l/

has asymmetrical lateral linguopalatal contacts and, therefore, two asymmetrical

lateral channels with different lengths. The coronal slice at position 4 shows a much

smaller cross section area than the corresponding slice has for the dark /l/. This is

caused by the raised tongue dorsum in the light /l/.

83
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2
1 pathway over the 

tongue

3
1 pathway over 

the tongue

4
1 pathway over

the tongue

Midsagittal
MR slice

Coronal MR slices
1

Two lateral channels
without sublingual space

(a) The dark /l/

Midsagittal
MR slice

1 23 4

1
Two lateral channels
with sublingual space

2
3 pathways: over the 

tongue & 2 lateral channels

3
Two pathways

4
One pathway over

the tongue

Coronal MR slices

(b) The light /l/

Figure 5.4: Midsagittal and coronal MR images at different locations of S2. (The

boundary of the tongue in the midsagittal slice is manually drawn for better visual-

ization of its shape. The airways in the coronal slices are filled in yellow color) (a)

the dark /l/, and (b) the light /l/.
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5.3 Reconstructed 3-D vocal tract geometries

Figure 5.5 shows the sagittal and axial views of the 3-D reconstructed geome-

tries of the vocal tracts for the dark /l/ and the light /l/ respectively. In Figure

5.5a, the axial view of the dark /l/ shows a short linguo-alveolar contact which is

about 0.8 cm long. Therefore, the lateral channels are short too. In Figure 5.5b,

the linguo-alveolar contact for the light /l/ is about 1.7 cm long. This measure-

ment is consistent with the result from Narayanan et al. (1997) where the length of

the linguo-alveolar contact was found to be less than 2 cm. The axial view of the

light /l/ shows two asymmetrical lateral channels (about 4.9 cm long on the right

side vs. 2.1 cm long on the left side) and a separate supralingual space like a side

branch. These two asymmetrical lateral channels are created by the combination of

the linguo-alveolar contact and asymmetrical lateral linguopalatal contacts.

5.4 FEM-based acoustic analysis

5.4.1 Acoustic responses of 3-D FEM

Based on the reconstructed 3-D geometries in Figure 5.5, 3-D FEM analysis

has been performed for the dark /l and the light /l/. Instead of the ideal piston

radiation model, the pressure release boundary condition was applied at the lips in

the FEM analysis. The reason for this is twofold. First, the pressure release avoids

the radiation loss. Therefore, the pole/zero pair in the acoustic response is more

prominent than it is in the case of a radiation model. This is particulary important
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(b) The light /l/

Figure 5.5: FEM meshes of the reconstructed 3-D vocal tracts of S2. (a) the dark

/l/, and (b) the light /l/.
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when the pole and the zero come close to each other. Second, both the boundary

conditions give very similar acoustic responses in the 3-D FEM model, or in the

area function vocal tract model which will be described in Section 5.5 (page 94). It

is indicated that the choice of the boundary condition at the lips does not greatly

affect the acoustic response of /l/.

Figure 5.6 shows the midsagittal MR images, the acoustic responses of 3-D

FEM, and the spectra of booth acoustic data for both the dark /l/ and the light

/l/, respectively. Table 5.1 lists the measurements of F1-F3 from 3-D FEM and

booth acoustic spectra. Zeros from 3-D FEM are also listed. However, there is no

systematic method for detecting zeros in the spectra of the acoustic booth data and

the values presented here are manually measured by locating the frequencies of deep

valleys in the spectra.

It can be seen in Figure 5.6 and Table 5.1 that the acoustic responses of the

dark /l/ and the light /l/ and the spectra derived from the booth acoustic data

have very similar patterns in F1, F2 and F3. However, they have different zeros. In

the 3-D FEM, the dark /l/ has a zero at 4000 Hz, whereas the light /l/ has zeros

at 2350 Hz, 2950 Hz, and 4490 Hz. The zero at 2350 Hz in the light /l/ is hard to

detect, because the pole-zero pair are very close to each other.

There are some discrepancies in F1-F3 between the acoustic response of the

3-D FEM and the spectra of the booth acoustic data. For example, the difference

in F2 is more than 400 Hz, in both the dark /l/ and the light /l/. There are some

reasons for this discrepancy, including the coarse MR image quality and subject

articulation inconsistency in two different environments (MR room vs. acoustic
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(a)

(b)

(c)

Figure 5.6: For S2 (left: the dark /l/; right: the light /l/): (a) midsagittal MR

images, (b) acoustic responses based on 3-D FEM, and (c) spectra of sustained /l/

utterance in booth acoustic data (/l/ as in “pole” or /l/ as in “lee”).
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Table 5.1: Formants and zeros measured from S2’s sustained /l/ utterance compared

with calculated values from the 3-D FEM (Unit: Hz). (The zeros measured from

spectra of acoustic booth data are denoted with symbol ‘*’. There is no systematic

method for detecting zeros in spectra and the values presented here were manually

measured by locating the frequency of deep valley in the spectra.)

Dark /l/ of S2 Light /l/ of S2

Booth data Booth data
in supine position 3-D FEM in supine position 3-D FEM

F1 375 490 390 470

F2 625 1090 750 1150

F3 2625 2330 2625 2410

Zero(s) 3980* 4000 2890*, 3560* 2350, 2950, 4490

89



booth). Considering that both the dark /l/ and the light /l/ have the similar trend

in this discrepancy, the subject may have used a different articulatory configuration

during the booth data recording. Surprisingly, the zeros match well between the

3-D-FEM and the booth acoustic data.

5.4.2 Wave propagation at different frequencies

In order to understand why the zeros differ between the dark /l/ and the light

/l/ and how the zeros are related to the articulatory configurations, particularly the

linguo-alveolar contact and the supralingual space, the wave propagation properties

at different frequencies inside the vocal tract have been studied.

Figure 5.7 shows the pressure isosurfaces for the dark /l/ at 500 Hz and 4000

Hz. The wave propagation at 500 Hz, which is indicated by the pressure isosurfaces,

is approximately planar, even in the region immediately posterior to the linguo-

alveolar contact. However, at 4000 Hz, a cross mode appears in the region posterior

to the contact. When the wave propagates as a cross mode, it propagates towards

the two sides of the vocal tract, and hardly comes out from the lips. Therefore, the

volume velocity at the lips is extremely small and a zero is produced.

The lateral channels for the dark /l/ are about 1 cm long. It will be shown

in Section 5.6 (page 106) that two lateral channels with one or two cm long are too

short to produce a zero at 4000 Hz. The two lateral channels described in Zhang

and Espy-Wilson (2004) are 3.4 cm and 5.0 cm long respectively, and they are much

longer than the lateral channels for the dark /l/ here. In Zhang and Espy-Wilson

90



Sagittal view Axial view (view 
from the top)

Sagittal view Axial view (view 
from the top)

(a) 500 Hz

(b) 4000 Hz

Figure 5.7: Pressure isosurface plots of wave propagation inside the vocal tracts of

the dark /l/ of S2 at different frequencies. (Pressure isosurfaces are coded by color:

the red color stands for high amplitude and the blue color stands for low amplitude.)

(a) 500 Hz, and (b) 4000 Hz.
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Sagittal view Axial view (view 
from the top)

(a) 500 Hz (b) 2350 Hz

(c) 2950 Hz (d) 4490 Hz

Figure 5.8: Pressure isosurface plots of wave propagation inside the vocal tracts of

the light /l/ of S2 at different frequencies. (Pressure isosurfaces are coded by color:

the red color stands for high amplitude and the blue color stands for low amplitude.)

(a) 500 Hz, (b) 2350 Hz, (c) 2950 Hz, and (d) 4490 Hz.
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(2004), the supralingual cavity is another source of zeros, but the dark /l/ we studied

here does not have a separated supralingual cavity.

Another alternative explanation of the zero source in the dark /l/ is the asym-

metry of the two effective lateral channels. The cross mode changes the approximate

planar wave propagation into a more complex propagation, and the effective lateral

lengths are modified to be longer than the real lateral channel length. Thus a zero

around 4000 Hz is produced.

Figure 5.8 shows the pressure isosurfaces for the light /l/ at frequencies 500

Hz, 2350 Hz, 2950 Hz and 4490 Hz. The asymmetry of the vocal tract due to the

linguo-alveolar contact and the linguopalatal contact make the wave propagation

more complex than it is in the case of dark /l/. At 500 Hz, the wave propagation in

each branch (the right lateral channel or the left lateral channel plus the supralingual

space) is approximately planar. At the first zero 2350 Hz, both branches have

approximately planar wave propagation. The zero is attributed to the asymmetry

between the two lateral channels. It is produced when the volume velocity output

of the two lateral channels are 180 degree out of phase. At 2950 Hz, the pressure

isosurfaces in the supralingual space makes it like a separate side branch of the

vocal tract. The side branch has zero impedance and traps all of the energy at this

frequency. Therefore, a zero is produced by the supralingual cavity. At 4490 Hz, the

cross mode appears just as it does in the dark /l/, which produces the third zero.
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5.5 Area function based vocal tract modeling of /l/

Based on the wave propagation properties, area function vocal tract models

of /l/ can be obtained from the 3-D vocal tract geometry, as done in Chapter 4.

However, given its complex articulatory configuration, a more detailed vocal tract

model as in Zhang and Espy-Wilson (2004) (see Figure 2.6 in Chapter 2) is needed.

The complex geometry of /l/ production makes the area function extraction process

difficult. Dividing the vocal tract into different components and assigning an area

function to each component is not straightforward. Translating a 3-D geometry into

a set of area functions is a simplification process. The objective here is to make

the area function vocal tract model reproduce the main characteristics of the 3-D

acoustic response from 3-D FEM, including the formants and zeros. This might

have to be done based on a trial-and-error process.

5.5.1 Area functions of the dark /l/

Figure 5.9a shows a schematic of area function based vocal tract model for the

dark /l/ of S2. The 3-D geometry of the dark /l/ does not have a supralingual space

as a separate side branch. Thus, unlike the /l/ model in Zhang and Espy-Wilson

(2004), there is no supralingual cavity. Based on the wave propagation properties

shown in Figure 5.7, a set of grid lines is created for the area function extraction,

and those gird lines are shown in Figure 5.10a. The resulting area functions, based

on the grid lines, are shown in Figure 5.10b.

Figure 5.10c shows the acoustic responses. The resulting acoustic response
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(a) The dark /l/ (b) The light /l/

Figure 5.9: Schematics of area function vocal tract models for /l/ production of S2.

(Each component consists of an area function.) (a) the dark /l/, and (b) the light

/l/.

of the area function vocal tract model matches well the acoustic response of the

3-D FEM in F1-F4. Among F1-F4, F1 has the largest difference of 50 Hz. Figure

5.11 shows that combining the two channels into one does not change the acoustic

response much. The largest difference of 60 Hz is in F5. However, the zero at 4000

Hz due to the cross mode can not be reproduced in this area function vocal tract

model since there are no side branches. A more complicated way of extracting area

functions is not explored here. It is feasible to get a matched zero by using other sets

of grid lines. For example, the lateral channels can be artificially extended to the

region posterior to the contact. Figure 5.12a shows a set of area functions with the

two lateral channels lengthened to be 3.7 cm long by assigning the cross section area

posterior to the contact equally into the two channels. This set of area functions did

produce a zero at about 4 kHz, as shown in Figure 5.12b. But it will be very difficult

to generalize this lengthening process for creating a zero in other cases, because this

is a trial-and-error process. The challenge lies in that the area function vocal tract
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Grid lines for area 
function extraction

(a)

(b)

(c)

Figure 5.10: For the dark /l/ of S2: (a) grid lines for area function extraction inside

the vocal tract, (b) area function based on the grid lines, and (c) acoustic responses

from 3-D FEM and area functions.
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Figure 5.11: Acoustic response comparisons between the model with two lateral

channels and the model with one combined channel for the dark /l/ of S2.

model is based on the planar wave propagation assumption, whereas the real vocal

tract’s acoustics has a 3-D property.

5.5.2 Area functions of the light /l/

Figure 5.9b shows a schematic of the area function based vocal tract model

for the light /l/ of S2. In this model, channel 2 is the right lateral channel of the

light /l/, and channel 1 consists of the left lateral channel of S2 plus part of the

supralingual space. There is a supralingual cavity as a side branch of channel 1.

This is different from the /l/ model in Zhang and Espy-Wilson (2004) where the

supralingual cavity and the two lateral channels started from the same location.

For the rest of this section, ‘the channel’ means ‘channel 1’ or ‘channel 2’ unless

‘lateral’ is mentioned. The reason for modeling the supralingual cavity as a side
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Figure 5.12: For the dark /l/ of S2 with the lengthened lateral channels: (a) area

functions, and (b) acoustic responses from 3-D FEM and area functions.
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branch attached to channel 1 is because of the strong coupling the supralingual

cavity and channel. Based on the wave propagation as shown in Figure 5.8, a set

of grid lines is created for the area function extraction of the light /l/. However,

it is not straightforward to extract each component in the schematic from the 3-

D geometry. Two methods have been applied to get the area functions for each

component. Both methods can reproduce F1-F3 from the 3-D FEM, but the second

method results in a better match of the zeros.

5.5.2.1 The first method of area function extraction

Figure 5.13a shows the grid lines for the area function extraction. The top

plot of grid lines is for the back cavity, channel 2 (the right lateral channel in the

3-D geometry) and the front cavity. The middle plot of grid lines is for channel 1

(channel 1 starts at the same location as the right lateral channel, but it essentially

includes the left lateral channel plus part of the supralingual space). The bottom

plot of grid lines is for the supralingual cavity. This method of dividing the geometry

into individual components is intuitive since the supralingual cavity specified here

is a natural side branch to channel 1.

Figures 5.13b shows the area functions for each component in the model. The

two channels are about 4.5 cm long, and the supralingual cavity is short, only 1 cm.

Figures 5.13c shows that the resulting acoustic response of the area function

vocal tract model matches the acoustic response of the 3-D FEM in F1-F3. Among

the first three formants, F1 has the largest difference of 50 Hz. However, the zeros
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(a) (b)

(c)

Figure 5.13: For the light /l/ of S2 with the first method of area function extraction:

(a) grid lines for area function extraction inside the vocal tract, (b) area functions

based on the grid lines, and (c) acoustic responses from 3-D FEM and area functions.
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(a) One channel without supralingual cavity

(b) Two channels without supralingual cavity

(c) Two channels with supralingual cavity

Figure 5.14: For method 1: acoustic response comparisons among the different

models by removing supralingual cavity and/or combining two channels into one

channel for the light /l/ of S2. (a) one channel (combining two channels into one),

(b) two channels without supralingual cavity, and (c) two channels with supralingual

cavity.
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from the 3-D FEM can not be reproduced in the area function vocal tract model.

A zero appears at 3980 Hz for the area function vocal tract model.

Figure 5.14 shows how the acoustic response changes while adding two channels

and supralingual cavity in the area function model. The purpose of this manipu-

lation is to study the sources of the zeros in the acoustic response. Figure 5.14a is

the acoustic response when the two channels are combined into one channel and the

supralingual cavity is excluded. It can be seen that there is no zero in the acoustic

response. Figure 5.14b shows that adding a two-channel module will produce a zero

at 4080 Hz in the acoustic response. Figure 5.14c shows that the further addition of

the supralingual cavity does not produce an extra zero. So it can be concluded that

the zero produced in the area function model is from the two channels. Intuitively,

the supralingual cavity is too short to produce a zero below 6000 Hz. Its length is

about 1 cm. Based on the acoustic theory, the first zero produced by the supralin-

gual cavity should be at 8750 Hz (calculated by the equation c/(4L), where c is the

sound speed, and L is the length of the cavity).

5.5.2.2 The second method of area function extraction

As observed from the first method, the supralingual cavity is too short to

produce a zero. But the wave propagation in Figure 5.8 clearly shows that this

cavity functions as a side branch. This indicates that the effective length of this

cavity is longer than 1 cm. Another method is applied to determine the division of

grid lines as shown in Figure 5.15a. In this method, the supralingual cavity has been
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lengthened to 3.0 cm. In the meantime, the area of channel 1 has been reduced to

half of the area as obtained in method 1 to make the total area of the supralingual

cavity and the left channel invariant for each cross section.

The resulting area functions are shown in Figures 5.15b. It can be seen that

the area function of channel 1 has an abrupt change due to this new area function

extraction strategy, and the length of the supralingual cavity is changed to 3 cm.

Figures 5.15c shows the acoustic response from the area functions. It can

be seen that the acoustic response from the area functions matches the acoustic

response of 3-D FEM in F1-F3. Among F1-F3, F3 has the largest difference of 70

Hz. There are two zeros produced, one is at 2910 Hz, and the other one is at 4600

Hz. These two zeros are close to the second and third zeros from 3D FEM, which

are 2950 Hz and 4490 Hz. However this method of extracting the area functions

is a trial-and-error process, because there is no systematic way to determine the

length of the supralingual cavity. Intuitively, the first zero produced by a 3 cm long

supralingual cavity should be at around 2920 Hz (calculated by the equation c/(4L),

where c is the sound speed, and L is the length of cavity). Remember that the first

zero at 2350 Hz from 3-D FEM could not be reproduced in the area function vocal

tract model.

Figure 5.16 shows how the acoustic response changes while adding the two-

channel module and the supralingual cavity in the area function model. Figure

5.16a is the acoustic response when the two channels are combined into one channel

and the supralingual cavity is excluded. It can be seen that there is no zero in

the acoustic response. Figure 5.16b shows that adding a two-channel module will
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(a) (b)

(c)

Figure 5.15: For the light /l/ of S2 with the second method of area function ex-

traction: (a) grid lines for area function extraction inside the vocal tract, (b) area

functions based on the grid lines, and (c) acoustic responses from 3-D FEM and

area functions.
104



(a) One channel without supralingual cavity

(b) Two channels without supralingual cavity

(c) Two channels with supralingual cavity

Figure 5.16: For method 2: acoustic response comparisons among the different

models by removing supralingual cavity and/or combining two channels into one

channel for the light /l/ of S2. (a) one channel (combining two channels into one),

(b) two channels without supralingual cavity, and (c) two channels with supralingual

cavity.
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produce a zero at 4280 Hz in the acoustic response. Figure 5.16c shows that further

adding a supralingual cavity produces an extra zero which is at 2910 Hz and the

zero at 4280 is changed to 4600 Hz. The addition of the supralingual cavity affects

the zero produced by the two lateral channels. This interaction is because the

supralingual cavity is connected to channel 1 and it affects the acoustic impedance

of this channel. So it can be concluded that the zero at 4600 is produced by the the

two channels, and the zero at 2910 Hz is produced by the supralingual cavity.

5.6 The simple 3-D vocal tract models

Without a fully functioning 3-D tongue model, it is difficult to modify the

real 3-D vocal tract shape for a different tongue configuration. Therefore it is hard

to study how the acoustic response is modified with a change of the articulatory

configuration. The reconstructed 3-D geometry in this study is not flexible enough

to be changed arbitrarily. In the light /l/ and the dark /l/ we studied, there is

always an alveolar contact. The /l/ production without a contact was reported

(Narayanan et al., 1997). But there is no work on a vocal tract model for this case

where the linguo-alveolar contact is not complete so that there is no occlusion, but

rather a constriction.

In order to gain insights on the acoustic effect of the linguo-alveolar contact

and the lateral channels, two simple 3-D vocal tract models have been studied.
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Figure 5.17: The simple 3-D vocal tract model I with two asymmetrical lateral

channels. (a) the geometry, and (b) the acoustic responses for different angles α.

(H: 1.4 cm, W: 2.8 cm, L: 18 cm, T: 1 cm, block width: 1.4 cm, block starting

location: 4.8 cm from the outlet.)

5.6.1 Model I

Figure 5.17a shows the first simple model of a 3-D vocal tract. It is a uniform

tube with a rectangular cross section where a block with 1 cm thickness is positioned

at different angles in the front (starting location: 4.8 cm from the outlet) to simulate

the contact and the two lateral channels in /l/ productoin. Its length of 18 cm is

based on the average vocal tract length of a male adult, and its cross section area

of 4 cm2 is based on the average volume of the human vocal tract (Stevens, 1998).

The block ’s width is half or three-fourths of the vocal tract width. The length of

the lateral channels is in the range of 1-2 cm when the angle α is in the range of

30-90 degree.

Three configurations have been simulated: symmetrical lateral channels, asym-
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metrical lateral channels, and only one lateral channel. These configurations have

been realized by shifting the block step by step from the center to the side of the

vocal tract. However, zero does not appear below 5000 Hz for any configuration.

One example of the vocal tract acoustic response is shown in Figure 5.17b. Each

line in the figure stands for the acoustic response at a specific angle α. These results

indicate that a 1-2 cm long contact can not produce zeros below 5000 Hz, even if

the two lateral channels are asymmetrical. In contrast, the dark /l/ of S2 has a 1

cm long linguo-alveolar contact, and it has a zero at about 4000 Hz in the acoustic

response. This further proves that the cross mode posterior to the contact produced

the zero around 4000 Hz.

5.6.2 Model II

The left side of Figure 5.18 shows the second simple model of a 3-D vocal

tract. The dimensions in model II are the same as in model I. Instead of a block

positioned at an angle, a block with certain length and certain height is positioned

flat in the front to simulate the two lateral channels. When the height of the block

reaches the height of the vocal tract, the two lateral channels are separated by the

closure.

Three configurations have also been simulated: symmetrical lateral channels,

asymmetrical lateral channels, and only one lateral channel. These configurations

have been realized by shifting the block step by step from the center to the side of

the vocal tract.
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(a) two symmetrical lateral channels
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(b) two asymmetrical lateral channels (the ratio of the two channels cross section areas is 3:5)
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(c) one lateral channel

Figure 5.18: The simple 3-D vocal tract model II (the left side is the geometry, and

the right side is the acoustic response for different block heights h, H: 1.4 cm, W: 2.8

cm, L: 18 cm, block width: 1.4 cm, block starting location: 5 cm from the outlet).

(a) two symmetrical lateral channels, (b) two asymmetrical lateral channels (the

ratio of the two channels cross section areas is 3:5.), and (c) one lateral channel.
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OutletInlet

Figure 5.19: Pressure isosurfaces at 3340 Hz (a zero) in the simple 3-D vocal tract

model II.

A vocal tract model with two lateral channels that are 4 cm long is shown in

Figure 5.18. A zero does not appear below 6000 Hz for the symmetrical and one

lateral channel configurations for any block height, as shown in Figures 5.18a and

5.18c. In the case of two asymmetrical channels shown in Figure 5.18b, the acoustic

response has a zero at 4630 Hz for h = 4/5H or a zero at 3340 Hz when there is

a complete closure. This means that the two lateral channels with lengths of 4 cm

can produce a zero below 6000 Hz, but only when there is a closure or a narrow

constriction. It is indicated that a closure can lower the frequency of the zero.

In order to understand why the asymmetrical configuration can produce a zero

below 6000 Hz, pressure isosurfaces at 3340 Hz have been plotted in Figure 5.19.

It can be seen that the geometry asymmetry makes the wave propagation different

inside the two lateral channels. Even though the two lateral channels have the same

length, the effective lengths are different due to the asymmetry, and therefore a zero

is produced.

In order to understand how the lengths of the lateral channels affect the zero,

the lengths were varied from 2 cm to 6 cm have been simulated. Figure 5.20 shows

the acoustic response with different channel lengths. These simulations are based
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Figure 5.20: Acoustic responses at different lateral lengths in the simple 3-D vocal

tract model II with a closure.

on the asymmetrical configurations with a closure. It can be seen that when the

length varies from 2 cm to 6 cm, the zeros vary from 5130 Hz to 2440 Hz accordingly.

For the geometry with the same asymmetry, the longer channels will produce a zero

at lower frequency. This result is also confirmed in VTAR. It shows that, for a

fixed length difference between the two channels, the two channels with longer total

length produce zeros at lower frequencies.

5.7 Discussion

As described in Section 5.2, the two tongue shapes studied here are just two

examples of /l/ production, and they are not exclusively for a dark /l/ or for a light

/l/. The two tongue shapes can produce the /l/ sound with similar patterns in F1-

F3. But they results in a different number of zeros below 6000 Hz and the frequencies
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of the zeros are different. The finite element analysis revealed the acoustic effects

of the lateral channels and the supralingual space. The zeros can be produced by

the asymmetrical channels, the supralingual cavity as a side branch, and the cross

mode posterior to the linguo-alveolar contact.

Furthermore, the simple 3-D vocal tract models have been simulated to show

the effect of lateral channels and the linguo-alveolar contact. The results show that

zeros can not be produced if the lateral channel length is too short, or the channels

are not asymmetrical, or there is no narrow constriction or complete closure. The

zero can be changed significantly when the length of the lateral channels ranges from

2-6 cm.

These results show us that the zeros in the spectrum of an /l/ could be pro-

duced in different ways, and the frequency of the zeros can vary a lot with the

variation of the articulatory configuration. This variability in the zeros should in-

crease the complexity of the /l/ spectrum. It might be part of the reason why the

lateral sound is more difficult to characterize than other consonants (Stevens, 1998).

Based on the 3-D FEM, area function vocal tract models have been developed

for the dark /l/ and the light /l/. It has been shown that one area function vocal

tract model might not be able to accommodate all the articulatory configurations.

For example, a component for the supralingual cavity does not exist in the area

function vocal tract model for the dark /l/, and its location might vary with the

variation of the articulatory configuration .

The area function vocal tract modeling is an empirical process in terms of

reproducing the zeros. Zeros could be missed or predicted inaccurately in the area
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function model. A caveat here is that the area function vocal tract model is a

simplification of a 3-D vocal tract model, and the conclusions from it should be

taken cautiously or should be verified with the 3-D acoustic analysis.

5.8 Chapter summary

In this chapter, two tongue shapes for American English /l/ production were

studied. One is for producing a sustained dark /l/, and the other is for producing

a sustained light /l/. Both the dark /l/ and the light /l/ have similar patterns in

F1-F3, but differ in the number of the zeros in the spectrum, and the frequencies

of the zeros below 6000 Hz. Using finite element analysis based on magnetic res-

onance images of the vocal tract for sustained productions, the acoustic effects of

the lateral channels and the supralingual space have been investigated, and proper

area function vocal tract models have been suggested for both cases. For the dark

/l/, the zero below 6000 Hz is produced by the cross mode posterior to the linguo-

alveolar contact. For the light /l/, the zeros below 6000 Hz are produced by the

asymmetrical channels, the supralingual cavity as a side branch and the cross mode

posterior to the linguo-alveolar contact.

Two simple vocal tract models have been simulated to show the effect of lateral

channels and the linguo-alveolar contact. The results show that lateral channels that

are 1-2 cm long can not produce a zero in the region of F3-F5. In order to get a

zero in the region of F3-F5, the lateral channels have to be asymmetrical and 3-6

cm long. In addition, a narrow constriction or a complete closure is also required.

113



Chapter 6

Acoustic variability and discriminative power analysis

6.1 Introduction

It has been shown in Chapter 4 that the retroflex and bunched tongue shapes

for /r/ in American English have different F4 and F5 patterns. It has also been

shown in Chapter 5 that the two different tongue shapes for the dark /l/ and the

light /l/ have different zero patterns in the F3-F5 region. These different formant or

zero patterns across different tongue shapes may increase the spectra variability. The

articulatory variability of liquid sounds across the speakers might make them have

more inter-speaker acoustic variability and, thereby, have more discriminative power

in speaker recognition relative to other sounds (vowels, nasals, glides, fricatives,

affricates and stops).

This chapter presents a preliminary study on the acoustic variability and the

speaker discriminative power of different phonemes in American English. Different

from previous studies (Antal and Toderean, 2006; Kajarekar and Hermansky, 2001)

which used either read sentences as in the TIMIT database or speech of telephone

quality as in the Switchboard database, this study was based on a conversational

speech database sampled at 48 kHz. Analysis of variance (ANOVA) was performed

for the acoustic variability. Speaker identification experiments were performed to

study the discriminative power of different phonemes.
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6.2 Database and acoustic parameters

The Buckeye database (Pitt et al., 2005) was used for both the ANOVA anal-

ysis and the speaker identification experiments in this study. It was resampled at 16

kHz. In addition to its description in Section 3.1.2 (page 36), the token number of

each phoneme in the Buckeye database is shown in Figure 6.1a (only 42 phonemes

are listed in the figure). Figure 6.1b shows the average duration for each phoneme.

In this database, the syllabic /l/ and the syllabic /r/ are labeled as /el/ and /er/,

respectively. In this chapter, the label /l/ or /r/ refers to its consonantal sound as

well as its syllabic sound. The occurrence frequency for /r/ (including the syllabic

/r/) is 5.8%, whereas the occurrence frequency for /l/ (including the syllabic /l/) is

3.7%. The syllabic /r/ and /l/ have relatively longer durations than the consonan-

tal /r/ and /l/ (108 ms vs. 75 ms for /r/, and 107 ms vs. 72 ms for /l/). It can

be seen in Figure 6.1a that /oy/, /em/ and /zh/ have the least numbers of token.

Therefore, they do not have enough data for the statistical acoustic model training

in the speaker identification experiments. In addition, the occurrence frequencies

and the average durations for /r/, /l/ and other broad phonetic classes are listed in

Table 6.1.

The acoustic parameters extracted in this study were the mel-frequency filter-

bank (MFB) energies (31 coefficients). They were computed by a feature extraction

routine in the MIT Lincoln lab speaker recognition system (Reynolds et al., 2000).

The mel-frequency scale and the center frequencies of the filterbanks are shown

in Figure 6.2. The frame size for the feature extraction was 20 ms, and the shift
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Figure 6.1: Token information of each phoneme in the Buckeye database (V:Vowels,

N: Nasals, R:/r/, L:/l/, G:Glides, S:Stops, A:Affricates, F:Fricatives, the horizon-

tal dashed blue line is for the average). (a) token number, and (b) average duration.
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Table 6.1: Occurrence frequencies and average durations of /r/, /l/ and other broad

phonetic classes in the Buckeye database.

Vowels Nasals /l/ /r/ Glides Stops Affricates Fricatives

Frequency 38.8% 11.3% 3.7% 5.8% 4.3% 15.0% 1.1% 15.9%

Avg. duration (ms) 106.9 80.6 76.4 87.0 76.2 84.7 107.4 94.0

Figure 6.2: Mel frequency scale and center frequency of each filterbank used in MIT

Lincoln lab speaker recognition system (Reynolds et al., 2000).

size was 10 ms. The reason for using the MFB coefficients instead of MFCC and

others was twofold. First, it is convenient to relate each MFB coefficient to a mel-

frequency filterbank, so that the acoustic variabilities at different frequency bands

can be analyzed directly. Second, the MFB coefficients have very similar perfor-

mance as MFCC in terms of speaker recognition accuracy, which was shown in a

previous experiment on the Switchboard-I database in our lab.
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6.3 Acoustic variability

6.3.1 Definitions

In the ANOVA analysis, the inter-speaker variability and the intra-speaker

variability were analyzed. For a speaker identification task, it is desirable to have

a large inter-speaker variability and a small intra-speaker variability in the acoustic

parameter, so that the acoustic parameters from different speakers will not have

much overlapping. The statistical F-ratio of an acoustic parameter is defined as

the ratio of the inter-speaker variability to the intra-speaker variability. Intuitively,

a high F-ratio means that the speakers are well separated by the corresponding

acoustic parameter. Therefore, the acoustic parameter will have a good ability to

distinguish a speaker from others.

In the case that the acoustic parameter is a scalar, the F-ratio is calculated

as in Equation 6.1, where σ2
inter, as the inter-speaker variability, is the inter-speaker

mean variance and σ2
intra, as the intra-speaker variability, is the mean of the intra-

speaker variance.

F =
σ2

inter

σ2
intra

(6.1)

In the case that the acoustic parameter is a vector, the F-ratio calculation uses

the scatter matrices (Theodoridis and Koutroumbas, 2003). First, the following

matrices are defined:

Within-speaker scatter matrix

Sw =
N∑

i=1

ni∑
j=1

(Xij −X i)(Xij −X i)
T (6.2)

118



Between-speaker scatter matrix

Sb =
N∑

i=1

ni(X i −X i)(X i −X i)
T (6.3)

where ni is the token number for each speaker, i means the ith speaker, N is the

total number of speakers, Xi is the vector of acoustic parameters. X i is the mean

vector for the ith speaker, as defined by Equation 6.4. X i is the mean vector of all

the speakers, as defined by Equation 6.5.

X i =
1

ni

ni∑
j=1

Xij (6.4)

X i =
1

N

N∑
j=1

X i (6.5)

In the case that the acoustic parameter is a vector, the F-ratio is calculated as in

Equation 6.6 or Equation 6.7.

F1 = trace(S−1
w Sb) (6.6)

F2 = trace(Sb)/trace(Sw) (6.7)

The inter-speaker variability Σinter and the intra-speaker variability Σintra are cal-

culated by Equations 6.8 and 6.9, respectively.

Σinter = trace(Sb) (6.8)

Σintra = trace(Sw) (6.9)
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6.3.2 Results

6.3.2.1 F-ratio and acoustic variability based on the 31 MFB coeffi-

cients

Figures 6.3a and 6.3b show the F-ratio of each phoneme in terms of the 31 MFB

coefficients. Figure 6.3a shows the F-ratios computed by trace(S−1
w Sb), whereas

Figure 6.3b shows the F-ratios computed by trace(Sb)/trace(Sw). The dashed lines

in the figures specify the average F-ratios for each broad phonetic class, and the

averages were weighted by the token number of each phoneme in the broad class. It

can be seen that the dynamic range of the F-ratios computed by these two equations

are different. Furthermore they did not produce a consistent ranking among the

phonemes. In Figure 6.3a, the positions of consonantal /r/, syllabic /r/, consonantal

/l/ and syllabic /l/ in the F-ratio ranking are 21st, 15th, 25th and 17th, respectively.

But, in Figure 6.3b, their positions in the F-ratio ranking are 14th, 8th, 18th and

1st, respectively. So, Equation 6.7 favors the liquid sounds in terms of the F-ratio

ranking.

In addition, all the top ten phonemes with high F-ratios are nasals or vowels,

except syllabic /l/ and syllabic /r/. For F-ratios computed by trace(S−1
w Sb), the

top ten phonemes with high F-ratios are:

/nx/, /ng/, /em/, /n/, /ey/, /aw/, /ae/, /iy/, /en/, /m/.

For F-ratios computed by trace(Sb)/trace(Sw), the top ten phonemes with high F-

ratios are:
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Figure 6.3: F-ratio of each phoneme (V:Vowels, N: Nasals, R:/r/, L:/l/, G:Glides,

S:Stops, A:Affricates, F:Fricatives, the horizontal dashed blue line is for the aver-

age). (a) F-ratio in trace(S−1
w Sb), and (b) F-ratio in trace(Sb)/trace(Sw).
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Table 6.2: The weighted averages of F-ratio for /r/, /l/ and other broad phonetic

classes in the Buckeye database (F1 and F2 are computed by trace(S−1
w Sb) and

trace(Sb)/trace(Sw), respectively).

Vowels Nasals /l/ /r/ Glides Stops Affricates Fricatives

F1 7.4 8.9 6.7 7.1 5.9 3.2 4.2 5.2

F2 0.35 0.44 0.39 0.42 0.37 0.15 0.18 0.30

/el/, /ng/, /em/, /n/, /nx/, /aw/, /ey/, /er/, /iy/, /sh/.

Although the F-ratio rankings from trace(S−1
w Sb) and trace(Sb)/trace(Sw)

have some discrepancy, the overall shapes of the two plots in Figures 6.3a and 6.3b

are very similar to each other and the cross-correlation coefficient between them

is 0.9. Furthermore, in terms of the weighted F-ratio averages, the rankings of the

broad phonetic classes computed by both formulas are very similar. They only differ

in the vowels’ position. The ranking computed from trace(S−1
w Sb), in the descending

order, is :

Nasals > Vowels > /r/ > /l/ > Glides > Fricatives > Affricates > Stops

whereas, the ranking computed from trace(Sb)/trace(Sw), in the descent order, is :

Nasals > /r/ > /l/ > Glides > Vowels > Fricatives > Affricates > Stops

The weighted F-ratio averages for /r/, /l/ and the broad phonetic classes are also

listed in Table 6.2.

The inter-speaker variability Σinter for each phoneme is shown in Figure 6.4a.

The positions of consonantal /r/, syllabic /r/, consonantal /l/ and syllabic /l/ in the
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inter-speaker variability ranking are 5th, 4th, 14th and 7th, respectively. So /r/ has

a large inter-speaker variability, only smaller than /sh/, /s/ and /zh/. The averages

of the inter-speaker variability for the broad phonetic classes are listed in Table 6.3.

For the broad phonetic classes, the ranking of the averages of inter-speaker variabil-

ity, in the descending order, is:

/r/ > /l/ > Vowels > Glides > Nasals > Fricatives > Affricates > Stops

The intra-speaker variability Σintra for each phoneme is shown in Figure 6.4b. The

positions of consonantal /r/, syllabic /r/, consonantal /l/ and syllabic /l/ in the

intra-speaker variability ranking are 16th, 18th, 23th, 37th, respectively. The av-

erages of the intra-speaker variability for the broad phonetic classes are listed in

Table 6.3. For the broad phonetic classes, the ranking of the average intra-speaker

variability, in the descending order, is:

Affricates > Stops > Fricatives > /r/ > Vowels > /l/ > Glides > Nasals

It is not surprising to see that nasals have the smallest intra-speaker variability and

the largest F-ratios in the weighted average. The human nasal cavity shape is al-

most fixed during articulation. Therefore nasal sounds have a very small variability

in speech.

It can be seen in Table 6.3 that the inter-speaker variability has a smaller

value than the intra-speaker variability. This indicates that the acoustic parameters

for different speakers are overlapped with each other to some extent, so that the

variance of the mean vectors among all the speakers is smaller than the average

variance of the feature vector for each speaker.
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Figure 6.4: Inter-speaker variability and intra-speaker variability of each phoneme

(V:Vowels, N: Nasals, R:/r/, L:/l/, G:Glides, S:Stops, A:Affricates, F:Fricatives,

the horizontal dashed blue lines are for the averages). (a) inter-speaker variability

Σinter (trace(Sb), and (b) intra-speaker variability Σintra (trace(Sw)).
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Table 6.3: The weighted averages of inter-speaker variability Σinter and intra-speaker

variability Σintra for /r/, /l/ and other broad phonetic classes in the Buckeye

database (Σinter and Σintra are computed by Equations 6.8 and 6.9, respectively).

Vowels Nasals /l/ /r/ Glides Stops Affricates Fricatives

Σinter 416 393 447 515 409 186 331 389

Σintra 1180 896 1141 1226 1119 1308 1796 1266

6.3.2.2 F-ratio based on each of the 31 MFB coefficients

Based on Equation 6.1, each of the 31 MFB coefficients was used to compute

the F-ratio for each phoneme. The purpose of this computation is to see how

different is the acoustic variability across different mel-frequency filterbanks. Figure

6.5 shows the F-ratios of each coefficient for /r/ and /l/, respectively. Figures 6.5a

and 6.5c are for the female speakers, whereas Figures 6.5b and 6.5d are for the male

speakers. It can be seen that /r/ and /l/ have the maximum F-ratios in the range

of coefficients 17 to 25, which is between 2 and 4 kHz in frequency (in the region of

F3-F5). The male speakers have the F-ratio peaks in a lower frequency range than

the female speakers. This is presumably because the male speakers normally have

a longer vocal tract length and, therefore, have lower formant values. Furthermore,

similar results are observed for many other sounds such as vowels and nasals. It

is indicated that the coefficients in high mel-frequency bands might have a better

discriminative power than the coefficients in the low mel-frequency bands. This

indication will be verified in the speaker identification experiments in Section 6.4.1.
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Figure 6.5: Normalized F-ratio of each MFB coefficient in /r/ and /l/ (F-ratio is

normalized by the largest F-ratio obtained in all the phonemes). (a) /r/ (female),

(b) /r/ (male), (c) /l/ (female), and (d) /l/ (male).
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6.4 Discriminative power

6.4.1 Speaker identification task

The speaker identification experiment was performed to study how good each

phoneme can discriminate the speakers. This is an experiment in a close set, and

there are 40 speakers in total. For each phoneme, 75% of the tokens were used in

the training set, and 25% of the tokens were used in the test set. The acoustic

feature set is the 31 MFB coefficients. The MIT Lincoln lab speaker recognition

system was used for both the feature extraction and the speaker identification ex-

periments (Reynolds et al., 2000). The statistical speaker model is a 512 Gaussian

mixture model (GMM). A universal background model (UBM) was trained first.

Each speaker’s model was adapted from the UBM model. The speaker models for

/ay/, /em/ and /zh/ can not be built due to the inadequate number of tokens in

the database. In addition, the first 11 (from the 1st to the 11th) and the last 11

(from the 21st to the 31st) MFB coefficients have been used for the speaker identi-

fication experiments, respectively. The purpose was to compare the discriminative

powers between the MFB coefficients in the low mel-frequency range and the MFB

coefficients in the high mel-frequency range.

6.4.2 Results

Figure 6.6 shows the speaker identification result for each phoneme with the 31

MFB coefficients as the acoustic parameter. Phonemes /oy/, /em/ and /zh/ do not

have identification results, because they do not have enough data for training the
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Figure 6.6: Speaker identification results based on the 31 MFB coefficients

(V:Vowels, N: Nasals, R:/r/, L:/l/, G:Glides, S:Stops, A:Affricates, F:Fricatives,

the horizontal dashed blue lines are for the weighted averages).
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Figure 6.7: Comparison of speaker identification results for the first and the

last 11 MFB coefficients (V:Vowels, N:Nasals, R:/r/, L:/l/, G:Glides, S:Stops,

A:Affricates, F:Fricatives, the horizontal solid blue lines are for the weighted aver-

ages of the first 11 coefficients, the horizontal dashed red lines are for the weighted

averages of the last 11 coefficients).
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Table 6.4: The weighted averages of speaker identification accuracy for /r/, /l/ and

other broad phonetic classes in the Buckeye database, with the 31 MFB coefficients

as the acoustic parameter.

Vowels Nasals /l/ /r/ Glides Stops Affricates Fricatives

54.2% 54.3% 61.9% 65.6% 63.8% 56.7% 59.1% 58.1%

Table 6.5: Comparison of the weighted averages of speaker identification accuracies

between the first and the last 11 MFB coefficients for /r/, /l/ and other broad

phonetic classes in the Buckeye database.

Vowels Nasals /l/ /r/ Glides Stops Affricates Fricatives

The first 11 MFB coef. 37.3% 41.4% 38.8% 42.5% 40.3% 33.9% 32.7% 35.3%

The last 11 MFB coef. 42.7% 41.4% 43.2% 48.7% 44.8% 38.2% 40.1% 43.3%

statistical speaker models in the speaker identification experiment. The positions of

consonantal /r/, syllabic /r/, consonantal /l/ and syllabic /l/ in the identification

accuracy ranking are 11th, 9th, 20th and 28th, respectively. /r/ performs better

than /l/ in this experiment. The top ten best phonemes in speaker identification,

in the descending order, are:

/ay/, /ey/, /ow/, /ae/, /iy/, /aa/, /aw/, /m/, /er/, and /ao/.

All of them are vowels or nasals, except syllabic /r/.

Table 6.4 lists the values of the weighted identification accuracy averages for

the broad phonetic classes. The ranking in the descending order is:
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/r/ > Glides > /l/ > Affricates >Fricatives > Stops > Nasals > Vowels

In addition, the speaker identification result for each phoneme with the first 11

or the last 11 MFB coefficients is shown in Figure 6.7. For most phonemes, the

last 11 MFB coefficients produced a better identification accuracy than the first 11

coefficients. As shown in Figure 6.7, the weighted average identification accuracy for

all the phonemes is 37.2% for the first 11 MFB coefficients, and 41.4% for the last

11 MFB coefficients. This confirms that the high mel-frequency band energies are

more discriminative than the low mel-frequency band energies. Table 6.5 also lists

the values of the weighted averages of identification accuracy for the broad phonetic

classes.

6.5 Discussion

As shown in Section 6.3.2.1, /r/ and /l/ have very large inter-speaker variabil-

ity. /r/ has a larger inter-speaker variability than any phoneme in vowels, nasals

and glides. It is only smaller than the inter-speaker variability in /sh/, /s/ and /zh/.

In addition, on average, /r/ and /l/ have larger inter-speaker variability than any

other broad phonetic class such as vowels, glides, nasals, fricatives, affricates and

stops. This indicates that the articulatory variability of liquids (particularly /r/)

in American English may play an important role in increasing their inter-speaker

variability. However, this articulatory variability may also affect the intra-speaker

variability. As shown in Section 6.3.2.1, on average, /r/ has a larger intra-speaker

variability than vowels, nasals, and glides, whereas /l/ has a larger variability than
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nasals and glides. In average, the F-ratios of /r/ and /l/ are larger than the F-ratios

of glides, fricatives, affricates and stops, but smaller than the F-ratio of nasals. In

average, /r/ and /l/ have larger F-ratio than vowel if it is computed by trace(S−1
w Sb),

and have smaller F-ratio than vowel if it is computed by trace(Sb)/trace(Sw). In

addition, /r/ has a larger F-ratio average than /l/.

Intuitively, a larger F-ratio means a better ability of discriminating speak-

ers. However, our results showed that the F-ratio measure of each phoneme might

not be a consistent indicator of its discriminative power in the speaker recognition

experiment. The cross-correlation coefficient between the F-ratio and the identifi-

cation accuracy is 0.04 for the F-ratio computed by trace(S−1
w Sb), and is 0.13 for

the F-ratio computed by trace(Sb)/trace(Sw). This discrepancy is probably caused

by the different assumptions for the ANOVA analysis and the speaker identification

experiment. In ANOVA analysis, the acoustic feature is assumed to have a Gaussian

distribution, whereas in the speaker identification experiments, the acoustic feature

is assumed to have a mixture of multiple Gaussian distributions.

It has been shown that all top ten best phonemes in speaker identification are

vowels or nasal, except syllabic /r/. However, the ranking of the average identifica-

tion accuracy for broad phonetic classes, in the descending order, is:

/r/ > Glides > /l/ > Affricates >Fricatives > Stops > Nasals > Vowels

where /r/and /l/ rank 1st and 3rd, respectively. Nasals and vowels have the small-

est identification accuracies on average. This ranking is very different from the

results in previous studies (Antal and Toderean, 2006; Eatock and Mason, 1994)

where nasals, vowels and fricatives performed better than semivowels. This differ-
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ence might be caused by the different databases, different classifiers, or different

acoustic parameters between them. The speaker identification system used in this

study is not optimized. It used the same parameters for all the phonemes regardless

of their different durations in the database. The reason for the low average accuracy

in vowels and nasals is because the phonemes /ih/, /ah/ and /n/ did not perform

well in the speaker identification experiment. But these three phonemes comprise

a large percentage of the tokens. The vowel /ih/ accounts for 19.5% of the vowel

tokens, /ah/ accounts for 21.8% of the vowel tokens, and /n/ accounts for 52.5% of

the nasal tokens. The average is weighted by the token number of each phoneme.

This is why the averages of the identification accuracy in vowels and nasals are

so low, even though other phonemes in the same broad class perform well in the

experiment. However, the reason why these phonemes did not perform well is still

unclear and further study is needed. If these three phonemes are excluded from the

calculation of the average, the accuracy average will be 69.3% for vowels and 67.4%

for nasals. The ranking will be changed to :

Vowels > Nasals > /r/ > Glides > /l/ > Affricates >Fricatives > Stops

6.6 Chapter summary

This chapter presented a preliminary study on the acoustic variability and

the discriminative power of liquids along with other sounds. It was based on the

Buckeye database, and acoustic parameters consisting of 31 MFB coefficients were

extracted. ANOVA analysis showed that the inter-speaker variability of /r/ is larger
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than any phoneme in vowels, nasals and glides. It is only smaller than /sh/, /s/ and

/zh/. On average, /r/ and /l/ have larger inter-speaker variability than any other

broad phonetic class such as vowels, glides, nasals, fricatives, affricates and stops.

These results indicate that the variety of the articulatory configurations of liquids

may increase the inter-speaker variability. On average, the F-ratios of /r/ and /l/

are larger than glides, fricatives, affricates and stops, but smaller than nasals. The

speaker identification experiments showed that the ranking of the discriminative

power of /r/, /l/ and other broad phonetic classes is: /r/ > Glides > /l/ > Affricates

> Fricatives > Stops > Nasals > Vowels.
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Chapter 7

Summary and future work

7.1 Summary

There are two goals in this dissertation. First, we wanted to better understand

the acoustics and articulation of the liquid sounds in American English. In partic-

ular, we wanted to understand how to model typical articulatory configurations for

/r/ and /l/, and we wanted to understand the major articulatory and acoustical

differences among them. Second, we wanted to study the acoustic variability and

the speaker discriminative power of the liquids, i.e., to study if the variability in

articulation across speakers results in the liquid sounds having more inter-speaker

acoustic variability and, thereby, more discriminative power in speaker recognition

relative to other sounds.

In Chapter 4, a “retroflex” /r/ and a “bunched” /r/, produced respectively

by two subjects (S1 and S2), have been studied. The retroflex /r/ and the bunched

/r/ show similar patterns of F1-F3 but very different spacing between F4 and F5.

Based on magnetic resonance images (MRI) of the vocal tract for sustained /r/

productions, 3-D finite element analysis has been performed to study the acoustic

responses and the wave propagations inside the vocal tracts. Area functions were

extracted based on the wave propagation property. The results of computer vocal

tract models were compared to actual speech recordings. In particular, formant
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cavity affiliations were explored using formant sensitivity functions and vocal tract

simple-tube models. While both /r/s are produced with constrictions in the palatal,

pharyngeal and laryngeal regions, there is a much larger difference in areas between

the constricted and unconstricted regions for the retroflex /r/ than for the bunched

/r/. This is because the palatal constriction in the retroflex /r/ is formed by the

raised tongue tip, whereas the palatal constriction in the bunched /r/ is formed by

the raised tongue dorsum. In both cases, F2 is produced by the front cavity, which

consists of a lip constriction and a large volume posterior to the lip constriction.

For the retroflex /r/, the palatal constriction decouples the vocal tract, and F1,

F3, F4 and F5 are mainly produced by the back cavity posterior to the palatal

constriction. However, in the bunched /r/, it is difficult to decouple the vocal tract

due to the gradual changing of the area function around the palatal constriction.

It is suggested that the F4/F5 differences between the variants can be explained

largely by differences in whether the long cavity behind the palatal constriction acts

as a half- or a quarter-wavelength resonator. For both S1’s retroflex /r/ and S2’s

bunched /r/, F4 and F5 (along with F3) come from the long back cavity. However,

for S1, these formants are half wavelength resonances, while for S2, these formants

are quarter wavelength resonances of the cavity. Additionally, the finding of an

F4/F5 difference in pattern is replicated in the acoustic data from an additional

set of four subjects, two with bunched and two with retroflex tongue shapes for

/r/. These results suggest that acoustic cues based on F4-F5 spacing may be robust

and reliable indicators of tongue shape, at least for the classic (tongue tip down)

bunched and (tongue dorsum down) retroflex shapes discussed here.
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In Chapter 5, two tongue shapes of one subject (S2) for the /l/ production

have been studied. One is for producing a sustained dark /l/, and the other is for

producing a sustained light /l/. While both have a linguo-alveolar contact and two

lateral channels, they differ in the axial length of the linguo-alveolar contact. In

addition, due to the raised tongue dorsum, there are linguopalatal contacts in the

light /l/. Both the dark /l/ and the light /l/ have similar patterns in F1-F3, but

differ in the number of zeros in the spectrum and the frequencies of zeros. Using finite

element analysis based on magnetic resonance images of the vocal tract for sustained

productions, the acoustic effects of the lateral channels and the supralingual space

have been investigated, and proper area function vocal tract models have been

suggested for both cases. For the dark /l/, the zero is produced by the cross mode

posterior to the linguo-alveolar contact. For the light /l/, the zeros are produced by

the asymmetrical channels, the supralingual cavity as a side branch and the cross

mode posterior to the linguo-alveolar contact. Two simple vocal tract models have

been simulated to show the effect of lateral channels and the linguo-alveolar contact.

The results showed that lateral channels with 1-2 cm long are not able to produce a

zero in the region of F3-F5. In order to get a zero in the region of F3-F5, the lateral

channels have to be asymmetrical and long enough (3-6 cm). In addition, a narrow

constriction or a complete closure is also required. The articulation variability of

/l/ production causes the zeros appear at different frequencies, which leads to the

complexity of /l/ spectrum.

In Chapter 6, the acoustic variability and the discriminative power of liquids

along with other sounds has been studied preliminarily. It was based on the Buckeye
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database, and acoustic parameter 31 MFB coefficients were extracted. ANOVA

analysis showed that the inter-speaker variability of /r/ is larger than any phoneme

in vowels, nasals and glides. It is only smaller than /sh/, /s/ and /zh/. In average,

/r/ and /l/ have larger inter-speaker variability than any other broad phonetic

classes such as vowels, glides, nasals, fricatives, affricates and stops. These results

indicate that the variety of the articulatory configurations of liquids may increase the

inter-speaker variability. In average, the F-ratios of /r/ and /l/ are larger than glides,

fricatives, affricates and stops, but smaller than nasals. The speaker identification

experiments showed that the ranking of the discriminative power of /r/, /l/ and

other broad phonetic classes is: /r/ > Glides > /l/ > Affricates > Fricatives > Stops

> Nasals > Vowels.

7.2 Future work

There are several topics which can be extended from this dissertation in future.

These topics might be in other research areas in speech and are not limited to the

study of liquid sounds /r/ and /l/.

1. Vocal tract modeling: Even though the vocal tract modeling of liquids pre-

sented in this dissertation have made contributions to the knowledge of the

/r/ and /l/ productions, there are still many intermediate tongue shapes for

/r/ and /l/ in the UC database (Tiede et al., 2004). These tongue shapes are

shown in Figures 3.1 (page 32) and 3.2 (page 33), respectively. Applying the

same methodologies described in this dissertation, more articulatory configu-
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rations of /r/ and /l/ can be studied thoroughly to understand the acoustic

effects of this wide variety of tongue shapes.

The data acquisition procedures for MR images and MR acoustic data can be

improved for a better quality. The MRI data can be scanned with a better

image resolution such as 0.5 mm x 0.5 mm in-plane resolution and 2 mm slice

thickness, as done by Kitamura et al. (2006). With higher image quality, the

detailed structures such as the laryngeal cavity and the piriform sinuses can

be reconstructed with better accuracy. In addition, recording techniques with

a noise cancelation feature should be applied for the capturing of MR acoustic

data (Narayanan et al., 2004; NessAiver et al., 2006).

2. 3-D tongue model: It is advantageous to have a 3-D tongue model to simu-

late the tongue deformation. The tongue model can be integrated with other

vocal tract anatomies for simulation of the vocal tract acoustics at different

articulatory configurations, mainly at different tongue shapes (Badin and Ser-

rurier, 2006; Dang and Honda, 2004; Engwall, 2003; Gerard et al., 2003; Stone,

1990; WilhelmsTricarico, 1995, 1996). The acoustic effect of the tongue shape

can be investigated through the 3-D finite element analysis. In this way, the

acoustic effect of the tongue shape will be isolated from the effect caused by

the anatomy differences across different speakers.

3. Vocal tract dynamics based on dynamic MR imaging: All the MR

data used in this dissertation were from static vocal tract shapes for sustained

sounds. In order to study how the coarticulation in different contexts influ-
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ences the production of liquids, dynamic MR imaging technology can be ap-

plied to record the dynamics of the vocal tract (Bresch et al., 2008; Narayanan

et al., 2004; Takemoto et al., 2006b).

4. Automatic segmentation of the 3-D vocal tract: The segmentation of

the 3-D vocal tract geometry from MR images in this dissertation was semi-

manually done. This procedure took a lot of human effort. It is desirable to

perform automatic segmentation with least possible human and computational

work. Applying some automatic segmentation or registration methods on MR

images may help get a 3-D vocal tract reconstruction with less manual effort

(Vinitski et al., 1995; Zhukov et al., 2002).

5. Superresolution image processing: Techniques of superresolution image

processing can be applied to get a more accurate reconstruction of the 3-

D vocal tract geometry. Usually, the MR data includes three sets of images

collected at axial, coronal and sagittal orientations. Better resolution in recon-

struction might be achievable by combining slices from different orientations

(Carmi et al., 2006; Wood et al., 2006).

6. 3-D speech synthesis: Speech synthesis based on a 3-D vocal tract model

might produce more natural sound because the sound is synthesized by a

more realistic vocal tract model. 2-D digital waveguide filter has been used

for implementation of a speech synthesizer (Mullen et al., 2006, 2007; Murphy

et al., 2007). It has been shown that the 2-D digital waveguide filter has more

flexibility in controlling the formant bandwidth. Based on a 3-D vocal tract
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reconstruction, a 3-D digital waveguide filter can be implemented for speech

synthesis.

7. Phoneme discriminative power analysis: This dissertation considered

only one type of acoustic parameter. In order to see how the discriminative

power of each phoneme varies with different parameters, other acoustic param-

eters such as the mel-frequency cepstrum coefficients (MFCCs), linear predic-

tion coefficients (LPCs), linear prediction cepstral coefficients (LPCCs), re-

flection coefficients (RC), and wavelet-based feature (Farooq and Datta, 2003)

should be tested in the speaker identification experiment.
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Appendix A

Symbols used for American English consonants, by traditional

articulatory categories

Table A.1: Symbols used for consonants of American English (Kent and Read, 2002)

Bilabial Labio- Inter- Alveolar Retroflex Alveo- Velar Glottal

dental dental palatal

Stop p b t d k g

Fricative f v T D s z S Z h

Affricative Ù Ã

Nasal m n N

Liquid l r

Glide w j
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Appendix B

TIMIT and IPA labels

Table B.1: Table of TIMIT and IPA labels

TIMIT IPA Example TIMIT IPA Example Vowel Properties

p p pea iy i beet high front tense

b b bee ih I bit high front lax

t t tea eh E bet middle front lax

d d day ey e bait middle front tense

k k key ae æ bat low front lax

g g gay aa A bott low back lax

dx R muddy aw aU bout low central lax

q P bat ay aI bite low central tense dip

jh Ã joke ah 2 but

ch Ù choke ao O bought middle back lax rnd

f f fin oy OI boy middle back tense rnd dip

v v van ow o boat middle back tense rnd

th T thin uh U book high back lax rnd

dh D then uw u boot high back tense rnd

s s sea ux ü toot
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z z zone er Ç bird high central lax rcld (str)

sh S she ax @ about middle central lax (unstr)

zh Z azure ix |I debit

m m mom axr Ä butter high central lax rcld (unstr)

n n noon ax-h @h suspect

ng N sing

em m
"

bottom

en n
"

button

eng N
"

washington

nx R̃ winner

l l lay

r r ray

w w way

y j yacht

hh h hay

hv H ahead

el l
"

bottle

rnd: rounded, rcld: r-colored, str: stressed, unstr: unstressed, dip: diphthong
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