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Abstract

We start by investigating the noise behaviour of Teledyne HxRG infrared detectors. We
look at data from KMOS H2RG darks, along with data from a MOONS engineering grade
H4RG detector. From these we determine read noise distributions for the HxRG detectors,
and identify a number of other non-uniform noise contributions. We then incorporate
this information, along with a pre-existing HxRG noise generation tool, into HSIM. We
then use this new advanced detector systematics (ADS) mode to produce simulations
investigating the point source sensitivities, spatial variation of noise, reproducibility of
recovered point source flux, and signal-to-noise ratio (SNR) for a number of different
noise components. We determine from this that these additional detector noise effects
provide non-trivial contributions to the noise profile of the detectors. In particular we find
pink noise to be problematic, as it is a spatially-varying noise component that has a large
impact on the overall SNR. We recommend careful use of the detector reference pixels to
correct this, accounting for the potential for bad pixels within these.

We also look at the impact of an under-illuminated spectrograph entrance slit on tel-
luric correction. We model the SINFONI 250×125 mas H-band line spread function
(LSF) and vary the level of the input illumination. From this we determine an expected
reduction in LSF width of 14%. We then use observations of CD-23 13701 and Cal-
listo taken with SINFONI with adaptive optics (AO) correction to confirm a result of
14.0±2.1% when fitted using molecfit. We attempt four methods of telluric correc-
tion; directly using CD-23 13701 as a telluric standard star, a synthetic spectrum created
from molecfit run on CD-23 13701, this synthetic spectrum convolved with the appro-
priate LSF, and a synthetic spectrum created from molecfit run on the Callisto data.
We perform this analysis on multiple spaxels within the Callisto data, and determine av-
erage residual sum of squares of 0.43, 0.34, 0.30, and 0.29 for the four methods. We
determine from this that inadequate knowledge of the LSF leads to systematically worse
telluric correction. Provided the LSF is known, the level of correction is similar between
using a telluric standard star or the science target itself, with the remaining differences
partly explained by variations in the atmospheric profile between the observations.

We end with testing a science case of HARMONI; recovering spatially resolved kine-
matics from high redshift galaxies. We use the NUTFB simulation to create a galaxy at
an effective redshift of 1.44. We then produce a number of simulations using HSIM to
determine how well we can recover the rotation curve and star formation rate (SFR), vary-
ing the simulated observation time and spectral resolution. We determine that 1 hour of
HARMONI observation is sufficient to recover the kinematics to the point at which we be-
come limited by effects within the galaxy. We also investigate the impact of the AO point
spread function (PSF), particularly showing the effects of the PSF wings smearing out the
rotation curve, as well as differences in the kinematics as a result of PSF elongation.
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Chapter 1

Introduction

In this chapter we introduce the main areas of study of this thesis. We start with an

introduction to integral field spectroscopy, as well as covering the basics of adaptive op-

tics. We also highlight the two primary instruments involved in this thesis, SINFONI on

the Very Large Telescope (VLT), and the upcoming HARMONI on the Extremely Large

Telescope (ELT). We will then cover some of the more technical issues involved with

observational astrophysics, which make up a large part of this work. We will review the

operation of infrared detectors, with an introduction to a number of noise effects, and then

telluric features and calibration methods for observations. Lastly, we will briefly discuss

the scientific importance of the work done on high redshift galaxy kinematics.

1.1 Basics of Integral Field Spectroscopy

Integral field spectroscopy (IFS) is a form of spectroscopy in which spectra are simulta-

neously obtained for all points covering a modest field of view (FoV). This differs from

traditional, long-slit spectroscopy, which as the name suggests can only observe along a

narrow slit at any given time. The development of IFS has several advantages over long-

slit spectroscopy. Being able to utilise all the light incident on the telescope and observe a

2 dimensional area of sky allows you to extract spectra from an extended object, or multi-

ple objects within the FoV. This is a large improvement in observing efficiency, which is

1
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crucial on telescopes with high demand where observing time comes at a premium, such

as will be the case on the ELT. Additionally, observing simultaneously means you are

removing potential variations between differing slit observations, such as airmass, seeing

conditions or precipitable water vapour (e.g. Ren and Allington-Smith, 2002). IFS can

also be utilised in conjunction with adaptive optics (AO) systems, which aim to correct

for atmospheric turbulence to increase the overall spatial resolution. The AO performance

will vary based on the seeing conditions at a particular time, making it an ideal partner to

work alongside an IFS, as the correction will be applied simultaneously within the FoV.

1.1.1 How does Integral Field Spectroscopy work?

The first instrument that utilised IFS technology was SILFID (Vanderriest and Lemonnier,

1988), which incorporated multiple optical fibres as part of the integral field unit (IFU)

to simultaneously collect light from multiple objects within a large field of view. This is

only one of several methods of IFS, alongside lenslet arrays and image slicers, which are

shown illustratively in Figure 1.1 (adapted from Allington-Smith et al., 1998).

Figure 1.1: Different Designs of Integral Field Unit. Varying methods for carrying
out integral field spectroscopy, showing a) a lenslet array, b) a lenslet array with
optical fibres and c) an image slicer. In each case, the data is reconstructed into a
3-dimensional datacube, with two spatial axes and one spectral axis. Image adapted
from Allington-Smith et al. (1998).

Science with HARMONI 2
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Optical Fibre Method

This method of IFS uses a series of optical fibres that each receive light from a different

part of the sky. These fibres can then be rearranged at their other end to form a line than

can be then be spectrally dispersed akin to a long slit, and thus a spectrum is obtained for

each fibre. This is a relatively straightforward method conceptually, however does suffer

from a couple of issues. Firstly, optical fibres are circular, and as such have a limitation

on how closely they can be packed together. In addition, as optical fibres have a layer

of cladding around them, this further reduces the amount of light captured for scientific

use. Alongside this, they are prone to focal ratio degradation (FRD). FRD is essentially

an effect in which light incident on the fibre at a given angle exits the fibre at a range of

angles, reducing the signal on the detectors and lowering the resolution (e.g. Carrasco

and Parry, 1994.)

Despite these drawbacks, optical fibre IFUs are a popular choice, and are particularly

used for large scale surveys such as MaNGA for the Sloan Digital Sky Survey (Bundy

et al., 2015; Drory et al., 2015; Gunn et al., 2006), SAMI (Sánchez et al., 2012), or

CALIFA (Croom et al., 2012).

Lenslet Arrays

Differing from the optical fibre method, lenslet-based IFUs use an array of small lenses

that are placed in the focal plane of the telescope. The light from each lenslet is then

dispersed to obtain the spectra, one spectrum per lenslet, and this is incident onto the

detector (Courtès, 1981). From a mechanical viewpoint, this is a simple method, relative

to the use of optical fibres or image slicers (see next section), however does also have

a limitation on the amount of usable light, as a clear gap is needed around the lenslets

to avoid crosstalk. The TIGER instrument (Bacon et al., 1995) was the first to utilise

this form of IFU, with SAURON (Bacon et al., 2001) advancing the principles for more

extensive science results. More recently this method has been adopted for instruments

such as SPHERE (Beuzit et al., 2019) on the VLT.
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An adaptation to the above two methods uses a combination of lenslets feeding into

optical fibres. This increases the complexity of the instrument, however overcomes many

of the issues of optical fibres. It increases the filling factor of the optical fibres, as well as

speeding up the incident beam, reducing the FRD. The downsides come in terms of the

cost of design complexity, as you now need a combination of lenses and optical fibres,

and in addition either a secondary output array of lenses or oversized optics is required

to accommodate the fast output beam, otherwise there will be a reduction in throughput.

Coupling losses, which can arise when coupling light between optical devices, can also be

increased as a result of the more intricate design architecture. GMOS (Allington-Smith

et al., 2002) on the Gemini Observatory uses a combination of lenslets and optical fibres.

Image Slicers

Also conceptually fairly straightforward but mechanically challenging, image slicer IFUs

use a stack of mirrors at slightly different angles to slice the two dimensional field of view

into thin strips, that then form a single, long slit. They have the advantage of utilising

nearly all of the available field of view, as well as being possible to cool cryogenically, and

thus are suitable for use in infrared astronomy. The biggest downside to image slicer IFUs

are the technical challenges, with the optics being complex and expensive to manufacture,

and can be significantly larger than other IFUs.

Proposed initially in 1938 (Bowen, 1938), it was first utilised for infrared astronomy

on the 3D instrument (Weitzel et al., 1996), and both SINFONI (Eisenhauer et al., 2003)

on the VLT and the upcoming HARMONI (Thatte et al., 2010) for the ELT utilise image

slicer IFUs. MUSE (Bacon et al., 2010), also on the VLT, is another example of an image

slicer IFU, which has a large FoV of 1×1 arcmin.

Datacubes

Common to all forms of IFS is that the process involves fitting three dimensions of data

onto a two dimensional detector. Traditionally in long-slit spectroscopy, there are two
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dimensions of data; one spatial and one spectral, however with IFS there is an additional

spatial dimension. This results in a non-trivial distribution of the data on the detector,

however this can be disentangled as part of the data reduction pipeline. The resulting

three-dimensional datacube is usually returned as I(x, y, λ), with I being the intensity of

photon flux, x and y axes corresponding to the spatial dimensions of the area of sky, and

the λ axis being the spectrum for that point.

One important effect to consider when combining this datacube is the impact of atmo-

spheric differential refraction (ADR). This effect is caused by the wavelength-dependent

refraction of light through the atmosphere, which effectively leads to an object appearing

in a different position on the telescope focal plane at different wavelengths. Unless cor-

rected for, this would lead to an object moving along the spectral axis of the datacube.

This can be corrected by determining the shift caused by ADR as a function of wave-

length, for example by theoretical modelling based on the temperature and pressure of the

atmosphere, and then resampling and interpolating the data such that each spaxel returns

the expected spectrum. One downside to this approach is that any erroneous data from, for

example, bad pixels, is now spread across multiple data points (Filippenko, 1982; Walsh

and Roy, 1990; Arribas et al., 1999).

1.1.2 Utilisation of Integral Field Spectrographs

Due to the versatility of IFS, it can be used for a range of science goals, with improving

technology pushing the boundaries of what is possible with each new generation of in-

strument. IFUs are designed with particular science goals in mind, and as such there are

several different flavours of IFU. Typically these are either:

(a) Large instruments that have a singular field of view, where spectra are extracted for

all the light within the field of view (subject to the limitations described above).

These are useful both for large extended objects, as well as science cases such as

resolved stellar populations. Both SINFONI and HARMONI fall into this category

of IFU.
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(b) Instruments that utilise Multi-Object Spectroscopy (MOS), which have multiple,

small IFUs, that can observe different parts of a field of a view simultaneously.

These are very useful for large-scale surveys, as spectra can be extracted for many

targets simultaneously, and overhead time, such as that to change the telescope

pointing, are greatly reduced. The K-band Multi-Object Spectrograph (KMOS;

Sharples et al., 2013) consists of 24 image slicer IFUs for example, while MaNGA

(Bundy et al., 2015) has 17 optical fibre bundles.

(c) High-contrast spectrographs are designed to maximise the ability to distinguish be-

tween very faint and very bright sources, such as is required for direct imaging of

exoplanets, but with a low spectral resolution. SPHERE on the VLT is such an in-

strument, using the BIGRE IFU design (Antichi et al., 2009) with extreme adaptive

optics and a coronagraph.

1.1.3 IFS with Adaptive Optics

As we mentioned earlier, IFS is often conducted in conjunction with adaptive optics (AO)

to increase the spatial resolution of the instrument. The goal of AO is to sense and correct

for turbulence causing distortions to light as it passes through the Earth’s atmosphere. In

principle, a point source observed with a circular telescope of diameter D should produce

the image of an Airy pattern, with the first minimum located at

θ = 1.22
λ

D
rad, (1.1.1)

for a given wavelength λ. With a central obscuration, the FHWM of this PSF (in radians)

is given by

FWHM = A
λ

D
, (1.1.2)

where A depends on the size of the central obscuration, but is usually close to 1.

However, this assumes that the light is coherent onto the telescope, which for ground-
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based astronomy is not the case. This is due to the light passing through the Earth’s atmo-

sphere and becoming distorted due to changes in the refractive index caused by different

temperatures and molecular gas ratios. This leads to wavefront distortions in the light

incident on the telescope, causing the Airy pattern to become broken up into speckles.

Additionally, the atmosphere is non-stationary over time, meaning this speckle pattern

will change, so that on long exposures this becomes a disc, known as the seeing-limited

disc.

The extent of the impact of the atmosphere can be defined in terms of the Fried param-

eter r0 (Fried, 1966; Roddier, 1981), and the Greenwood time constant τ0 (Greenwood,

1977). These define the spatial extent of atmospheric regions that are approximately uni-

form, and the time-scale over which the atmospheric changes become problematic. Using

the Kolmogorov model for turbulence (Kolmogorov, 1941; Tatarski et al., 1961), these

wavefront perturbations, and thus phase variations, are caused by changes in the refrac-

tive index of the atmosphere. This model can be used to determine the variance in phase,

σ2, across the aperture of the telescope, given by (Fried, 1965; Noll, 1976)

σ2 = 1.0299

(
D

r0

)5/3

. (1.1.3)

The parameter r0 can calculated for a given wavelength if the strength of the turbu-

lence, C2
N as a function of height, h, is known, through the equation (Hardy, 1998)

r0 =

[
0.423

(
2π

λ

)2

sec(γ)

∫ inf

0

C2
N(h)dh

]−3/5
(1.1.4)

where γ is the angular distance from zenith. This means that r0 varies depending on the

wavelengths being observed, but is typically ∼tens of centimetres. Therefore for large

telescopes such that D >> r0, the resolution is now limited by atmospheric turbulence,

meaning

θ = 1.22
λ

r0
. (1.1.5)
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The purpose of AO is to counteract this, so that the performance again begins to ap-

proach the diffraction limit of the telescope. This is done through the use of a wavefront

sensor (WFS) in combination with a deformable mirror (DM), via a real time control

(RTC) system, shown schematically in Figure 1.2. The purpose of the beamsplitter in

this system is to divide off some of the light for the WFS, whilst passing the rest to the

instrumentation, which for the scope of this work is an IFS.

There are multiple types of WFS, but they all share the common purpose of detecting

the phase differences in the incident light. The most common method, known as a Shack-

Hartmann WFS (SH-WFS; Collier, 1971), uses a lenslet array to create a series of pupils

that are imaged onto a detector. Differences in wavefronts will cause these pupils to be

shifted relative to a flat wavefront, and this is measured by the WFS. Increasing in use are

pyramid wavefront sensors (PWFS), which use a lens to focus the light onto a pyramidal

prism, with modulation to increase the linear range of the sensor, before a second lens

forms an image on a detector. The differences in intensity distribution on the detector

can then be used to sense the perturbations in the wavefronts. These are increasing in use

partly due to their ability to obtain greater sensitivity and SNR for the same amount of

incident light, meaning the amount of light required for good correction is smaller. This

means that a dimmer star can be used for AO correction and thus a greater proportion

of the sky can be covered in comparison to using a SH-WFS (Ragazzoni, 1996; Hutterer

et al., 2019; Shatokhina et al., 2020).

The DM is then able to change shape according to the detected wavefront distortions.

In a closed-loop system, such as illustrated in Figure 1.2, the corrected light is then again

passed to the WFS for an iterative correction. In an open loop system, the DM propagates

the light directly to the next stage in the instrument. The level of correction possible

depends on the deformability of the mirror, given by the actuator density across it. The

actuators allow parts of the mirror to move up and down, therefore the greater the actuator

density, the finer the wavefront correction can be.

The RTC acts as the bridge between these two, passing the information from the WFS

Science with HARMONI 8
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Figure 1.2: Schematic of an Adaptive Optics System. Basic layout of an adap-
tive optics system, operating an a closed loop. Incident, uncorrected, light hits the
deformable mirror, before entering a beamsplitter which sends part of the light to the
wavefront sensor. This feeds information into the real time control system, which
changes the deformable mirror, increasing the correction on the light. The rest of the
light is sent off to the scientific instruments. Image adapted from one by Max, C.,
Centre for Adaptive Optics, UC Santa Cruz.
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to inform the DM how it needs to adapt. For the best possible correction, this has to run

very fast, often into the hundreds of Hz. This is so that the mirror can adapt at the same

frequency as the turbulence in the atmosphere is changing, i.e. the reciprocal of t0.

There are a number of ways of determining the performance of an AO system, includ-

ing the Strehl ratio, encircled energy (EE), and FWHM of the resulting PSF. The Strehl

ratio, defined by

S =
Iobs, peak

Iideal, peak
, (1.1.6)

where Iobs, peak is the peak observed intensity of the PSF, and Iideal, peak is the maximum

theoretical peak intensity, where typically a Strehl ratio of ≥0.8 corresponds to a good

correction (Guenther, 1990). This is useful to determine the overall performance of the

AO system, however does have some drawbacks, such as it does not infer anything about

the shape of the PSF, as well as it not always being trivial to determine the theoretical

peak intensity. EE can also be used, which is a measure of the amount of energy contained

within increasingly sized apertures from the centre of the PSF. This gives a curve from

0% to 100% of the energy, giving some information about the shape of the PSF. This can

also be calculated with square apertures, as can be more appropriate with detector pixels,

giving the ensquared energy, rather than encircled energy. The FWHM is the width of the

PSF where the flux is equal to half that of the peak flux. This can be determined from a

resultant AO-corrected PSF and can be given in terms of detector pixels or corresponding

angular resolution. This is a useful quantity for astronomers, as it determines the finest

scale on which different features can be resolved.

Whilst modern AO systems are able to provide a very good correction, they are not

perfect, and there are a number of issues and errors that are still present. These include:

(a) Fitting Error. As mentioned previously, the ability for the AO to correct the wave-

front is limited in part by the capabilities of the DM. If there are insufficient actu-

ators to accurately correct the wavefront on the order of r0, residual imperfections

will remain. As r0 ∝ λ6/5 (Equation 1.1.4), these errors will be worse at shorter
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wavelengths for a fixed number of actuators. Additionally, the stroke of the actua-

tors needs to be sufficient such that they can correctly form the required shape on

the DM to adjust the wavefront as needed.

(b) WFS Error. The ability for the WFS to accurately determine the required correc-

tion is dependent on the amount of signal incident upon it. The brighter the target,

the higher the SNR, and thus a better correction can be made. Alternatively, the fre-

quency of the AO loop can be lowered to allow for longer integration on the WFS,

however this increases servo error as a result.

(c) Servo Error. Even when running at very high frequencies, there is a finite amount

of time between determining the wavefront correction, and the DM adopting the

new position. However with timescales of the atmospheric turbulence being short,

on the order of milliseconds (e.g. Kellerer, 2007), there will be small differences.

This can be counteracted by running the loop faster, however this typically comes

at the cost of an increased WFS error.

(d) Isoplanatic Error. Using light from a different target other than the science object

such that it is off-axis means there is a small variation in the atmosphere through

which the light has passed. This will leave some residual errors in the wavefront

correction for the light from the science target, which increase the further separated

the two objects are. Using a close correcting star, or the science target itself, helps

to minimise this error.

(e) Non-Common Path Aberrations (NCPA). These arise as result of differences be-

tween the optical path of the light through the instrument, downstream of the WFS.

These are therefore not corrected for by the AO, however through careful calibra-

tion they can be accounted for (e.g. Menduiña Fernández, 2021).

There are multiple flavours of AO, serving different purposes in terms of level of

correction and sky coverage. The main two which we use or simulate in the work in this

thesis are shown in Figure 1.3, and explained below:
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Figure 1.3: Illustrative Operation Methods for SCAO and LTAO. Left: Illus-
tration of the operation of a single-conjugate AO (SCAO) system using a singular
natural guide star and wavefront sensor (WFS) to detect the wavefront distortions,
that are then passed to the deformable mirror (DM) via the real time control (RTC)
system. Right: Operation of a laser tomography AO (LTAO) system, using an aster-
ism of laser guide stars, each with their own respective WFS that feed the information
to the RTC to reassemble the atmospheric profile and adjust the DM. Images adapted
from ones on the European Southern Observatory’s website.
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(a) Single-Conjugate AO (SCAO). This uses a single natural guide star (NGS) to cor-

rect the atmospheric turbulence. A DM conjugate to the telescope pupil provides

the corrections, however the FoV where this correction is applicable is limited. It

is ideal in situations where the science object is suitable for use as the guide star,

however when this is not possible a close, bright, star is required. As a result of

this, SCAO is only capable of providing a good correction over a few percent of the

sky.

(b) Laser Tomography AO (LTAO). This uses an asterism of laser guide stars (LGS)

in conjuction with multiple WFSs around the science target. The variations in wave-

front error between the WFSs can be used to reconstruct the atmospheric profile in

the column beneath the science target. This still requires a single NGS for tip-tilt

correction, which is a low-order optical aberration corresponding to horizontal and

vertical shifts in the spatial position of the target, which cannot be determined from

the laser asterism. The requirements on the brightness of this star are far less strin-

gent than for SCAO however, and therefore LTAO greatly increases the percentage

of the sky that can be covered by an AO system. HARMONI is designed to feature

both an SCAO and an LTAO system (Neichel et al., 2016).

1.1.4 SINFONI on the VLT

The Spectrograph for INtegral Field Observations in the Near Infrared (SINFONI; Eisen-

hauer et al., 2003) was installed on the VLT at the European Southern Observatory’s

(ESO) Paranal Observatory in Chile prior to decommissioning in 2019. While opera-

tional, SINFONI offered near-infrared integral field spectroscopy in the wavelength range

1.1−2.45µm, utilising an image slicer to divide the field of view into 32 slitlets on which

spectroscopy could be performed. The height of these slitlets could be varied, offer-

ing 250 mas, 100 mas or 25 mas spatial pixel (spaxel) resolution in the direction across

the slit, with twice the resolution along the slit. The spectra were then imaged onto a

HAWAII-2RG detector, with 2048×2048 pixels.
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Parameter Value
Wavelength Range 1.1−2.45µm

Spectral Resolution (band) ∼1500 (H+K), ∼2000 (J),
∼3000 (H), ∼4000 (K)

Spaxel Scales (Field of View) 250×125 mas (8 ′′×8 ′′),
100×50 mas (3 ′′×3 ′′),

25×12.5 mas (0.8 ′′×0.8 ′′)
Detector Teledyne HgCdTe 2k×2k (HAWAII-2RG)

Adaptive Optics NOAO, NGS, LGS

Table 1.1: SINFONI parameters. Key parameters for the SINFONI instrument on
the VLT.

SINFONI could be used either in a seeing-limited NOAO (no adaptive optics) mode,

with no additional correction, or by using AO to improve the image quality. An NGS

could be used, ideally brighter than R ∼ 11 mag, however would still provide some cor-

rection down to stars as faint as R ∼ 17 mag with good seeing conditions. An NGS

close to the science target, or the science target itself, is always desirable, as otherwise

the atmospheric turbulence seen by the AO sensing and science arm will be different. In

addition, there was an option to use an LGS in combination with an NGS for tip/tilt cor-

rection, however this NGS can be further away and dimmer, as a large proportion of the

correction can be determined from the LGS.

Science conducted with SINFONI has been wide-ranging, from large surveys such

as SINS (Förster Schreiber et al., 2009) which investigates dynamical and physical prop-

erties of distant lumionous galaxies, to solar system science such as radiative transfer

processes in Uranus and Neptune (Toledo et al., 2019, 2020). Since it has been decom-

missioned, the integral field spectrograph (SPIFFIER; Iserlohe et al., 2004; George et al.,

2016) is being installed as part of the Enhanced Resolution Imager and Spectrograph

(ERIS; Amico et al., 2012) that plans for first light in 2022.

This work uses data obtained with SINFONI to investigate the impact of an under-

illuminated input slit with regards to telluric correction, which is introduced in Sec-

tion 1.3, and discussed in detail in Chapter 4.
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1.1.5 HARMONI on the ELT

The High Angular Resolution Monolithic Optical and Near-infrared IFS (HARMONI;

Thatte et al., 2010) is the upcoming IFS for ESO’s ELT. It is in many ways the ‘spiritual

successor’ to SINFONI, offering a similar range of options, albeit at higher spatial and

spectral resolution and utilising the larger light-capturing capacity of the ELT. HARMONI

will offer spectroscopy over the spectral range 0.47−2.45µm, also using an image slicer

to divide up the field of view. Unlike SINFONI, however, HARMONI will have four

individual IFUs each with two HAWAII 4RG detectors and two CCD231-84 detectors to

allow for a greater spatial resolution while maintaining a similar field of view to SIN-

FONI. HARMONI will have four spaxel sizes, of 4 mas, 10 mas, 20 mas and 30×60 mas.

Parameter Value
Wavelength Range 0.46−2.45µm

Spectral Resolution (band) ∼3300 (V+R, I+z+J, H+K),
∼7000 (I+z, J, H, K),

∼17000 (z-high, H-high, K-short, K-long)
Spaxel Scales (Field of View) 60×30 mas (9.1 ′′×6.1 ′′),

20×20 mas (3 ′′×4.1 ′′),
10×10 mas (1.5 ′′×2 ′′),
4×4 mas (0.6 ′′×0.8 ′′)

Detectors 4 × Te2v CCD231-84
8 × Teledyne HgCdTe 4k×4k (HAWAII-4RG))

Adaptive Optics NOAO, SCAO, LTAO, HCAO

Table 1.2: HARMONI parameters. Key parameters for the HARMONI instru-
ment designed for the ELT (as of Thatte et al., 2020).

HARMONI will also have the option of observing with adaptive optics, alongside

a seeing-limited mode (NOAO), with single conjugate adaptive optics (SCAO), laser-

tomography adaptive optics (LTAO) and high contrast adaptive optics (HCAO). SCAO

uses a single NGS to provide the correction, providing there is a bright enough star

(R ≤ 12 mag for optimal performance) close to the science target. LTAO uses an as-

terism of six LGS to allow for correction over a large fraction of the sky, although still

requiring one or more NGS for tip/tilt correction. HCAO requires a bright (R≤ 9 mag for

optimal performance) on-axis star to obtain a contrast greater than 106 at 200 mas.
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HARMONI is currently in the final design stage of development, with it being a first-

light instrument for the ELT, currently planned for 2027. It is designed to be a work-horse

instrument, capable of investigating a number of science cases such as observing spatially

resolved kinematics of high redshift galaxies (Richardson et al., 2020), resolved stellar

populations in nearby galaxies (Gonzalez and Battaglia, 2018), or studying atmospheres

of planets and moons within our solar system.

Whilst the instrument is still in development, a HARMONI simulation tool (HSIM;

Zieleniewski et al., 2015; Routledge et al., 2020) has been created to test the capabilities of

the instrument. HSIM aims to simulate the expected behaviour of HARMONI to produce

a resulting datacube in (x, y, λ), akin to that obtained from a data reduction pipeline. A

large portion of this work involves HSIM, with Chapters 2 and 3 improving the existing

tool, and Chapter 5 using HSIM for quantitative science performance prediction.

In this work we focus primarily on the infrared capabilities of HARMONI. Infrared

detectors can be particularly problematic in terms of noise, therefore increasing our un-

derstanding of these contributes greatly to improving the science that can be conducted,

especially given that the majority of the HARMONI wavelength coverage is in the in-

frared. Furthermore, telluric absorption features are particularly troublesome in the in-

frared, which we look at using SINFONI in Chapter 4. We then look at galaxy kinemat-

ics, the tracer for whuch we use being Hα, that falls into the infrared at the redshift we

simulate.

1.2 Infrared Detectors and Noise

An important part of an IFS is the detectors used, whether that is a traditional charge-

coupled device (CCD) for visible wavelengths, or a Mercury Cadmium Telluride (MCT)

detector for the near-infrared, such as will be used in HARMONI. As we rely on these

detectors to obtain any data, it is important to understand how they work, as well as

potential noise issues that may arise from them. We focus here on infrared detectors,
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covering the physical processes behind them. We also introduce different readout methods

which can be used to obtain data with infrared detectors. We then catalogue a list of

potential issues that arise with them, before ending this section with a discussion on the

signal-to-noise ratio (SNR) in the infrared.

1.2.1 Principles of Infrared Detectors

Infrared detectors use the principle of photoconductivity, which is to convert photons into

an electric current that can be detected by an amplifier. The most basic form of this would

be to use a semiconducting material with electrodes on opposite faces, creating an electric

field within it. An incident photon of sufficient energy can then free an electron which

creates a current as it passes through the material, which is then detected. From solid

state physics, in order to achieve this an electron must be promoted from the valance band

to the conduction band, which means the incident photon must have sufficient energy to

overcome this band gap, implying a cut-off wavelength λc. This is determined by

λc =
hc

Eg
=

1.24µm
Eg(eV)

(1.2.1)

where h and c are the fundamental Planck’s constant and the speed of light, and Eg is

the band gap energy. Typically these band gaps are of the order ∼1 eV (Kittel, 2005),

therefore in a pure semiconductor the cut-off wavelength is only around 1µm, above

which photons would not have sufficient energy to create a photocurrent (Rieke, 2007).

This can be combated by doping a semiconducting material with impurities to alter

their physical properties. Impurities can be either donors or acceptors, indicating whether

they have more or less electrons available for conducting than the semiconductor. Donor

impurities have additional electrons available for excitation into the conduction band, and

create an n-type material, referring to the primary charge carriers being the negatively-

charged electrons. Acceptor impurities are so-called as they accept electrons from the

valance band to complete covalent bonds, leaving behind holes. These holes act as pos-
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itively charged carriers, and thus the material is known as p-type. The result of doping

a semiconductor in this way is that it lowers the required energy from Eg to the smaller

Ei, the difference in energy between the impurity level and either the bottom of the con-

duction band (in n-type) or the top of the valance band (in p-type) (Rieke, 2007; Kittel,

2005).

By creating a p-n junction, where one side is p-type and the other n-type, a photodiode

can be created, and this is what is used in infrared detectors. The donor n-type material

can release electrons that are easily absorbed by the p-type material, and this creates

a potential difference across the junction. An external voltage, or bias voltage, can be

applied, and when incident photons on the detector cause a movement of charge carries,

this can be detected as a change in the bias voltage. In Figure 1.4 we show a diagram of

an MCT photodiode. The substrate is used in the creation of the array, but is typically

removed prior to astrophysical use. This has numerous benefits, including increasing the

quantum efficiency, allowing detection of visible light and removing fringing within the

substrate (e.g. Beletic et al., 2008).

Figure 1.4: Illustrative Diagram of an MCT photodiode. A typical p-n junction
photodiode manufactured out of Mercury Cadmium Telluride (HgCdTe). Light is in-
cident on the right hand side of the figure, and the signal is detected through contacts
on the left. The substrate is used in the creation process, but can be removed prior to
use. Image adapted from Rieke (2007) and based on Garnett et al. (2004).

In this work we focus on the MCT detectors produced by Teledyne, known as HxRG

detectors. The H stands for HAWAII, which is short for HgCdTe Astronomical Wide Area
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Infrared Imager. The x is short for the number of 1024x1024 blocks that make up the full

array, which in this work we look at arrays with 2048 and 4096 pixels. The R refers to

reference pixels being present on the detector, and G denotes guide window capability

(Blank et al., 2011).

1.2.2 Readout methods

The infrared detector is only part of the entire setup, as electronics are required to convert

the photocurrents into readable signals. This is typically done by combining the photodi-

ode with a readout integrated circuit (ROIC) through indium connectors to create a focal

plane array (FPA). A ROIC consists of metal oxide semiconductor field effect transistors

(MOSFETs) performing charge-to-voltage conversion for each pixel. MOSFETs were

successfully created first in 1959 (Kahng, 1960), building on work conducted by L. E.

Lilienfeld in the 1920s and 30s (e.g. Lilienfield, 1926), and are the foundation of modern

electronics. A silicon MOSFET is connected to each pixel of the detector array, and this

collects the detected signal to be read out of the detector (Rieke, 2007).

In Figure 1.5 we show a circuit diagram of part of a ROIC. This shows four cells in the

array, with the detector pixels represented by diodes. Charge is collected and builds up

on the transistor T1 until the circuit is read out. This is done by applying power to a given

row and column simultaneously, for example r1 and c1. This closes the switch transistors

T2, T3 and T4 and applies power to T1, connecting the signal to the output amplifier to

allow a reading to be taken. The pixel could then be left to accumulate charge further

by removing power from c1, and c2 can be powered to read out the next pixel on the row.

This can be done for every pixel on the row, before moving onto the next row by powering

r2. Alternatively, the reset line can be powered, setting the input of T1 to the reset voltage

VR. This makes it destructive, as the accumulated charge is reset when doing this (Rieke,

2002, 2007).

This versatility in principle could allow for any pixel to be read out in any order, and

for any single pixel to be reset. However in practice, detector arrays are controlled by
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Figure 1.5: Circuit Diagram of the Readout Electronics for a Photodiode Array.
Readout circuit for four cells of a detector array, shown schematically as diodes.
Transistor T3 allows for resetting an individual pixel, and could be removed if that
behaviour is not required. Image adapted from Rieke (2002).

a clocking pulse that reads out the pixels in turn for simplicity. Additionally, with the

HxRG devices, the number of individual output amplifiers can be varied, increasing the

readout speed at the cost of additional power requirement. For the H2RGs we look at in

this work, the detectors have 32 output amplifiers, while the H4RGs have 64.

The HxRGs also have the option to read out a subarray to a separate output, allowing

for a guide window to be implemented for an imager on long exposures for example.

The outer 4 rows/columns of the HxRG devices are not photosensitive, and are used as

reference pixels to track some of the noise that can be introduced during the readout

process (MacDougal et al., 2006).

The ability to read the signal on a pixel without affecting the charge allows for a

variety of ways in which to read out the array. In principle, each pixel could be read and

then reset immediately, with an additional read made directly afterwards, the signal being
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the difference between the two reads. However, this read-reset-read method introduces a

large amount of additional noise (see Section 1.2.3) and is therefore unfavourable. Given

that a pixel will still accumulate charge when power is not provided to the MOSFET,

non-destructive sampling methods are preferred, with larger integration times between

reads. This relies on the electronics to be stable over large enough timescales such that

the fluctuations through bias drifts, for example, are small compared to the signals being

measured. This is also where reference pixels can be used to help correct for such drifts

(Rieke, 2007).

We outline two common readout methods below, namely Fowler(-N) sampling and

sample-up-the-ramp:

Fowler(-N) Sampling

Fowler(-N) sampling is a form of correlated double sampling (CDS) named after an

orginal proponent of this method (Fowler and Gatley, 1990), and is shown diagrammati-

cally in the left panel of Figure 1.6. In this approach a number of reads, N, are taken close

together at the start of the integration, known as pedestal reads, denoted by Px. After the

desired exposure time, Tex, another N signal reads are taken, denoted by Sx. For each

pair of reads, the difference is taken, and the average of the N reads gives the total sig-

nal. This method is advantageous over continuously reading the signal as the array can be

turned off for a large amount of the integration time, minimizing the power dissipation.

In addition, as the read noise is typically dominated by high-frequency variations, taking

multiple reads close together and calculating the average can reduce the total read noise

by approximately
√

N (Rieke, 2007).

Sample-Up-The-Ramp

Sample-up-the-ramp (SUTR) is an alternative non-destructive readout method in which a

series of reads are taken at regular intervals, and is shown in the right panel of Figure 1.6.

In this method a read is taken every time interval ∆t for the duration of the exposure, Tex.
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Depending on the readout electronics, a running gradient can be made, or a least-squares

fitting method can be applied to the full ‘ramp’ when all reads are taken. This is then used

to determine the signal over the length of the integration.

SUTR can be preferred over Fowler(-N) sampling as the signal is sampled periodi-

cally, meaning it is less susceptible to transient, unexpected noise sources. For example,

an ionizing particle could cause a jump in the signal, however provided the full slope is

obtained, this discontinuity can be accounted for, and the remaining data can be used. This

is also useful in the event of a pixel reaching saturation before the exposure is completed,

as the ramp can be extrapolated and a signal estimated accordingly. This is not ideal,

however, as saturated pixels have other problems with them, such as persistence, which

is discussed more in Section 1.2.3. In longer exposures the ability to recover data from

points along the ‘ramp’ can lead to this method being more desirable, whereas in shorter

exposures the theoretical improvement in read noise reduction of Fowler(-N) sampling

may be preferred. A composite method can also be adopted, where a number of reads are

taken in quick succession at multiple times over the observation, to gain the benefits of

both techniques (Rieke, 2007).

Figure 1.6: Fowler and Up-The-Ramp Sampling Methods. Different methods for
reading out an infrared detector array showing Fowler(-4) sampling (left) and sample-
up-the-ramp (SUTR; right). Image adapted from Finger et al. (2000).
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1.2.3 Infrared Detector Noise

As with every physical process, it is not possible to have a pure signal with no noise.

During the process of obtaining the data, several forms of noise arise, largely as a re-

sult of the readout electronics. As many astronomical observations are of faint targets,

particularly with an instrument such as HARMONI, it is important to understand where

this noise comes from. It is then equally crucial to minimise the impact, either through

hardware, observing strategy, or as part of the data reduction process. In this section we

introduce a number of sources of noise, along with some other detector issues, explaining

their origins, and discussing measures that can be implemented to reduce them.

Johnson-Nyquist Noise

Johnson-Nyquist noise is thermal noise caused by Brownian motion of charge carriers

(Johnson, 1928; Nyquist, 1928). This is unavoidable, and the current generated (and

hence signal produced) is dependent on the temperature, T , and resistance, R, of each

indium connector through the equation

Irms =

√
4kBT∆f

R
. (1.2.2)

This is the root mean square current, where kB is the Boltzmann constant and ∆f is the

frequency bandwidth. As this noise is the result of fundamental physical processes, it

is not possible to entirely remove it, however it can be minimised through design and

operation. For the detectors that we investigate in this work the resistance is dependent

on Teledyne’s manufacturing process and cannot be changed. However, by cryogenically

cooling the detectors in operation, the temperature of the connectors is reduced, and thus

the amount of Johnson-Nyquist noise.
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kTC Noise

This noise is another thermal noise, similar to Johnson-Nyquist noise. This occurs as a

result of thermal currents causing a randomly fluctuating charge, Q, on the photodiode,

equal in magnitude to

Q =
√
kBTC (1.2.3)

where C is the capacitance. This varies over a timescale of τ = RC, therefore in order

to keep this noise consistent we want the resistance to be high. If we refer to the cir-

cuit diagram in Figure 1.5, if the reset line isn’t powered, and thus T5 is open, then the

resistance is high and the variations are low. However, when the reset line is powered

and the switch is closed, the resistance is low and thus the fluctuations are rapid. This is

why continuously resetting the photodiode adds a large amount of additional noise, and

non-destructive readout methods that allow the signal to accumulate are favoured. When

using readout methods such as SUTR or Fowler sampling, the kTC noise is almost en-

tirely removed (Rieke, 2007). HARMONI will use SUTR, therefore it is expected that

there will be very little kTC noise in the data.

Dark Current

Dark current is a current that flows in the photodiode in the absence of photons. This

is related to defects within the semiconducting material. i.e. HgCdTe for the HxRG

devices. Through quantum mechanical processes, electrons and holes can change energy

bands in the absence of any light, and this is made easier through the presence of defects.

This creates a current that is indistinguishable from a signal generated by an incident

photon, aside from it also appearing in ‘dark’ observations, where no light is incident on

the detector. In theory the dark current can be measured and removed, however there

will be residual Poisson, or shot, noise as a result that will remain after the average dark

current is subtracted. As the processes through which dark current occurs are dependent

on temperature, cooling also decreases this noise. In typical Teledyne infrared detectors,
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operating at cryogenic temperatures with a cutoff wavelength of ∼2.5µm, dark current

introduces additional unwanted signal at the level of∼0.01 e− s−1 pixel−1 (e.g Jerram and

Beletic, 2019).

Pink (1/f ) Noise

1/f noise is so named as the power spectral density of the noise is inversely proportional

to the frequency that noise occurs at. Each electronic component in the architecture of

the detector can introduce its own pink noise. Pink noise can manifest in several different

ways in the detector, including:

(a) Horizontal banding. Each row is connected to the multiplexed output by a MOS-

FET that is subject to its own 1/f noise. As this is different for each row, this

can introduce a banding effect, where each pixel on that row has a similar level of

noise associated with it. One way to counteract this is through the use of the ref-

erence pixels around the edge of the detector. These are read out in the same way,

although are not photosensitive, therefore they can be used to track the 1/f noise

present in that row. Ensuring that this is done correctly for each read of the detector

is important, to accurately track the amount of 1/f noise on each read.

(b) Alternating Column Noise (ACN). ACN is an effect seen on HxRG devices in

which odd and even columns on a given output amplifier have a different noise

profile. This is not a fundamental result of the array infrastructure, however was

found to be the result of a proprietary design choice made by Teledyne with the

HxRGs (Rauscher, 2015). The implication of this is that there is additional 1/f

noise that affects the odd and even columns separately, which causes the striping

sometimes seen in images. With traditional readout methods it is hard to negate

ACN, however an alternative method known as Improved Reference Sampling and

Subtraction (IRS2) interleaves reference pixels with regular pixels, and has been

shown to reduce the impact of ACN (Rauscher et al., 2012).
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(c) Picture Frame Effect. This effect is so-called as it appears as a border or ‘picture

frame’ around the edge of the detector. It is driven by small temperature changes

during the readout process (Rauscher et al., 2012 and references within) and origi-

nates from 1/f noise on the bias voltages (Rauscher, 2015). This effect depends on

the controller used with the detectors, and can vary between detectors. Controlling

the temperature fluctuations is one way of minimising the impact of this effect, as

is avoiding the edge of the detectors where possible with observational data.

White ‘Read’ Noise

White noise differs from pink noise in that the power spectral density is the same at all fre-

quencies. This means that at high frequencies it is dominant over pink noise, which drops

off as 1/f . Within the detector architecture, each pixel has a corresponding MOSFET

which introduces pink noise. However, as each pixel contributes a different amount of

noise independently, when viewed as an overall image, this becomes white noise. Taken

overall, the pixels have a read noise distribution that is often approximated by a Gaussian

function, however does have a tail to high values (Rieke, 2007) that we explore further in

Chapters 2 and 3.

Non-Linearity

This is an effect in which the detected response does not increase linearly with the incom-

ing signal. This is a result of amplifier bias reducing slightly as charge builds up, which

becomes more pronounced as a pixel reaches the maximum potential charge, known as

full well (Blank et al., 2011). Above this threshold the pixel becomes saturated, at which

point additional charge can spread and ‘bleed’ into neighbouring pixels, although this can

be corrected for in data reduction. This is usually defined as the point at which linearity

deviates by more then 5%, and should be avoided as much as possible. By characterising

the linearity of a given detector, the bias voltages can be adjusted to produce the best per-

formance possible. Through careful planning of observations, saturation can be avoided
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by ensuring exposure times are not too long so that a typical pixel will not be saturated.

Reciprocity Failure

This is a similar effect to non-linearity, in that the signal does not respond linearly with

flux, however it is dependent on the incident photon rate, rather than charge accumulation.

It has been seen on H2RG devices that they respond better to higher fluxes than lower

ones. This causes issues particularly in understanding the QE of the detector, as it will

bias it either higher or lower depending on the flux. This effect is seen to be reduced at

cryogenic temperatures, however can still be present to a small degree (e.g. Biesiadzinski

et al., 2011, 2014). We hope that in HARMONI this effect will be minimal, or not present.

Electronic Crosstalk

Electronic crosstalk is an effect in which a signal is propagated in an unwanted fashion

from one area of the electronics to another. This can occur due to signals travelling in

two adjacent, unshielded wires and inducing a copy of the signal in the other. Due to the

complexity of the array architecture this phenomenon can occur, creating signals in areas

of the detector which should be devoid of signal (e.g. Bushouse et al., 2008). This effect

can be minimised through careful design, and additionally through calibration, as once

the amount of electronic crosstalk present is known, it should be static with time. This

can be done by measuring the responses on each amplifier block when illuminating only

a single amplifier at one time, to generate a crosstalk matrix of size n× n, where n is the

number of amplifier blocks (George et al., 2018).

Persistence

Persistence is in effect an increased dark current caused by previous exposures. An

amount of charge can remain trapped, or ‘persists’, after the pixel is reset, and this slowly

leaks out over time. The exact nature of persistence is non-trivial, and can impact some

parts of a detector more than others. Much work has been carried out to understand and
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mitigate the impact of persistence (e.g. Smith et al., 2008; Smith et al., 2008; McLeod

and Smith, 2016) however it remains an issue with infrared astronomy. Persistence can

still appear several days after the initial observation, and some methods work better than

others for reducing its impact (Tulloch, 2018), however this will be an effect that will

impact the HARMONI detectors in some way. Recent work by ESO has developed a per-

sistence correction pipeline using persistence models developed by Tulloch et al. (2019),

and is currently undergoing testing, with the goal of correcting & 80% of the persistence

(Neeser, 2021).

Intermittent Channel Failure

This is an effect noticed on the KMOS H2RG detectors in which some columns appear

to lose a significant portion of their flux. This is seen when observing point sources with

low natural seeing, and results in profiles that do not reflect the true nature of the target, as

demonstrated in Figure 1.7. This effect does not seem to have an impact on the electronic

crosstalk, suggesting that the correct flux is initially recorded, and then becomes lost

during the readout process (Houghton, 2016). It is yet to be known whether this is a

unique effect to the KMOS H2RGs, or if a similar effect will be seen on the HARMONI

H4RGs.

1.2.4 Signal-to-Noise Ratio (SNR) Equation for Infrared Astronomy

In its simplest form, the signal-to-noise ratio is a measure of the total desired signal, S,

divided by the total noise, N , such that SNR > 1 means the signal is larger than the noise,

whilst an SNR < 1 indicates that the noise is larger than the signal. As we have discussed

above, infrared detectors produce a measurable response from incident photons, which

comprises the signal. We have already discussed a number of sources of noise, including

dark current and different sources of readout noise, however there are additional sources

of noise not intrinsic to the detector used. Photon arrival on the detector is a discrete

process, and is therefore subject to Poisson statistics and corresponding shot noise. In
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Figure 1.7: Intermittent Channel Failure on KMOS H2RG Detector. Exposure
KMOS.2013-10-30T23:50:51.778, available on the ESO archive, showing
the impact of intermittent channel failure. The right side shows an expected pro-
file across consecutive columns, while the left shows the intermittent channel failure,
in which the peak flux is suppressed. Image reproduced from Houghton (2016).

addition to that, there are other background sources of photons that can appear as a signal,

such as thermal emission from the telescope, or sky emission. In principle then,

SNR =
S

N
=

Desired Signal
Total Noise

(1.2.4)

For processes that are governed by Poisson statistics, including dark current in the

detector, the variance is equal to the mean, so the average noise is equal to the square

root of the signal. We can also assume that these are uncorrelated, therefore we can add

the variances, σ2
i , together for each component i. For the non-Poissonian noise sources

introduced by the detector, things are a little more complicated, however. Many of these

sources are correlated, and varying in physical location on a detector, so there is no simple

way of determining the noise. We assume a crude first approximation that we can sum

the variance of these too (Rauscher, 2015), however we will show in Chapter 3 that a

simulation approach is required for a full understanding of their impact.
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We therefore now have

SNR =
S√
x∑
i=1

σ2
i

=
S√

S +B + T +D +
n∑
j=1

σ2
j

, (1.2.5)

where σ2
j are the variances of the detector noise components, including white and pink

readout noise, and B, T and D are the average values of the background emission, ther-

mal emission, and dark current respectively. Additionally, in the infrared a second sky

exposure is usually taken, which includes all the same noise except for the Poisson noise

in the signal, such that

SNR =
S√

S + 2(B + T +D +
n∑
j=1

σ2
j )

. (1.2.6)

In order to determine how this will vary with longer observations, we have to under-

stand how both the signal and noise sources accumulate. For a source with flux per unit

area Fλ, the number of electrons from an extended object incident on area of the detector,

Nλ, is given by

Nλ =
FλftransA∆λNspaxd

2
spax

Eλ
(1.2.7)

where ftrans is the total transmission fraction, A is the light capturing area of the telescope,

∆λ is the wavelength resolution, Nspax and dspax are the number and size of the spaxels,

and Eλ is the energy of a photon at that wavelength. For a point source, the flux is

distributed according the PSF, with the additional fraction fPSF dictating how much flux

falls within the detector area.

The number of electrons from background and thermal emissions can also be ex-

pressed in the same manner, through

NB ≈
FBftransA∆λNspaxd

2
spax

Eλ
, NT ≈

FTftransA∆λNspaxd
2
spax

Eλ
, (1.2.8)
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where we make an approximation that the transmission fraction will be the same for each

emission component. This is not entirely correct, as some emission will only pass through

parts of the instrument, however is a good approximation for these calculations. As we

established in Section 1.2.3, dark current contributes a constant rate of additional flux, and

we assume that the other detector noise components are independent of exposure time.

If we therefore expose for an amount of time Texp a number of times Nint, the SNR in

the infrared becomes

SNR =
NλTexpNint√

Nint[NλTexp + 2(NBTexp +NTTexp +DNspaxTexp +Nspax

n∑
j=1

σ2
j )]

=
NλTexp

√
Nint√

[Nλ + 2(NB +NT +DNspax)]Texp + 2Nspax

n∑
j=1

σ2
j

. (1.2.9)

If we are now in a situation where we have a bright object such that the noise is

dominated by Nλ, we can simplify Equation 1.2.9 to

SNR ∝
√
NλTexpNint, (1.2.10)

i.e. the SNR increases either as the square root of the observing time, or by the flux

from the source. Therefore for an object of given flux, the SNR can be improved either

for observing with longer integrations, or by taking more integration blocks. Usually the

latter is easier to increase, so as to reduce the likelihood of detector saturation, and the

issues that arise as a result (see Section 1.2.3).

If we instead consider the case where we are limited by readout and detector effects,

then Equation 1.2.9 becomes simply

SNR ∝ NλTexp

√
Nint (1.2.11)

since the readout noise does not depend on the incident flux, or the individual exposure
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time. This therefore means that observing in longer integration blocks would be more

beneficial than observing multiple times.

This does not, however, account for systematic effects in the detectors, and assumes

that the noise can be added in quadrature. This is a good approximation in most cases,

however we study this in detail in Chapter 3 to show that this is an over-simplistic ap-

proach, and the SNR becomes more complicated when including these additional noise

parameters.

1.3 Telluric Absorption Features in the Infrared

Another aspect of this work looks at potential issues associated with correcting telluric

absorption features in infrared astronomy. In this section we introduce the origin of

these features, including typical absorption levels covering the wavelength range of HAR-

MONI. We then cover two ways in which these can be corrected for: using a separate

observation of a telluric standard star, or molecfit, which uses a radiative transfer code

to create a synthetic spectrum to use for correction.

1.3.1 What are Telluric Absorption Features?

Telluric features arise as a result of molecular absorption in the Earth’s atmosphere, and

are seen as absorption lines in a spectrum taken from an astrophysical target. The atmo-

sphere is made up of a combination of gases, primarily 78% nitrogen (N2), 21% oxygen

(O2), 1% argon (Ar), 0.04% carbon dioxide (CO2), and trace elements of others (Allen,

2000). In addition, water vapour (H2O) in the atmosphere will also lead to absorption

features. The wavelengths and relative amounts of light absorbed depends on the gas

molecule, however here we will primarily consider those that affect the near-infrared, as

this is the region covered by HARMONI that will be the most impacted.

In Figure 1.8 we show a synthetic absorption spectrum covering the visible and near

infrared out to 2.6µm (from Smette et al., 2015, based on Noll et al., 2012). We can see
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from this that there are a few absorption features in the visible spectrum, however they

increase significantly from ∼0.7µm. The primary absorption features in the infrared out

to 2.45µm (the upper limit of HARMONI) are caused by H2O, with significant contribu-

tions from methane (CH4), CO2, and O2.

As we discussed in Section 1.1.3, the atmosphere is not stable, and changes in the rel-

ative levels of the different gases will naturally lead to different amounts of absorption at

the respective wavelengths. The most variable molecule is H2O, which is directly related

to the weather conditions at the time of the observation (Smette et al., 2015). The relative

fraction of other molecules will also vary on different time-scales, from seasonal varia-

tions to hourly changes (e.g. Thoning et al., 1989; Schneising et al., 2009). It is therefore

not possible to create a ‘one-spectrum-fits-all’ absorption profile, and the correction must

be tailored to fit the specific observation.

Figure 1.8: Absorption Features in the Visible and Near-Infrared. Synthetic ab-
sorption spectrum showing the predominant molecular absorption covering the wave-
length range 0.3−2.6µm, at resolution R ∼ 10000. Image reproduced from Smette
et al. (2015), based on data from Noll et al. (2012).
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1.3.2 Correction Methods

It is important to correct for this molecular absorption from the atmosphere, otherwise it

will impact the recovered spectrum from the astrophysical target being observed. This

is typically done by dividing the science spectrum by a telluric spectrum, such that the

extraneous absorption features are removed. Here we introduce two methods for obtaining

this telluric spectrum: a telluric standard star, and the molecfit telluric modelling tool,

both of which we use in this work in Chapter 4.

Telluric Standard Star

One approach that can be used is to observe a different target with a known spectrum,

ideally one with few intrinsic features, known as a telluric standard. Often this is an

early-type star where the spectrum is mostly empty apart from hydrogen lines and some

helium features (e.g. Walborn and Fitzpatrick, 1990). In situations where the hydrogen

lines are of particular interest to the science, a G-type star is often used for the correction

instead (e.g. Allen and Cragg, 1983; Cotton et al., 2014).

In addition to the spectral features, there are a number of additional constraints on the

suitability of a star for use as a telluric standard. It must be able to be observed closely

with the science target in terms of time, so as to ensure the atmospheric profile is as

similar as possible between the two observations. Additionally, it must be close in terms

of angular distance, as the absorption lines do not scale with the same function of airmass.

The molecular mixing ratios will also vary slightly depending on the direction through the

atmosphere at which the observations are taken. The chosen telluric standard must also

be bright enough such that the recovered spectrum will be of sufficient SNR to provide a

correction to the desired level (Smette et al., 2015).

The benefit of this method is that conceptually it is very straightforward to implement.

The data from the observation are taken, reduced, and then divided from the science target,

potentially with a small amount of post-processing to mask out the intrinsic features of

the star. However, there are a number of drawbacks to this method, including:
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(a) Finding a suitable star close to the science target in terms of airmass;

(b) Changes in the atmospheric profile between the science and telluric observations;

(c) Insufficient SNR in the telluric star for adequate correction;

(d) Unexpected features in the telluric star when reducing the data;

(e) An additional cost in telescope time to take these observations, reducing the amount

of time available to take the science data;

(f) Differences in the line spread function (LSF) between observations.

The latter of these is the subject of the study in Chapter 4, and can particularly arise

as a result of observing with good AO correction at a coarse spaxel scale.

Synthetic Spectra Creation, e.g. Molecfit

An alternative telluric correction method uses radiative transfer codes to create a syn-

thetic spectrum that can then be divided out. This method was first shown to be possi-

ble by Lallement et al. (1993), who used the molecular data bank GEISA (e.g Chédin

et al., 1982; Husson et al., 1992; Jacquinet-Husson et al., 2016) and forward modelling

code STRANSAC (Scott, 1974) to correct for H2O lines around the sodium doublet at

0.5895µm. It was then demonstrated more extensively by Bailey et al. (2007), who used

the Spectral Mapping Atmospheric Radiative Transfer (SMART; Meadows and Crisp,

1996) model to create a full synthetic atmospheric absorption spectrum in the J band

(1.1−1.4µm). This approach was advanced further by Seifahrt et al. (2010) to correct

near-infrared spectra obtained with the CRIRES spectrograph (Käufl et al., 2004), who

incorporated the radiative transfer code LBLRTM (Clough et al., 2005), based on FAS-

COD (Clough et al., 1981), along with the line database HITRAN (Rothman et al., 2009),

meteorological data, and a model of the instrument LSF.

The tool which we will use in this work is molecfit (Smette et al., 2015; Kausch

et al., 2015). This can simulate and fit atmospheric absorption features over a large wave-
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length range (0.3−30µm), incorporating a number of inputs to perform an accurate tel-

luric correction. These include:

(a) an atmospheric profile;

(b) a molecular database;

(c) a radiative transfer code;

(d) an LSF model;

(e) a fitting algorithm.

We will briefly cover the implementation of each of these components below.

Atmospheric Profile The atmospheric profile describes the temperature, pressure, and

molecular mixing ratios at different heights at a given location. As we have determined,

the relative mixing of atmospheric gases will affect the relative strengths of the absorption

features, as will the temperature and pressure of the gas. A good atmospheric profile

is therefore required to accurately determine the telluric features, and this is obtained in

molecfit through a combination of a reference atmospheric profile, modelled 3-D data,

and meteorological measurements.

An equatorial atmospheric profile containing molecular species up to an altitude of

120km (Smette et al., 2015; Dudhia, 2017) is merged with profiles from the Global Data

Assimilation System (GDAS1), which are linearly interpolated to the exact time of the

observation. Lastly, molecfit can include specific information related to meteorolog-

ical data at the time of the observation. Measurements taken and included in the FITS

header can be incorporated, as can information regarding the precipitable water vapour

(PWV) if it is known through independent calibration, for example through radiometer

measurements (e.g. Kerber et al., 2012).

1http://www.ready.noaa.gov/gdas1.php
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Molecular Database In addition to an atmospheric profile, a database of molecular in-

formation is required. Molecfit uses an updated version of the HITRAN 2008 database

(Rothman et al., 2009), which contains over 2.7 million spectral lines for 42 molecular

species. When running molecfit, only molecules for which a mixing ratio is available

in the atmospheric profile can be fitted, however this includes all the significant features

in the SINFONI and HARMONI wavelength ranges. A detailed list of all the available

molecules can be found in Smette et al. (2015).

Radiative Transfer Code The atmospheric profile, along with the molecules to include,

is then used as an input to the line-by-line radiative transfer model (LBLRTM; Clough

et al., 2005). This simulates the effect of atmospheric absoption and emission to produce

a spectrum at a resolving power of approximately 4 million (Smette et al., 2015). This

code is free and publicly available2.

LSF model Molecfit can then broaden the output spectrum from the radiative trans-

fer code by an LSF suitable for the instrument with which the observations were taken.

This can be a combination of one or more of a boxcar function, Gaussian, or Lorentzian

profiles. In addition, a fixed LSF can be provided as an input to molecfit, which is then

used for the convolution. We utilise the ability of molecfit to fit the LSF in Chapter 4

as part of our investigation into the impact of an under-illuminated entrance slit.

Fitting Algorithm The fitting algorithm used in molecfit is the C implementation

of the least-squares fitting library MPFIT (Markwardt, 2009), based on the FORTRAN

fitting routine MINPACK-1 (Moré, 1978). This uses the Levenberg-Marquardt algorithm

(Levenberg, 1944; Marquardt, 1963), which, as with many fitting methods, finds local

minimums. This does therefore require good initial estimates of the parameters, however

enables fast and accurate convergence for complicated functions such as those presented

by spectrum fitting.

2http://rtweb.aer.com/lblrtm_frame.html
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The result of molecfit is therefore a synthetically generated spectrum which should

accurately fit the data in terms of molecular abundance and LSF, as well as including the

ability for additional corrections to continuum or wavelength calibration should they be

needed. This spectrum can then be divided out from the science spectrum to provide the

desired telluric correction.

This should provide numerous benefits over using a telluric standard star, although

does come with its own drawbacks. If any of the input models are incorrect, then this

will impact the overall accuracy of the fit. Additionally, if the science target has intrinsic

features that are spectrally close the telluric features, there may be some blending of the

two, potentially reducing the accuracy of the telluric correction.

In this work we use both methods to attempt telluric correction of a science target.

In particular, we set up an investigation such that we expect a difference in LSF between

the science target and the telluric standard star, using data taken with SINFONI. We also

adopt an additional method, which uses molecfit in conjunction with a telluric stan-

dard star and separate LSF convolution to provide the correction. This work is presented

in Chapter 4.

1.4 High Redshift Galaxy Kinematics

In this work we look at the capabilities of HARMONI to study high redshift galactic

kinematics, in particular between redshifts 1 − 3. This is during an interesting era in

the Universe’s history, around the peak of star formation (Madau and Dickinson, 2014).

In this section we will introduce the concept of rotation curves, both from a theoretical

viewpoint, as well as what is seen observationally. We explain their appearance and the

implications that arise as a result of the difference between the observed rotation curves

and the theoretical model. We also cover the importance of Hα both as a tracer for star

formation and for the galactic kinematics, as well as mentioning the limitations of this

method.
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1.4.1 Rotation Curves

One way in which galactic kinematics can be represented is through their rotation curves.

These show the average rotational velocity of stars at increasing radii from the centre of

the galaxy. It is possible to make a theoretical model for the expected rotation curve of a

galaxy by considering a star of mass m in a circular orbit of radius r from the centre of

the galaxy.

From Newtonian mechanics, to be maintaining a circular orbit, then the centripetal

force

Fc =
mv2

r
(1.4.1)

must equal the gravitational force on the star, where v is the rotational velocity. We can

then consider two primary locations for this star; in the bulge near the centre of the galaxy

or far from the centre, in a Keplerian regime where the mass of the galaxy can all be

assumed to be at smaller radii than the star.

In the first instance, we can model the bulge as a spherical volume, V of constant

density, ρ. In this situation, from the shell theorem, the gravitational force on a star would

be

Fg =
GM(r)m

r2
, (1.4.2)

where M(r) is the mass of the galaxy enclosed within radius r. It is then possible to

obtain the rotational velocity for the star by equating Equations 1.4.1 and 1.4.2 to get

mv2

r
=
GM(r)m

r2

v2 =
GM(r)

r

v =

√
GM(r)

r
.

(1.4.3)

Using the equation for the mass of a spherical volume with constant density,

M(r) = V (r)ρ =
4

3
πr3ρ (1.4.4)
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we can substitute M(r) in Equation 1.4.3 to give

v =

√
G

r

4

3
πr3ρ

=

√
4πGρ

3
r.

(1.4.5)

As in this regime we have assumed that ρ is constant, we can see from Equation 1.4.5 that

the rotational velocity is linearly proportional to the radius from the centre.

Now considering the second regime, where we assume the star to be in the outermost

regions of the disk of the galaxy, with the majority of the stars closer to the centre, and as

such we assume the mass to be concentrated closer to the centre as well. In this case, the

gravitational force on the star is given by

Fg =
GMm

r2
(1.4.6)

where M is now the total mass of the galaxy and independent of r. We can equate Equa-

tion 1.4.6 to Equation 1.4.1 to give

mv2

r
=
GMm

r2

v2 =
GM

r

v =
√
GM

√
1

r
.

(1.4.7)

From this we can see that rather than increase linearly with radius as we saw previously,

the rotation velocity should decrease as
√

1/r. This therefore also implies a turnover

radius at which the rotation velocity peaks, and this is shown as the dashed line in Fig-

ure 1.9.

However, observations do not match with this theory. Initially noticed in the 1930s

with observations of the Coma cluster (Zwicky, 1933) and followed up in the 1970s with

rotation curve measurements of a number of galaxies (Rubin et al., 1978), a discrepancy

was found. Whilst the inner part of the rotation curve rises as expected to a turnover
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point, it does not then fall off as would be predicted by Equation 1.4.7. Instead it appears

to flatten out, as shown by the solid line in Figure 1.9. If we refer back to Equation 1.4.3,

for v to be constant then
M(r)

r
!

= C (1.4.8)

where C is constant. To satisfy this, then M(r) must be linearly proportional to r.

The conclusions drawn from this imply that there is a large amount of mass that we

cannot see, present in the outer parts of the galaxy, known as the dark matter halo. Much

work has been done to try and understand the profile of this dark matter halo (e.g. Navarro

et al., 1996; Merritt et al., 2006), and it is now understood that every galaxy forms within

a dark matter halo (Wechsler and Tinker, 2018).

Figure 1.9: Predicted vs. Observed Galaxy Rotation Curves. Diagram showing
the difference between the expected rotation profile of a galaxy (dashed line) with
typical observations (solid line).

An area of active research is the variance in the ratio of baryonic (visible) matter to

dark matter in galaxies, as this helps to constrain models for galaxy evolution. With the

rotation curves observed, this suggests that the inner regions of spiral galaxies are baryon-

dominated, while the outer regions are dark matter-dominated (e.g. Martinsson et al.,

2013; Courteau and Dutton, 2015). Recent work has suggested the possibility that this

relationship does not hold true at higher redshifts, and that rotation curves may in fact turn

over and fall in the outer regions, as would be more expected in the absence of dark matter
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(e.g. Lang et al., 2017; Genzel et al., 2017; Genzel et al., 2020). With instruments such

as HARMONI, we will be able to obtain spatially and spectrally resolved observations

of galaxies around the peak of star formation between redshifts of 1 to 3 (Madau and

Dickinson, 2014). This will allow for direct measurement of individual rotation curves,

from which our knowledge and models of galaxy evolution can be improved.

1.4.2 Hα as a Tracer for Star Formation Rate and Kinematics

Star formation in nearby galaxies mostly occurs in giant molecular clouds (GMCs), large

clouds of molecular gas in which small perturbations cause instabilities such that they ex-

ceed the Jeans mass (Jeans, 1902). Through processes such as turbulence and self-gravity,

these instabilities grow and the GMCs fragment, with clusters of stars beginning to form

at the point of collapse. As stars begin to form within these clouds, the largest, most

luminous stars begin to ionise the remaining gas in the GMC into HII regions (e.g. Lada

and Lada, 2003; McKee and Ostriker, 2007). When this ionised hydrogen recombines,

a common de-excitation is from the n = 3 energy level to the n = 2 energy level and the

photon emitted is known as Hα emission.

If this Hα emission can be measured, then we should be able to infer the star formation

rate (SFR) from it. The standard method assumes a constant initial mass function (IMF;

a description of the mass distribution of a population of stars) which then provides a rela-

tionship between integrated Hα luminosity and the SFR (e.g. Kennicutt, 1983; Kennicutt

et al., 1994; Osterbrock and Ferland, 2006). At rest, Hα has a wavelength of 656.281 nm

which falls towards the red end of the visible spectrum, however with observations of

distant galaxies this is redshifted to longer wavelengths. We can use the definition of

cosmological redshift

λobs = λem(1 + z) (1.4.9)

with λobs and λem the observed and emitted wavelengths respectively, to determine the

observed wavelength range for the Hα line across galaxies at the peak of star forma-
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tion. From this we can see that around the peak of star formation (z ≈ 1−3; Madau and

Dickinson, 2014) the observed wavelength for the Hα line increases by a factor of 2−4,

i.e. from 1312.562 nm to 2625.123 nm. These wavelengths now fall comfortably in the

near-infrared, and all but the longest wavelengths fall within the observational range of

HARMONI.

If we can now spectrally resolve the Hα line, we can use the knowledge of the ex-

pected wavelength of the line to determine any shift from this, corresponding to gas

motion within the galaxy. There is a limitation to this as a tracer for the kinematics,

however, as it does assume that the gas motion is entirely due to ordered rotation of the

galaxy, which is not always the case. If the gas does not follow the circular motion of

the galaxy, for example due to shocks (e.g. Mortazavi and Lotz, 2019) or outflows (e.g.

Roberts-Borsani et al., 2020), then this can impact the observed velocity, and thus recov-

ered kinematics.

Also important to consider is the scale on which these processes occur. In the local

Universe, these star-forming regions are found to have sizes of roughly 100 pc (Blitz,

1993; González Delgado and Pérez, 1997; Hughes et al., 2010). There is no issue spatially

resolving galaxies to these scales in the local Universe, however things are more difficult

at higher redshifts. If we consider a galaxy at a redshift of 2, we can determine the scale

on sky of that galaxy. Assuming a flat Universe with Hubble constant H0 = 67.4 km s−1

and matter density fraction Ωm = 0.315 (Planck Collaboration et al., 2020) we obtain a

scale of 8.583 kpc ′′−1 (from Wright, 2006).

This means that the typical scale of a star-forming region would subtend of the order

of 10 mas on sky. However, we are helped by the SFR being higher, meaning large regions

of the galaxies will have active star formation, and as such current-generation IFUs are

able to recover kinematics for galaxies at these redshifts (e.g. Genzel et al., 2006; Law

et al., 2007; Glazebrook, 2013; Wisnioski et al., 2015). These are limited though, and even

assuming the best seeing conditions and AO performance, are limited by the diffraction

limit of the telescope, in the case of SINFONI being ∼50 mas for the VLT, and to be able
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to obtain a sufficient signal would require a large integration time. This imposes an upper

limit on the spatial resolution of any recovered rotation curve, and doesn’t provide the

opportunity to investigate behaviour at the scale of the star-forming regions. Whilst these

do not need to be resolved to obtain a rotation curve, they are of great interest for our

understanding of star formation throughout the history of the Universe.

This is one of the major benefits of HARMONI and the ELT. With a larger light-

gathering area and better spatial resolution it will be able to spatially resolve features

within galaxies that were otherwise impossible. Being able to spectrally resolve the Hα

line at this scale will allow for investigation of star-forming processes at higher redshifts

than has previously been possible, as well as obtaining improved rotation curves. As

this is one of the science goals of HARMONI, we have tested the capabilities of this by

simulating observations of a mock galaxy at redshift 1.44 and extracting kinematics and

SFRs. This work is presented in Chapter 5.

1.5 Thesis Outline

There are three parts to this thesis, that all work towards the goal of improving the science

that will be conducted with HARMONI. The first half of this work focusses on the infrared

detectors that will be used for data collection, primarily looking at noise effects that will

impact observations. In Chapter 2 we present an investigation into noise on the H2RG

devices in place on KMOS, along with an engineering grade H4RG detector for MOONS

(Cirasuolo et al., 2012). For both of these we show our analysis techniques and present

our findings, highlighting the similarities and differences between the two.

In Chapter 3 we then use these results, and combine them with a pre-existing tool to

improve the capabilities of HSIM to simulate detector noise. We then detail a number of

simulations that we conducted to test this additional noise, along with our data analysis

process. At the end of this chapter we give our results, alongside a discussion of the

dominant noise components that are of most importance to consider when reducing real
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HARMONI data.

We shift our focus slightly in Chapter 4 to investigate another potential issue that

could arise when observing with HARMONI. When observing with the ELT, the input

slit of HARMONI could be significantly under-illuminated when using adaptive optics to

observe a point source. This could result in a telluric standard star under-illuminating the

slit, but these data then being used to correct an extended object that does fill the slit. In

this chapter we discuss work we have done to test this, by using SINFONI to take data

that replicates this effect. We then show our data reduction and analysis, and present our

findings at the end, discussing the potential impact for HARMONI observations.

In Chapter 5 we look at the potential performance of HARMONI as a whole, using

HSIM to create simulated observations of a galaxy at redshift 1.44. We outline the input

cube that we use, and then the various analysis methods and data reduction we perform.

We show the recovered kinematic profiles for a range of simulations, along with a discus-

sion of the impact of the AO PSF on our results.

Finally, we give our overall conclusions in Chapter 6, along with potential extensions

to the work that can be continued in the future. We end with a brief guide detailing how

to use the new features of HSIM in Appendix A.
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Chapter 2

Study of Detector Noise on Teledyne

HxRGs

In this chapter we present the work carried out to more accurately characterise the noise

profiles of Teledyne HxRG detectors. Initially we explain the reasoning behind using

data from KMOS, and then describe the analysis methods used to obtain noise profiles

for some of the detector noise. We then present the results of this, primarily in the form

of distribution maps of means and standard deviations on a pixel-by-pixel basis. We

then repeat this analysis with data taken using an engineering grade H4RG and compare

with our findings from the H2RGs. At the end of this chapter, we give our conclusions

from this study, highlighting the importance of this in regards to science prediction with

HARMONI.

2.1 Purpose of Investigation

There are two primary purposes for conducting this investigation:

(a) to enhance our understanding of detector noise. As we build larger and more pow-

erful instruments, it is important to understand issues that can arise throughout the

entire instrument so that we can conduct the best science. A key part of this chain
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is the detectors, with which all the data are collected. HxRG detectors, which are

going to be used in HARMONI, are known to have different forms of noise, some

of which can not be reduced by simply observing for longer. In this study we will

focus on looking at these, and consider ways in which we can account for this.

(b) to improve the HSIM science simulation tool. Prior to this work, HSIM only in-

cluded detector noise in a very simple sense, merely adding stochastic read noise

and dark current evenly across the detector. We know this is overly simplified,

therefore one focus of this work is to improve this through a combination of the

results of this study, and incorporating elements of the Teledyne noise generator

into HSIM. This allows for more accurate science prediction, where the impact of

non-stationary detector noise terms can be accounted for.

2.2 Analysis of KMOS Darks

2.2.1 Choosing Data from KMOS

To begin this study we first needed to obtain a sufficiently large dataset to analyse. Al-

though HARMONI will use H4RG detectors, at the time of this work there were no in-

struments using these, therefore we looked at H2RGs instead. We made an assumption

here that they will behave in a similar way to the H4RGs, and in Section 2.3 we tested

this assumption with an engineering grade H4RG. As we were interested in detector noise

we chose dark exposures, where any ‘signal’ detected should be noise. The K-band Multi

Object Spectrograph (KMOS) is an instrument installed on the European Southern Ob-

servatory’s (ESO’s) Very Large Telescope (VLT) and with three cryogenically cooled

H2RGs has similar operation to that planned for HARMONI. As this instrument has been

operational for many years, there were sufficient data available in the ESO archive that

we could download and analyse for this study.

To get a sufficient understanding of the noise, we downloaded every 60 s dark expo-
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sure taken with KMOS in October 2016 totalling 165 darks. This gave us a sufficient

sample size such that we could account for stochastic processes, which we know will also

be present, and focus on systematic effects. We also downloaded every exposure from

October 2015, totalling 195 exposures, to conduct the same analysis, so as to ensure that

our findings are consistent over long time scales.

2.2.2 Characterising Noise

We show in Figure 2.1 an example of one of the KMOS darks that made up our dataset,

with each of the three detectors shown. Despite this being a dark observation, a number
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Figure 2.1: Raw KMOS Dark Exposures. An example of one of the sets of darks
used in this analysis, namely KMOS.2016-10-04T09:55:31.789. This is a
60 s exposure with no post-processing from the ESO archive, aside from converting
from ADUs to electrons. All detectors are shown on the same scale.

of features can clearly be seen:

(a) Horizontal banding. Small ∼ 1/f drifts in bias voltages cause some horizontal

banding, that the reference pixels then attempt to correct for. However, bad pixels

amongst the reference pixels can also cause more pronounced horizontal features.

These are prominent across all detectors, but particularly the lower part of detector

1.

(b) Vertical banding. Pedestal drifts, which are residual bias offsets between integra-

tions, cause slight variations between amplifier blocks. This leads to the 64-column
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wide vertical features seen, which will vary between integrations. There are ampli-

fier blocks on all detectors which exhibit this behaviour.

(c) Alternating Column Noise (ACN). The effect where alternating columns within

an amplifier block have higher/lower base noise values. This is particular noticeable

on one of the amplifier blocks on detector 3.

(d) Hot pixels. Some pixels are ‘hot’, meaning they always return a significantly higher

signal than would be expected. Pixels that are always ‘hot’ can be mapped and

excluded in data reduction, but therefore reduce the usable data obtained. The upper

right corner of detector 1 has a high concentration of hot pixels.

(e) Hotspot. There is a cluster of hot pixels in the upper centre of detector 2, known as

a hotspot. All these pixels can be removed in data reduction, but any science data

that falls in that region will be lost.

KMOS uses reference pixel subtraction to attempt to correct for the horizontal 1/f

banding, however this is done during the readout process on each read. This means that

it is not possible to perfectly undo the reference pixel correction, as the data we have are

the end result of the sample-up-the-ramp (SUTR) process. However, as we are looking

at darks there should be no signal on the detectors, thus we can make an approximation

of the total horizontal reference pixel correction by subtracting the median value of each

row in turn. We repeated this for the columns, instead taking each block of 64 columns

corresponding to a single amplifier block, and subtracting off the median of all the odd

columns and the even columns separately to account for ACN. We then multiplied through

by the gain on the detectors, equal to 2.10 e−/ADU to obtain the number of electrons per

detector pixel.

An example of a resulting dark image is shown in Figure 2.2. This has removed almost

all the horizontal structure, and the majority of the vertical features. We do see that one

amplifier block still has a lot of vertical structure, therefore to ensure that the rest of the

analysis was as accurate as possible, we excluded this. However, we keep the data from
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Figure 2.2: Sample Processed KMOS Dark Exposure. An example of a
KMOS dark exposure with our post-processing applied, showing detector 2 of the
KMOS.2016-10-04T09:55:31.789 observation. This has removed the major-
ity of the features seen in Figure 2.1, although we do see that one amplifier block
around the 500 pixel column has not subtracted very well. To ensure that our results
are as accurate as possible, we therefore excluded this amplifier block from further
analysis.

the hotspot, as it is not uncommon for HxRG detectors to have such grouped areas of hot

pixels. With this complete, the next step was to ascertain the behaviour of the detector

pixels.

To do this, we took each pixel on each detector and compared it with the same pixel

on the other dark exposures in our sample. In Figure 2.3 we show a typical distribution of

values returned by a pixel on the detectors. To make this we took the counts from the same

pixel on a detector across each of the 160 frames and binned them into 2 e− wide bins,

where the uncertainties on each bin are given by counting statistics. We can see visually

that this follows a Gaussian distribution, and we then used a non-linear least-squares

fitting method from SciPy to obtain a best fitting Gaussian function, with the amplitude,

standard deviation, and central value as free parameters. As we see, it provides a good fit

to the data, and from this we could extract a mean and standard deviation for the pixel.

However, due to the volume of data, it was not possible to store all the exposures
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Figure 2.3: Histogram of Values Returned by an Individual KMOS Detector
Pixel. Typical distribution of electron counts binned into bins of width 2 e− showing
the counts (blue crosses) with uncertainties given by the square root of the number of
pixels in each bin, and a best-fitting Gaussian (orange line)

in memory simultaneously, and doing this process for each pixel would be very time

consuming. Therefore an implementation of Welford’s algorithm (Welford, 1962) was

used to calculate a running mean, µ, and standard deviation, σ, for each pixel.

These define ‘base maps’ for the KMOS detectors, and are shown in Figure 2.4. The

mean value here is the average value a pixel will return, which given that we have sub-

tracted off the median value we would expect to return around 0 e−. The standard devia-

tion measures the spread around the mean value, and thus gives us an indication of how

close to the mean value a pixel will be each time it is measured. This is similar to the

determination of read noise of the detector, which for the KMOS detectors is 9 electrons

for short integrations, dropping to 2.6 electrons for long exposures with Fowler sampling.

We would expect the standard deviation of the pixels to be around this value, likely a little

higher than the minimum due to the exposure time, sampling method, and residual noise

sources such as dark current.

In an ideal world, and as is often considered when modelling infrared detectors, each

pixel is assumed to have the same read noise and on average subtract to 0 e−. However, we

know in practice that this is not the case, as we can clearly see from Figure 2.4 there are a
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Figure 2.4: Base Mean and Standard Deviation Maps for KMOS Detectors.
Top: Base maps for the mean pixel values of the KMOS detectors. The hotspot
on detector 2 can be seen clearly, along with regions of hot pixels on each detec-
tor. Bottom: Base maps for the standard deviations of each pixel. This brings out the
picture-frame effect, particularly on detectors 1 and 3. Along with the amplifier block
around column 500 on detector 2, we also see that two amplifier blocks around col-
umn 1250 on detector 1 have additional noise that has not removed, therefore those
are also excluded from further analysis.
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number of pixels that do not behave like this. From these maps, we made a distribution of

means and standard deviations for the photosensitive pixels on each detector, which are

shown in Figure 2.5. This has excluded the columns mentioned in the figure captions, but

kept hot pixels and hot spots.
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Figure 2.5: Distribution of KMOS Detector Pixel Means and Standard Devi-
ations. Left: Distribution of pixel means on KMOS detectors, binned into 0.25 e−

bins. Inset shows the shape of the distribution around the peak. Right: Same, for the
pixel standard deviations. Bin sizes are fixed at 0.25 e− in both panels.

We see here that as expected not every pixel behaves in the same way. What is in-

teresting however, is that each detector follows a similar distribution. For the mean pixel

values, they are distributed around 0 e− as we would expect. However they have a long

tail to high values which is reflective of a number of hot pixels on the detectors. We also

see that detector 1 has a larger number of pixels with high average counts, and this can be

also be seen from Figure 2.4 with a greater density of hot pixels.

We also see that the standard deviation of each pixel follow a distribution of values

that is very similar for each detector. On each of them they have a peak value of approxi-

mately 5 e− which is a little higher than the best-case read noise of the KMOS detectors,

but in agreement with our expectations. Interestingly, we also see a small bump in the

distribution around 130 e− which is present in all detectors. These pixels are randomly

distributed across the detector, therefore this is not a result of a hotspot or other such
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feature.

These distributions are important as they give us an understanding of the detectors on

a pixel-by-pixel basis, which we could then use to construct our own simulated detectors

for incorporation into HSIM. We take from these that each detector, whilst independent,

behaves in a similar way when looked at for an individual pixel. Pixels that do not return to

0 e− will always have some residual noise that remains after averaging multiple exposures,

while pixels with high standard deviations will vary greatly between exposures and thus

return unreliable data.

2.2.3 Comparison with October 2015 Data

In order to ensure that the distributions obtained in Section 2.2.2 were truly reflective of

the detectors and not a result of chance, or were strongly varying with time, we repeated

the analysis with another set of dark exposures from October 2015. We once again ex-

cluded the same amplifier blocks to ensure consistency, and show the resulting mean and

standard deviation distributions in Figure 2.6.
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Figure 2.6: Pixel Distributions from October 2015 Dark Exposures. Left: Dis-
tribution of pixel means on KMOS detectors from the set of 60s dark exposures from
October 2015, binned into 0.25 e− bins. Inset shows the shape of the distribution
around the peak. Right: Same, for the pixel standard deviations.

These distributions are almost identical to those in Figure 2.5, with the average mean
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value being around 0 e− and the average standard deviation being around 5 e−. We once

again see long tails to high values of both means and standard deviations as well. This

tells us that the distributions we have obtained are valid for these detectors over long time

scales, and are therefore a good starting point to use for our simulated detectors. We also

investigated whether the pixels themselves remain statistically the same over that time, or

if each pixel behaves differently, but when taken together return those distributions. To

do this we plotted the values obtained from the October 2015 dataset against the values

obtained from the October 2016 dataset, with an example of the resulting plots shown in

Figure 2.7. For the means and standard deviations of each detector, we also calculated the

correlation coefficient, R, given by

R =
Σ(xi − x̄)(yi − ȳ)√
Σ(xi − x̄)2Σ(yi − ȳ)2

(2.2.1)

where xi and yi denote the October 2015 and 2016 datasets, and − denotes the mean of

that sample. These are summarised in Table 2.1.
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Figure 2.7: Correlations Between Pixel Means and Standard Deviations on
KMOS Detector 1. Left: 2D histogram showing the correlation between the mean
pixel values from detector 1 in the October 2015 dataset with those from the October
2016 dataset. Lighter colours denote higher density. The correlation coefficient is
calculated as Rµ=0.818. Right: Same, for the pixel standard deviations, with corre-
lation coefficient Rσ=0.611. When the region shaded in pink is excluded from the
calculation, we recover Rσ=0.793.

We can see in the comparison of the means between the two datasets that the majority

Science with HARMONI 56



2.2. ANALYSIS OF KMOS DARKS

of data lies along the line x=y, meaning they return the same value in both months. This

is true for both the pixels around 0 e−, as well as those with higher and lower values.

There are a smaller number that return close to 0 e− in one dataset, but a different value

in the other, which is likely due to spontaneous noise events such as cosmic hits grossly

skewing the average value of a pixel in a given month. There is a similar number in both

wings, therefore from this we can say that a given distribution such as that in Figure 2.5

represents a snapshot of the pixel means on a detector.

Detector # Rµ Rσ

1 0.818 0.611 (0.793)
2 0.799 0.595 (0.859)
3 0.844 0.610 (0.927)

Table 2.1: Correlation Coefficients for KMOS Detectors. Correlation coefficients
for the means (Rµ) and standard deviations (Rσ) of each KMOS detector between
October 2015 and October 2016. Values in brackets denote correlation coefficients
as a result of removing outlying values from the standard deviation data.

Regarding the comparison between the standard deviations, we see that the correlation

is tri-modal, with a large proportion falling along the x=y line, but also a significant

proportion that fall into wings where they return close to 5 e− in one month and not the

other. This tells us that as with the means, largely a pixel will have the same standard

deviation over time. This allows for identifying pixels which always have a high standard

deviation to be flagged as bad pixels. Pixels that are harder to account for, however,

are those that have a high standard deviation in one dataset and not the other. These are

possibly pixels which have cosmic hits which skew the distribution, or could be ‘transient’

bad pixels, which behave like regular pixels sometimes, and bad pixels at others. What

is important for this work however, is that there are a similar number of these in each

dataset, so as with the means we can say that these distributions represent a snapshot of

the detectors.

As for the correlation coefficients quoted in Table 2.1, the values are similar for each

detector at around 0.8 forRµ and 0.6 forRσ. These are the same for all detectors, suggest-

ing that they all behave in a similar manner. This is in line with what we see in Figure 2.7
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as the means have a tighter correlation than the standard deviations. However, as we have

discussed, a large proportion of the pixels not falling along the x=y correlation fall along

a line corresponding to the average value of the dataset within a given month.

To determine the impact of these transient bad pixels on the correlation, we removed

certain pixels on the basis of two selection criteria and re-evaluated the correlation co-

efficient, quoted in brackets in Table 2.1. These criteria were either a pixel with ex-

tremely high standard deviation in a given month (greater than 20 times the median for

that month), or a pixel which returned a value of less than 1.5 times the median standard

deviation in one month, but greater than 1.5 times the median in the other. This corre-

sponded to 4.0%, 2.6% and 3.0% of all pixels on detectors 1 through 3 respectively. We

can see that as a result the correlation coefficients increase significantly, with all but de-

tector 1 now being greater than 0.85. This confirms our hypothesis that a small number

of outlying pixels were skewing the correlation, and therefore we can safely say that the

pixels are strongly correlated over the timescale of at least a year.

2.3 Analysis with MOONS Engineering Grade H4RG

2.3.1 Data Acquisition

In addition to the data downloaded from the ESO archive for H2RGs, we also obtained

data using an engineering grade H4RG device for the Multi Object Optical and Near-

infrared Spectrograph (MOONS) instrument, also for the VLT (Cirasuolo et al., 2012).

MOONS is a fibre fed multi-object spectrograph covering a wavelength range from 0.6-

1.8µm with two spectral resolutions, one of R∼5000 and one of R∼20000. Due to the

large number of fibres (∼1000) MOONS has two spectrographs, and for the infrared YJ

and H bands the collected light is fed to two H4RG devices on each spectrograph. Prior to

receiving and characterising the science grade devices, Teledyne supplied an engineering

grade H4RG detector on which we were able to obtain data for this work.

With this, we were able to recreate darks taken using the same acquisition process as
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Figure 2.8: Example MOONS H4RG Engineering Grade Detector Dark. An
example of one of the dark images taken using the MOONS engineering grade H4RG
detector. It is evident from this that the set-up was imperfect, and the slightly raised
average counts suggests a low level of global illumination across the detector. In
addition to this, features such as a large glowing hotspot and a defective corner can
also been seen.

KMOS, and for the same duration. These were taken with the detector operating cryogeni-

cally at 40K, the same temperature at which the KMOS detectors are run at. This should

ensure that temperature dependent effects such as dark current, kTC noise or reciprocity

failure (see Section 1.2.3), which can alter the appearance of the detector, are similar to

what would be seen in the KMOS detectors. We then took 70 60 s dark exposures, repeat-

ing the readout method and reference pixel subtraction carried out by KMOS. We show in

Figure 2.8 an example of one of these exposures, and we see in this a number of notable

features corresponding to issues with the detector:

(a) Large Hotspot. A very bright hotspot in the lower right corner of the detector

spanning a region a few hundred pixels across.

(b) Small Hotpsot/Column Defect. A smaller hotspot in the upper left. The column

corresponding to the centre of this hotpot is also affected, with it returning higher

values than the neighbouring columns.

(c) Damaged Corner. The top right corner of the detector is damaged, leading to a
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region with no photosensitive pixels, and a larger concentration of hotspots in the

whole corner.

(d) Read Glow. The bottom of the detector has increased glow near the readout cir-

cuitry, increasing the level of noise in that region.

(e) Other Features. In addition to these features that are unique to this detector, other

effects common to HxRG devices are clearly present, such as significant horizontal

banding, along with a number of individual hot pixels.

2.3.2 Results

We repeated the analysis described in Section 2.2.2 to create a base map for this detector,

and this is shown in Figure 2.9. What is immediately clear from this is that the detector

is not as clean as the KMOS detectors. This is in line with expectations however, as the

experimental set-up was not perfect, and as an engineering grade detector has a number of

issues as described above. We see from this base map that the regions around the hotspots

and towards the bottom of the detector return pixels with higher means, and to a slightly

lesser extent higher standard deviations. In addition we have no usable data from the

upper right corner which is damaged. We also see that systematically across the detector

we see lower mean values and higher standard deviations than on the KMOS detectors.

Higher standard deviations means a greater variance between observations, which is to be

expected with both the set-up and detector. Lower means, many below zero, is likely a

result of our analysis pipeline, as we subtract off the median of each row of photosensitive

pixels. Whilst the median is more stable than the mean, in a detector with a large number

of hot pixels, stray light, or other residual noise, the median will be skewed slightly higher

and thus we get an overall lowering of the mean in our maps.

From the base mean map of this detector, there are number features that we see that

were not immediately expected. We see an unexplained discontinuity around the upper

left hotspot, with the base map having lower mean values above it then below it. We
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Figure 2.9: Base Mean and Standard Deviation Maps for MOONS H4RG De-
tector. Left: Base map for the pixel means on the engineering grade MOONS H4RG
detector. Many features are prominent here, such as the hotspots, damaged corner
and readout glow, along with various horizontal and vertical residual features. Right:
Base maps for the standard deviations of each pixel. The larger hotspot can clearly
be seen, as well as residual differences in amplifier bias and some rows of pixels that
are bad.

also see another horizontal feature around row 1300 with a smaller band just above it,

and a particularly hot column around 2250. We also see vertical ‘striping’ that is not

correspondent to the amplifier blocks. This is likely due to the detector not being entirely

stable, as is seen in Ives et al. (2020), as these were not taken with current boost operation,

the detector is very unstable in the first half an hour after powering on, and many of these

features are seen as a result.

We do see some additional residual features in the standard deviation map as well,

beyond that caused by the large hotspot and readout glow. We see that even with the

pedestal drift correction we apply, different amplifier blocks have systematically higher

or lower standard deviations. This again is likely due to stability, where some amplifier

blocks have greater drifts than others, and thus the data from each column block varies by

larger amounts between reads. Interestingly, we do not see the hotspot in the upper left of

the detector present in the standard deviations, although we still see a slight discontinuity

above and below the line of the central pixel of it. This means that this hotspot is consis-

tently returning the same value on each pixel, and so whilst it is hot, data taken on this

region of the detector could still be used somewhat reliably, albeit with higher shot noise
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as a result of the increased noise. This is dependent on a pixel not being saturated, which

is the case for this hotspot.

Despite these issues, the base maps are significantly cleaner than the raw observations,

and we therefore continued the analysis in the same manner as on the KMOS H2RGs,

creating distributions for the means and standard deviations, which can be seen in Fig-

ure 2.10. However, we do exclude a large amount of the detector when doing this to

ensure our results are as reliable and consistent as possible. Initially, we only use data

from the central 2044×2044 region of the detector.

This serves two purposes: firstly this excludes the amplifier glow, damaged corner,

large hotspot and the horizontal discontinuity, and secondly this means we are using ap-

proximately the same number of pixels as for each KMOS detector, so we can directly

compare our distributions. We then mask out further regions that are clearly not repre-

sentative of the detector as a whole, which are two columns each side of column 2265,

thirty rows each side of row 1310, and five rows each side of row 1410. We also re-

move column 1093, as this is the column containing the upper left hotspot, and returns

anomalously high readings.
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Figure 2.10: Distribution of Detector Pixel Means and Standard Deviations on
the MOONS H4RG. Left: Distribution of pixel means on the engineering grade
MOONS H4RG detector, binned into 0.25 e− bins. Inset shows the shape of the
distribution around the peak. Right: Same, for the pixel standard deviations.
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What we see from these distributions is that despite the issues and instabilities with

the detector, the overall shape of these distributions is very similar to those seen in Fig-

ure 2.5. For the means, as we saw from Figure 2.9 the average value is less than 0 e−, at

around -3 e−, however this is less than 1 ADU and as explained, is likely an artefact of a

large amount of noise that is skewed higher than in the KMOS detectors. The shape of

the distribution, however, is almost identical to that of the KMOS detectors, with a spread

either side of the peak, and a tail to high values. This tail is actually noticeably smaller

than that for the KMOS detectors, which is potentially due to only using the central por-

tion of the detector for this analysis, as we avoid issues such as the picture frame effect,

that affect the edges of HxRG devices.

For the standard deviations, we see a much higher peak than for the KMOS H2RGs,

at approximately 13 e−. If we are using this as a proxy for read noise, this is higher but

not dissimilar to 60 s unbuffered sample-up-the-ramp exposures using the same detector,

which is approximately 8 e− (Ives et al., 2020). Given that these data were taken with an

inferior set-up to that in Ives et al. (2020), prior to full characterisation of the detector, we

can be confident that we are indeed seeing a distribution that is reflective of the read noise

on individual pixels. We again see a peaked distribution, with a large tail to high standard

deviations. There is a small ‘hump’ around 100 e−, although it is barely distinguishable

from the noise, suggesting whatever feature seen in the KMOS detectors is likely an

artefact of either that set-up or those particular detectors, rather than a feature of the

HxRG devices.

There are a couple of slight bumps in this distribution that we do not see in the KMOS

devices, one around 30 e− and one around 60 e−, corresponding to a few thousand pix-

els at each. We can see from Figure 2.9 that there are a few amplifier blocks which

consistently return slightly higher standard deviations, therefore we would expect to see

corresponding features in our distribution.
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2.4 Discussion and Conclusions

In this investigation, we have developed a method of producing cleaner base detector

maps for the purposes of investigating their noise properties. By taking a number of

darks such that we can perform statistical analysis on them, we extracted the mean and

standard deviation of each pixel on each of the three KMOS H2RG devices, as well as an

engineering grade H4RG device for the MOONS instrument.

For the KMOS detectors, we have seen that on a pixel level the detectors behave very

similarly and in particular the standard deviations of the pixels follow almost identical

distributions for each detector. We have also seen that these distributions are stable over

time frames of at least a year, with each pixel returning a similar value to that on data from

a year previously. This is also reflected in high correlation coefficients, with the majority

of pixels that don’t fall along the line of correlation likely being due to transient effects.

When we looked at the H4RG engineering grade device, despite a number of issues

with the detector itself, as well as the set-up, we were able to obtain a sufficient dataset to

perform the same analysis. Repeating the same data reduction pipeline, and removing the

most affected areas of the detector from our analysis, we again obtained distributions for

the means and standard deviations of the detector pixels. Whilst the values of the peaks

of these distributions differed, as would be expected, the shapes were very similar to that

of the H2RG detectors.

The implication of this is that a random pixel on a HxRG device can be assumed

to follow the distributions seen above, for both its mean and standard deviation, which

we assume to be a proxy for read noise. This means that when modelling detectors and

creating mock observations with HARMONI, to obtain a more reliable simulation we

should consider the impact of this on our science results. Typically it is assumed that all

the pixels across a detector behave the same, with read noise values following a normal

distribution around the average. We have shown here that this is not the case, and therefore

in the next chapter we will discuss our methods for improving the existing HxRG detector

simulation tool, and its integration into HSIM.
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Chapter 3

Testing Advanced Detector Systematics

using Simulated Detectors in HSIM

In this chapter we summarise an existing tool for HxRG detector simulations, the Noise

Generator (NG) tool. We will then explain the improvements that we have made to this

tool, and describe the process involved in modifying HSIM in order to incorporate this

into it. We will then show tests that we conducted to ascertain the impact the advanced

detector systematics (ADS) may have on the science with HARMONI. We simulate point

sources at different places within the field of view, altering the levels of ADS noise. We

test the limiting sensitivity, repeatability of recovering the same signal over multiple ob-

servations, and variations in the SNR. At the end of this chapter, we summarise our find-

ings, focussing on the implications for HARMONI and emphasising the importance of

characterising the detectors in the instrument in order to achieve the best possible results.

3.1 Creating Simulated HARMONI Detectors

3.1.1 Teledyne HxRG Noise Generator

There is a standalone tool for simulating infrared detectors, known as the noise generator

(NG; Rauscher, 2015). This is written in Python-3 and aims to simulate a number of
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the effects that we have previously described, namely ACN, correlated and uncorrelated

1/f noise and picture frame noise. It was initially developed for the Near Infrared Spec-

trograph (NIRSpec) on the James Webb Space Telescope (JWST), however was built such

that parameters could be tuned accordingly for other HxRG detectors. NG has the option

of creating either a 2-dimensional noise image for a detector, or a 3-dimensional cube that

simulates every read. For the purposes of this work, we chose the former, as this provides

a good estimation of the noise and is considerably faster to produce, which is important

when implementing this within HSIM.

Noise Component Nominal Value ( e−)
Read Noise (long exp.) 2.845
Read Noise (short exp.) 12.0
Uncorrelated Pink Noise 1
Correlated Pink Noise 3

ACN 0.5
Picture Frame 0.2

Table 3.1: Nominal ADS Noise Levels in HSIM v.310. Default amounts of each
noise component included in the ADS mode of HSIM. Noise component levels other
than read noise are based off of investigation of the JWST detectors, as presented
in Rauscher (2015). The average read noise is taken as the technical specification
requirement as of September 2015. All components are implemented such that they
can be adjusted to suit a particular simulation, however, and can be modified if more
up-to-date data becomes available. Full details for how to do this can be found in
Appendix A.

In Figure 3.1 we show the internal steps within NG that are followed to create a 2-

dimensional detector image (adapted from Rauscher, 2015). We show the nominal values

for each of the noise components in Table 3.1. The value for the read noise on long and

short exposures is taken as the technical specification requirement as of September 2015.

This is likely more optimistic than work by Ives et al. (2020) has shown is possible with

the H4RG devices, however the analysis in this chapter was completed prior to this. The

nominal values for the other components are based off of detailed principle components

analysis (PCA) of the devices for NIRSpec as described in Moseley et al. (2010) and

Rauscher (2015). These are assumed to be realistic for all HxRG devices, particularly

for the purpose of this work, and can be updated accordingly when such analysis can be
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Figure 3.1: Flowchart for Adding Detector Noise using the Noise Generator
Tool. Flowchart for the mknoise() method used from NG. Boxes with solid bor-
ders use the time domain, while dashed borders indicate processes that are added
in Fourier space. We only consider the aspects that are involved in making a 2-
dimensional detector image, rather than a detector datacube. Image adapted from
Rauscher (2015).

conducted on the HARMONI H4RG detectors.

The implementation of noise components within NG primarily uses Fourier space to

add noise in the frequency domain. In Figure 3.2 we reproduce Fig. 2 from Rauscher

(2015) showing the power spectrum in Fourier space for the NIRSpec H2RG. The values

in the time domain, taken as successive individual pixels along a row, before moving to

the next row, have been Fourier transformed to give a power spectrum in the frequency

domain. From this the 1/f noise is very clear, as is the appearance of white noise at high

frequencies where it becomes dominant. The spike at the Nyquist frequency (equal to

50 kHz for detectors with 1×10−5 s delay time between pixels) corresponds to the ACN.

The picture frame effect is harder to see directly here, however has been shown to be

approximated by modulating the 0th component of the PCA by 1/f (Rauscher, 2015).

This therefore means the pink noise, ACN, and picture frame effect are easier to in-

clude by generating the noise in Fourier space, and converting it back into a time do-

main for inclusion in the simulated detectors. The 1/f noise is generated using the class

pink noise() within NG. This class creates pink noise to the desired level whilst en-

suring that it does not appear periodic as a result of applying the Fourier transform. Twice
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Figure 3.2: Power Spectra in Fourier Space of NIRSpec Detector Noise. Left:
Averaged power spectrum on a logarithmic scale for the NIRSpec H2RG detector in
Fourier space, where the time domain has been taken as successive pixel reads along
a row, before moving to the next row. The 1/f noise can clearly be seen, as can the
white noise at higher frequencies after which the 1/f noise is no longer dominant. At
the Nyquist sampling frequency, equal to 50 kHz, an additional feature can be seen
corresponding to the ACN. Colours denote low density (blue) to high density (red) of
data points. Right: Same, shown on a linear scale to emphasise the ACN. There are
some other small features, such as harmonics, which are not modelled by NG (and
hence HSIM) as they contain little power with respect to the other features. Image
reproduced from Rauscher (2015).
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as many random values as required are generated, prior to the Fourier transform. These

values are then Fourier transformed, and the 1/f nature applied based on 1×10−5 s be-

tween pixel reads. This is then inverted back into time domain, and the first half of the

data kept, to ensure that the noise is more reflective of a physical system, and does not

trend back towards the starting point. The data are re-scaled such that the initial mean and

standard deviation of the pink noise is retained. Two types of pink noise are simulated:

correlated and uncorrelated. The difference is that ‘correlated’ means that the same pink

noise appears on all outputs, whereas ‘uncorrelated’ noise can be unique to a particular

output (Rauscher, 2015).

As Figure 3.2 shows, the ACN appears as a feature at the Nyquist frequency, with

1/f -like behaviour on the low-frequency side. In order to simulate this, additional non-

periodic pink noise is generated for the odd and even columns within an output separately.

As mentioned previously, the picture frame effect can be simulated by incorporating the

0th component from PCA. We only use NG to simulate a 2-dimensional detector image,

rather than a full detector cube with every read, therefore we use the NIRSpec 0th PCA

component to add a stationary picture frame effect to the desired level (Rauscher, 2015).

3.1.2 Integration into HSIM

Prior to this work HSIM was designed as an entirely ‘cube-in-cube-out’ simulator, where

the user supplies an (x, y, λ) datacube to the simulator. All the internal processing was

applied to it in the datacube plane, and a similar (x, y, λ) datacube was returned at the

end as the mock observation. However, as we have seen in Chapter 2 detectors are non-

uniform across their physical extent and thus in order to simulate all the potential detector

effects we needed to make an adjustment to the simulator. To do this, we modified HSIM

to be able to reformat the datacube to create a detector plane that we could then co-add

to simulated detector noise. This can then be reconverted back into a datacube, with the

detector noise included, to maintain the ‘cube-in-cube-out’ nature of HSIM. This option

is now provided as a choice for the user, by selecting the Advanced Detector Systematics
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(ADS) mode.

In Figure 3.3 we show this new transformation diagrammatically. The precise manner

in which the observed light from a source is passed to the detector is non-trivial, and

is dependent on the optical arrangement of the instrument. In order to simplify this,

whilst still providing a reasonable approximation for the ADS mode, we split the field

of view into eight, with two octants corresponding to each of the four spectrographs.

This limits the input datacube size to the maximum field of view for HARMONI, being

204×152 spatial pixels and 3700 wavelength channels. The light incident on each of these

spectrographs is divided into narrow ‘slitlets’ by the image slicer, and are arranged such

that each detector has 38 horizontally adjacent slitlets, in order to convert the 2 spatial

dimensions into 1 on the detector. The spectra are then dispersed along the second axis of

the detector for each slitlet.

Each quarter is distributed over a pair of detectors as shown in Figure 3.4. Doing

this allows us to simulate the slit stagger that will be present in HARMONI, as well as

including a ‘V’ shaped slit pattern, and a few pixels padding between each slitlet. This

is greatly simplified to the way in which the light will be distributed across the detectors,

however this does ensure that features that occur horizontally on the detectors are not

directly translated to horizontal features in the output cubes of the simulator. This also

means that spatial variations on the detector, such as that caused by the picture frame

effect, can show up as increased noise in the centre of the field of view.

As we mentioned previously, there are also limitations to what the NG can do. Pri-

marily, as originally developed it uses a Gaussian read noise distribution, where each

pixel behaves in the same way. We have shown in Chapter 2 that this is not the case ei-

ther, and pixels have read noise that follows a distinct distribution that is common to both

H2RGs and H4RGs. In order to include this, we modified the NG such that we create

eight 4096×4096 pixel detectors, one for each that will be present in HARMONI, where

each pixel is assigned a read noise value drawn from the distributions we have previously

identified. We normalise the distribution such that it peaks at 1 e− read noise, which is
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Figure 3.3: Illustration of Conversion from Datacube Space to Detector Space
as Implemented into HSIM. HSIM has been modified from a ‘cube-in-cube-out’
simulator (top) to one that includes a simulated conversion onto the detector focal
plane (bottom). The input datacube is cropped to a maximum size that of 204×152
spatial pixels, with 3700 wavelength channels. This is divided between 8 octants,
with 38 slitlets of 102 spatial pixels each, which are then passed to pairs of simulated
detectors representing each spectrograph. The 38 slitlets are placed sequentially on a
simulated detector, with a simulated slit stagger and offset between slitlets, mirrored
between the paired detectors. This conversion is then reversed such that HSIM returns
a datacube as was originally designed.
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Figure 3.4: Distribution of Datacube onto Simulated HSIM H4RGs. Illustration
of the distribution of the datacube into the detector plane within HSIM. The pixels
over which the datacube is distributed are plotted in yellow, showing the slit offsets
and stagger that we simulate.

then be scaled by the appropriate value in Table 3.1 to add the relevant read noise in a sim-

ulation. Within HSIM the NG then runs using these read noise maps, rather than drawing

from a Gaussian distribution, to create more realistic simulated detector noise that is then

added to the simulation. We include a full breakdown of how to run HSIM in ADS mode

in Appendix A.

We show an example of a resulting detector created using this process, with no sim-

ulated spectra, in Figure 3.5. This uses the nominal ADS noise components, meaning

we are primarily dominated by read noise and pink noise, both correlated and uncorre-

lated. The latter is responsible for the majority of the banding seen across the detector. In

addition we can see a number of hot pixels, as well as the presence of some ACN.

In order to further confirm that our implementation was working as desired, we re-

peated the analysis conducted for Section 2.2.2. To do this we took 40 simulated dark im-

ages from HSIM where the pixel base map and average noise component values remained

the same on each, but with a different noise seed between them to allow for stochastic

processes to vary. HSIM now generates many of the horizontal and vertical noise features

seen previously, therefore we conducted the same reference pixel subtraction as done for
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Figure 3.5: Example Simulated HARMONI detector used in HSIM. An example
of one of the simulated detectors used in HSIM, with nominal ADS used and no
additional correction. The noise we see here is dominated by a combination of pink
noise and read noise, although there are other effects such as hot pixels and some
ACN that is also visible.

KMOS for a direct comparison. As before, we then determined the mean and standard

deviation on a pixel-by-pixel basis, and we show the resulting plots in Figure 3.6.

We see from this that the distributions of the means and standard deviations follow

expected profiles, and are similar to those for the KMOS H2RG devices and the MOONS

H4RG device. The distribution of the means is much cleaner than that seen in the ob-

servational data, as we have simulated ‘perfect’ darks, with no stray light, or potential

random effects such as cosmic hits, so we have a distribution peaked around 0 e−. For the

standard deviations, we see the same shape as we have seen previously, with a sharp rise

to a peak, then a steady fall off with a tail towards high values. The peak of this distribu-

tion falls approximately at the injected read noise level of 2.845 e−, as we would expect

to see. This confirms that our implementation into HSIM is producing realistic simulated

detectors.
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Figure 3.6: Distribution of Detector Pixel Means and Standard Deviations on
a Simulated HARMONI H4RG. Left: Distribution of pixel means on a simulated
HARMONI H4RG detector, binned into 0.25 e− bins. Inset shows the shape of the
distribution around the peak. Right: Same, for the pixel standard deviations.

3.2 Input Cube Creation and Analysis

3.2.1 HSIM Input Cube

In order to test the impact of the detector systematic effects we first needed to create a

suitable input cube for HSIM that we could then run in different configurations. To do

this, we generated a point source using the same methodology as in the HSIM-compatible

CUBEGEN tool1. For the purposes of this, the precise nature of the point source was not

of priority, therefore we used a flat spectrum with no spectral features. However, of more

importance was the brightness of the source, as we wished to investigate the impact of

the detector systematic effects. This therefore meant we desired a point source close to

the limiting magnitude of detection in the regime in which we conducted our simulations.

We therefore created a cube with the central wavelength at 1.66µm to fall firmly within

the infrared, and an AB magnitude of 24.

In addition to this we had to choose the wavelength range to cover. Simulating an

entire datacube that filled the range spatially as well as spectrally was impossible, due to

1Publically available at https://github.com/HARMONI-ELT/CUBEGEN
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the computational time that would be required, particularly spectrally. After testing, we

determined that including the first 500 wavelength channels was the best option for both

ensuring we were covering a large proportion of the detector, whilst also ensuring we

could complete our simulations. Spatially, we created the input cube with 1 mas pixels,

a factor of ten greater than the sampling in our simulations, using 10×10 mas spaxel

simulations. Once we had created this input point source, we then placed it at 21 locations

within a full spatial field of view of HARMONI. These were positioned as shown in

Figure 3.7, such that we had 21 point sources that we number accordingly. These were

placed such that when the field of view was divided across the eight detectors, some of

the point sources fell entirely on one detector, whilst others were split across two or four

detectors.
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Figure 3.7: Position of Test Point Sources on HARMONI Field of View. Loca-
tions of the 21 point sources simulated during our ADS testing situated within a field
of view (FoV) equal in size to that of HARMONI when observing at 10 mas scale.
Point source sizes are enlarged for illustrative purposes, and the numbers to which we
refer to them are shown adjacent to each point source. We also show the portions of
each field of view that are assigned to a single detector, with the boundaries of each
shown (blue dashes).

When we created our first simulations, we found that the sources nearer the centre of

the field of view had systematically higher flux than those at the edges. We identified the

source of this being the large wings of the HSIM point spread function (PSF) blending
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a small amount of light from all the point sources together. Whilst this is an important

effect to consider in observations, this was not the focus of this study. In order to prevent

this, we took the returned PSF from these preliminary simulations and cropped it such

that we kept the central 100 mas but set the wings of the PSF to zero. This ensured that

no light from one point source blended with another, whilst having minimal impact on

our simulations, providing we only extract flux from within a 100 mas radius around each

point source. The other main drawback of this method is that by providing HSIM with a

user-defined PSF it does not generate a specific PSF corresponding to each wavelength in

our simulation. However, again as the purpose of these simulations was to test the impact

of the ADS in HSIM, this was not a concern for us.

3.2.2 Simulation Methodology

We were interested in testing the point source sensitivity with ADS, as well as potential

spatial variation due to non-uniform noise sources, and also the reproducibility of recov-

ering the same point source flux when using ADS. We therefore produced a number of

simulations using the input cube shown in Figure 3.7 to explore a range of parameters,

with Table 3.2 showing the default HSIM inputs. Within these input parameters, we var-

ied the exposure time in order to test the signal-to-noise behaviour of the ADS, and we

used a random noise seed on each simulation. This ensured that the instance of detector

noise differed between observation, as this is determined by the noise seed provided. The

noise seed generated for a given run is returned in the HSIM log files, therefore an exact

simulation could be repeated if necessary.

To test the behaviour of each of the noise components included in the ADS, we pro-

duced multiple sets of simulations, where one component was enhanced by a factor of

five over the nominal noise level. This is to simulate a situation in which the detectors are

particularly susceptible to a given contributing noise source. We also produced a set of

simulations where we only included an individual ADS noise component, which is less

physically realistic, but allowed for more direct comparisons to be drawn. We repeated
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HSIM Parameter Value Description
ver 310 Version of HSIM
DIT 900 Integration time per exposure (seconds)

NINTa 20 Number of exposures
spax 10x10 Spaxel size (mas)

Grating H Chosen grating, equal to R ∼ 7000
Seeing 0.72 Simulated seeing conditions

Air Mass 1.3 Simulated air mass
Temp 280.5 Temperature of telescope (K)
Moon 0 Moon illumination

jit 0 Residual telescope jitter
ADR False Atmospheric Differential Refraction correction
Dets True Advanced detector systematics on
PSFb User User Defined Input PSF
Seedc $RANDOM Random noise seed

Table 3.2: Default HSIM Simulation Parameters for ADS Testing. Default pa-
rameters used as the HSIM inputs for ADS testing. aWe also simulated exposures
with longer and shorter times as part of our investigation. bThe input PSF is ex-
plained in Section 3.2.1 and is based on the LTAO PSF. cWe used a random noise
seed on each run to ensure variation between the output cubes.

this for a range of total integrations as well, namely 4, 20, 60, 100, 200 and 400 for expo-

sure times of between 1 hour and 100 hours. For each ADS configuration and exposure

time, we produced 10 simulations, so that we could investigate the behaviour between

multiple observations of the same input cube.

In Figure 3.8 we show a comparison between one frame of a simulated output cube

with no ADS, with a simulation with nominal ADS, both with 900×20 s exposure time.

In both we can clearly see the broadening of the point source due to the PSF, however

there are a number of features we see in the simulation that uses ADS that are not present

in the one without.

Firstly, we can see the regions of the FoV that correspond to the eight different de-

tectors, as they have slight differences in the level of background noise in each octant. In

addition to that, we see some roughly horizontal features appearing, due to non-uniform

noise effects on the detectors. It is important to consider that this is shown in datacube

space, rather than detector space, therefore the effects we have seen previously are folded

in and not easily associated together. We do also see a number of hot pixels, which comes
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naturally from having a distribution of read noise with a high tail.

Figure 3.8: Example Output Cubes from HSIM ADS Mode Testing Runs. Left:
A single wavelength slice from a flux-calibrated HSIM simulation with 900×20 s
integration time not using the ADS mode. Right: Same, using the ADS mode with
nominal detector noise. Differences can clearly be seen, such as the variation between
detector noise levels, and a number of hot pixels.

3.2.3 Analysis

There are a number of output cubes returned from HSIM that we utilised for our analysis,

as well as the information provided in the .log file. HSIM version 310 incorporates the

5σ point source sensitivity limit predictions used in Zieleniewski et al. (2015), which we

adapted to include the noise contributions from the different components of the ADS. In

this, we have assumed a ‘worst-case scenario’, in which we know the magnitude of the

varying components but do not assume any knowledge of their spatial dependence, and

we assume no additional pipeline corrections on the datacubes.

To investigate the impact of the ADS on the recovered flux we used the flux-calibrated

reduced datacube returned by HSIM. We chose to use the 900×4 data for this, as we have

sufficient SNR that our results are reliable, whilst also ensuring we still capture the nature

of the noise processes. The reduced datacube subtracts off a separate instance of noise,

although it does assume a perfect knowledge of the sky, and only varies the Poisson noise

from it. This does use the same base detectors, with the same read noise associated with

each pixel, but again this is a different instance of noise that is subtracted off from the
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‘observed’ datacube.

With this, we then extracted the flux from a three spaxel box at each wavelength

channel, centred on the location of each point source. This was chosen as this is the

limit to which we would only include pixels that have an SNR greater than 1, thus are

contributing more signal than noise for this exposure time. We summed these for each

point source in the field of view, and then repeated this for every simulation to obtain a

set of ten total flux values for each point source. We took the median of these values to

use as the expected flux for a given point source to minimise the impact of outliers, with

the uncertainty on this value determined by the standard deviation.

To determine the spatially averaged flux, we then calculated the mean of these 21

values, adding the uncertainties in quadrature. We also determined the interquartile range

(IQR) for the flux at each of the 21 locations, and calculated the average IQR for these

locations, with an uncertainty given by the standard deviation of these values. This gave

us a measure of how reliably the same flux is recovered between simulations.

This analysis was then repeated for each of the seven simulation runs, one for each

enhanced noise component, along with the nominal ADS and no ADS simulations. To en-

sure that we had correctly accounted for PSF effects in the output cubes, we also repeated

this analysis with the noiseless object cube. As expected each point source returned the

same flux with no variation between simulations, meaning any differences are due to vari-

ations in the noise.

We also utilised the reduced SNR cube to investigate the behaviour of the SNR as a

function of time with the different noise components. For this, we extracted the SNR from

the same 3 spaxel box as we did for the flux. We then averaged the SNR spectrally, and

took the peak from within the extraction region to obtain a single SNR value correspond-

ing to each point source in every exposure. We took the average of these 21 values to

obtain a single SNR for a given exposure, with the standard deviation giving us an uncer-

tainty predominately due to spatial variations within the FoV. We then further averaged

the 10 exposures for each simulation set together, giving us 210 datapoints correspond-
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ing to each exposure time and noise component. We added the standard deviations in

quadrature to give an overall estimation of the uncertainty.

We could then use these values to fit a functional form to the SNR. We have set up

these simulations such that we are in a regime where read noise is the dominant compo-

nent, therefore we use the form

SNR(N) = A
√
N (3.2.1)

where N is the number of individual integrations, and A is the amplitude factor, corre-

sponding to the SNR in a single integration. To perform this fit we used the curve fit

non-linear least squares fitting method from SciPy, using uncertainties obtained in the

manner described above, and A as a free parameter. We could then determine the SNR af-

ter one hour, SNR1h by multiplying this value by 2, since we have 4 separate integrations

per hour of simulated observation.

Comparing these expected SNR values after 1 hour gives us a direct comparison for

the implications of the noise components on the recoverable SNR, with an uncertainty

returned from the least-squares fit. Dividing this by the expected SNR without using ADS,

SNR1h,N , allowed us to obtain a relative noise contribution when enhancing different noise

components.

3.3 Results and Discussion

The primary goal from these simulations was to determine the impact of ADS when ob-

serving with HARMONI, assuming a ‘worst-case scenario’ in which no additional cor-

rection is applied in the instrument pipeline. Initially we present here the results of the

point source sensitivities as determined from HSIM. We then show the potential spatial

variations and repeatability issues that come with this additional noise. At the end of

this section, we show the SNR limitations that these additional noise components could

introduce into observations.
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3.3.1 Point Source Sensitivities

For each simulation, we could obtain the 5σ point source sensitivity per resolution ele-

ment, using the values obtained from the 900×4 simulations, corresponding to 4 expo-

sures of 15 minutes each. These are calculated within HSIM by taking the median of the

noise cube and multiplying this by 5 to give the 5σ limit. This is then divided by the

appropriate flux calibration factor for the central wavelength of the desired grating, which

for the H-band is 1.625µm with HARMONI. This uses the internal PSF to determine

the fraction of the light which falls into the core of the PSF to account for the spatial

distribution of the light effectively dimming the peak flux. These values are shown in

Table 3.3 for each of the five noise components included in the ADS mode alongside the

corresponding values for the nominal- and no-ADS simulations. Each noise component

is enhanced by a factor of five over the nominal values, as described in Section 3.2.2.

Simulation Type 5σ Sensitivity (AB mag)
No ADS 23.89

Nominal ADS 23.34
5×2.845 e− Read Noise 22.40

5×0.5 e− ACN 23.27
5×0.2 e− Picture Frame 23.33

5×3 e− Correlated Pink Noise 22.35
5×1 e− Uncorrelated Pink Noise 23.10

Table 3.3: Point Source Sensitivities for Different Noise Components Using
ADS in HSIM. 5σ sensitivities per resolution element, in AB magnitude, for 900×4 s
simulated exposures with HSIM for the systematic noise components included with
the ADS mode. Each noise component is enhanced by a factor of 5 over the nominal
values.

We see initially from these results that as expected we do lose a little bit in 5σ sen-

sitivity when we include ADS, going from MAB =23.89 to MAB =23.34 corresponding

to a drop in limiting magnitude of 0.55. When we look at the simulations that had one

component enhanced relative to the others, we see that the largest drops in 5σ sensitivity

come when we have very high correlated pink noise and read noise, with AB magnitudes

of 22.35 and 22.40 respectively. As these are individually the largest contributing noise

components, it makes sense that enhancing these would correspond to a greater loss in
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limiting magnitude. Similarly for enhanced ACN, picture frame effect and uncorrelated

pink noise the drop is less significant, with magnitudes of 23.27, 23.33 and 23.10.

However, it is important to consider that these point source sensitivities do not take

into account spatial variation of the noise, and elements such as the picture frame effect

are very spatially dependent. These noise components are each added in quadrature to

give an overall estimate of the levels of noise within an exposure, assuming there is no

additional pipeline correction. To better understand the impact of the ADS noise, the next

sections present the results of more detailed investigations into the spatial dependence and

repeatability of observations.

3.3.2 Spatial Variation and Reproducibility

Using the methodology described in Section 3.2.3 on the 900×4 s simulations, we could

plot the average extracted flux from each point source. This is shown in Figure 3.9 with

each panel representing a different enhanced noise component, with panels also showing

the nominal- and no-ADS simulations. We also tabulate the spatially averaged flux and

IQR for the 21 point sources, which is shown in Table 3.4.

Simulation Type aSpatially Averaged aAverage Point
Flux Source IQR

No ADS 5.28±0.01 0.07±0.03
Nominal ADS 5.23±0.13 0.58±0.48

(5.24±0.09) (0.48±0.18)
5×2.845 e− Read Noise 5.44±0.28 1.31±1.59

(5.27±0.12) (0.71±0.32)
5×0.5 e− ACN 5.31±0.10 0.53±0.19

5×0.2 e− Picture Frame 5.32±0.12 0.54±0.25
5×3 e− Correlated Pink Noise 5.14±0.44 2.51±1.09

5×1 e− Uncorrelated Pink Noise 5.32±0.15 0.91±0.39
a10−9 erg s−1

Table 3.4: Spatially Averaged Flux and IQR of Recovered Point Source Fluxes
with Enhanced ADS Noise Components. Spatially averaged flux across the 21
locations, along with the averaged IQR across each location for the seven simulation
runs completed with HSIM using ADS noise components enhanced by a factor of 5.
Values in brackets have outlier points excluded from the calculation.
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From Figure 3.9 we can immediately see that there is a difference between using

(nominal) detector systematics, and not using any. We can see that there is increased

variability in the flux recovery, indicated by the larger uncertainties in the nominal ADS

panel. We can also see some differences spatially, particularly at location 6, where the

uncertainty is much larger than the others. When we calculate the spatially averaged flux,

we recover a value of (5.28±0.01)×10−9 erg s−1 when we do not include ADS, compared

with (5.23±0.13)×10−9 erg s−1 when we do. In terms of the IQR we find a value of

(0.07±0.03)×10−9 erg s−1 without ADS, in comparison with (0.58±0.48)×10−9 erg s−1

when we do.

The recovered flux from using ADS is consistent within 1σ of that without, as we

would hope to find, however there is a much larger uncertainty on this. This comes

from adding the additional noise, as well as larger spatial variation in the determined

flux value. The IQR when we do not use ADS is understandably very small, and very

consistent, as this only includes ‘flat’ read noise in each exposure. This increases when

we include ADS, as the noise profile is more complex and spatially varying. The flux from

the point source at location 6 corresponds to the location of a bad pixel at one spectral

channel, greatly increasing the overall noise at that point. If we mask out this location,

and recalculate the results, we obtain an average flux of (5.24±0.09)×10−9 erg s−1, with

an IQR of (0.48±0.18)×10−9 erg s−1, which is in tighter agreement with the no-ADS

simulations. This shows that if we do not properly account for detector effects, whilst

we may be able to recover accurate fluxes over a number of observations, an individual

observation can have a high chance of being skewed due to the detector noise.

With the other simulations, the recovered flux varies depending on which noise com-

ponent is enhanced, but all of them recover a value that agrees within one sigma of the

flux without ADS, as with the nominal levels. We see that the uncertainties on enhanced

ACN, picture frame effect, and uncorrelated pink noise are all similar, with larger un-

certainties for read noise and correlated pink noise. Given that these are individually the

largest contributing noise components in the nominal ADS simulations, when we enhance
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Figure 3.9: Averaged Point Source Flux at 21 Fixed Locations with Enhanced
ADS Noise Components. Seven panels showing median recovered point source
fluxes from the 900×4 s simulation sets using HSIM. From top left to bottom right:
nominal ADS values, no ADS used, enhanced read noise, enhanced ACN, enhanced
picture frame effect, enhanced correlated pink noise, and enhanced uncorrelated pink
noise. We also plot the nominal values in orange on every panel for quick comparison.
The numbering convention used for the point sources is shown in Figure 3.7. The
uncertainties on these values are obtained by taking the standard deviation of the ten
simulations run for each noise component.
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them further it would be expected that these lead to the largest variations in flux recovery.

The average IQR, measuring how closely the same flux is recovered across the ten

simulations, follows a similar pattern. Enhanced read noise and correlated pink noise

have the highest IQR, as well as the highest uncertainty, implying large spatial variations

in the recoverability of the flux. However when we look at Figure 3.9 we can see this is

largely driven by three particular locations for the read noise, 9,11, and 17. This is again

the result of bad pixels, and we would expect there to be more present when we increase

the average read noise by a factor of five.

For uncorrelated pink noise we also see an increase in the error on the IQR, which

comes as a result of the noise being different on each amplifier block, thus it affects

some locations more than others. We see for ACN and picture frame effect that when we

enhance the noise, the IQR goes down but the uncertainty goes up. As these in themselves

are a small effect relative to the total noise, this is indicative of an effect that is particularly

localised, as the average value, i.e. the majority of the detector, is unaffected, however

certain locations increase significantly, so the variance on the IQR increases.

From these results, we can say that incorporating these additional noise effects will

introduce some spatial variation across the field of view, as well as impacting the repro-

ducibility of recovering the same flux from an exposure. In practice, this would mean

longer observing times (or more integrations) to be able to recover data to the same level

of reliability as without them. As for enhancing the separate noise components, those

that have the largest impact in this test are read noise and pink noise, particularly corre-

lated pink noise. Minimising and characterising read noise and hot pixels is part of the

usual process when testing a detector for astronomy, but from this we can show that it is

equally, or even more important to control or account for the pink noise as well. In terms

of spatial variation and reproducibility, the other components have similar impacts when

enhanced by a factor of five over their nominal levels, however we will look at them on

an individual level again in Section 3.4, where we show simulations with just one noise

component present.

85 Laurence Routledge



3.3. RESULTS AND DISCUSSION

3.3.3 Signal to Noise Ratio (SNR) Limits

In addition to the spatial variations and reproducibility, we were interested in the impact

on the SNR when introducing additional detector noise effects. In Figure 3.10 we show

the SNR as a function of total integration time for each of the enhanced noise components

as well as the nominal- and no-ADS simulations. We also calculate the factorA as defined

in Equation 3.2.1 for each curve and use this to determine the SNR1h values. These are

presented in Table 3.5, along with the relative factor SNR1h/SNR1h,N with SNR1h,N the

SNR after 1 hour without using ADS.

Simulation Type SNR1h SNR1h/SNR1h,N

No ADS 6.895±0.000 1
Nominal ADS 6.643±0.006 0.963

5×2.845 e− Read Noise 4.637±0.005 0.673
5×0.5 e− ACN 6.356±0.005 0.922

5×0.2 e− Picture Frame 6.587±0.006 0.955
5×3 e− Correlated Pink Noise 4.000±0.019 0.580

5×1 e− Uncorrelated Pink Noise 5.825±0.008 0.845

Table 3.5: SNR Scaling with Varying Enhanced ADS Noise Components. The
SNR at 1 hour, as determined by multiplying the SNR(N) as defined by Equa-
tion 3.2.1 by 2, for enhanced ADS noise component simulations. We also give the
normalised SNR1h/SNR1h,N with SNR1h,N being the SNR after 1 hour without using
ADS. To the level of precision of these simulations, there is no uncertainty associated
with the no-ADS runs, as the noise cube used in the determination of the SNR is the
same in each run.

Looking at these results, we see that the impact of nominal detector systematics on

the overall SNR is small but noticeable, with an expected SNR at 1 hour of 6.643±0.006,

compared with 6.895. This corresponds to a ratio of 0.963, meaning there is roughly a 4%

drop in SNR when using ADS. This is in line with expectations, as the ADS noise levels

are chosen such that they approximate the overall noise level, but with increased com-

plexity in their implementation. There is also a small variation in recovered SNR between

simulations, leading to the uncertainty on the value, coming from spatial variations and

different detector instances. These are only present when ADS is used, therefore without

them the SNR will always return the same value.

When we enhance the different noise components we see a reduction in the recov-
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Figure 3.10: SNR as a Function of Integrations with Varying Enhanced ADS
Noise Levels. Seven panels showing the relative SNR values as a function of inte-
grations for each enhanced ADS noise component. From top left to bottom right:
nominal ADS values, no ADS used, enhanced read noise, enhanced ACN, enhanced
picture frame effect, enhanced correlated pink noise, and enhanced uncorrelated pink
noise. We also show the best fitting

√
N function, from which we derive the param-

eter A and corresponding SNR after 1 hour of observation.
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ered SNR, as we would expect by including additional noise. The greatest impact comes

from enhancing correlated pink noise, where the SNR is reduced by a factor of 0.580

to 4.000±0.019. Enhancing the read noise also has a large reduction in the SNR, with

a factor of 0.673 giving an expected SNR of 4.637±0.005 after one hour. As these are

the largest individual contributing factors, it makes sense that enhancing these causes the

largest drop in SNR. What we do see is that the variance between the two is very dif-

ferent, with increased read noise causing a more uniform drop in SNR at every location

compared to correlated pink noise.

With enhanced uncorrelated pink noise, ACN, and picture frame we see a smaller

reduction in SNR, with expected values of 5.825±0.008, 6.356±0.005, and 6.587±0.006

respectively, corresponding to reductions of factors 0.845, 0.922, and 0.955. As these are

smaller contributing factors, we would expect them to have a lesser impact on the overall

SNR. Additionally, noise such as the picture frame effect is very spatially dependent,

therefore the impact may be significant at one location in the FoV, but minimal on the

rest. These have small uncertainties, particularly ACN and picture frame noise, meaning

the SNR is fairly consistent each time. Uncorrelated pink noise has a slightly higher

uncertainty, which is to be expected for a noise component which varies between each

amplifier block.

From these results, we can confirm the expected behaviour that increasing the over-

all noise levels reduces the SNR which is further proof that the simulated detectors are

functioning correctly. We can see that for the most part, the SNR does not vary greatly

over the 210 point sources for a given observation, and is well described by a
√
N fit. As

with the spatial variation and reproducibility tests, we also look at all these components

on an individual basis in Section 3.4 and repeat this analysis to isolate particular noise

components that have the greatest impact on overall SNR.

Science with HARMONI 88



3.4. INDIVIDUAL NOISE COMPONENTS

3.4 Individual Noise Components

Previously, we have looked at simulations where one noise component is significantly

enhanced over the others in the ADS mode, which is a more realistic potential scenario

for a HxRG detector, however does make it harder to disentangle exactly which noise

components are dominant. In this section, we present a separate investigation in which

we repeat much of the same analysis, however with simulated detectors that only contain

one noise component in the ADS mode. In addition, we set the relevant component to be

5 e− rms each time, to allow for direct comparisons to be drawn.

3.4.1 Spatial Variation and Reproducibility

We repeated the simulation set to obtain results in which only one component from the

ADS is present. We show these results in Figure 3.11, with the spatially averaged fluxes

and IQRs tabulated in Table 3.6. We include the same nominal- and no-ADS simulations

as previously described for comparison.

Simulation Type aSpatially Averaged aAverage Point
Flux Source IQR

No ADS 5.28±0.01 0.07±0.03
Nominal ADS 5.23±0.13 0.58±0.48

(5.24±0.09) (0.48±0.18)
Only 5 e− Read Noise 5.18±0.07 0.33±0.36

(5.25±0.06) (0.26±0.17)
Only 5 e− ACN 5.29±0.07 0.38±0.16

Only 5 e− Picture Frame 5.35±0.09 0.51±0.13
Only 5 e− Correlated Pink Noise 5.28±0.13 0.80±0.32

Only 5 e− Uncorrelated Pink Noise 5.26±0.08 0.50±0.15
a10−9 erg s−1

Table 3.6: Spatially Averaged Flux and IQR of Recovered Point Source Fluxes
with Single ADS Noise Components. Spatially averaged flux across the 21 loca-
tions, along with the averaged IQR across each location for the seven simulation runs
completed with HSIM using single ADS noise components set at 5 e− rms. Values in
brackets have outlier points excluded from the calculation.

Overall the average noise level is lower for a given simulation set, as would be ex-

pected given that we are including less noise sources. What we do see, however, is that
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the different components do not add noise in the same way. If this was the case, we

would expect to recover almost identical errors on the flux no matter which component

we simulate, which we do not see.

With 5 e− average read noise, using the distributions identified in Chapter 2, we see

that for most point sources we recover the same flux, with a large outlier at position 8.

The average flux is (5.18±0.07)×10−9 erg s−1, which is lower than the recovered flux

from not using ADS, however this is being heavily skewed by the outlier. This is again

the result of an uncorrected bad pixel contributing levels of flux that vary considerably

between observations. If we remove this from our analysis, we recover an average flux of

(5.25±0.06)×10−9 erg s−1, which does now agree with the no-ADS flux. Prior to mask-

ing this point the IQR suggested something was unusual, as we recovered a value of

(0.33±0.36)×10−9 erg s−1, implying a very large spatial variation. When we repeat the

calculation excluding the bad pixel data, we get (0.26±0.17)×10−9 erg s−1, still suggest-

ing there is reasonable variation in the flux recovery, but more in line with expectations.

This highlights the importance of good instrument pipeline correction or masking, to

negate the impact of bad pixels.

With only 5 e− ACN in our simulations, we recover a spatially averaged flux of

(5.29±0.07)×10−9 erg s−1 consistent with the recovered flux without using ADS. There

is very little uncertainty associated with this flux, although it is noted that this imple-

mentation assumes that each amplifier block experiences the same average level of ACN,

which is not always the case on real detectors. We do also see that with an IQR of

(0.38±0.16)×10−9 erg s−1 the reproducibility of recovering the same flux is impacted

by ACN, compared to not including ADS, although fairly consistently across the field

of view. Therefore for observations in which ACN is present, it appears that background

subtraction should provide a reasonable correction, however there will be additional noise

associated with it. As such it is important to consider in which parts of the detector it is

present, and ideally correct for it either in the instrument pipeline or in further data reduc-

tion.
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Figure 3.11: Averaged Point Source Flux at 21 Fixed Locations with Single ADS
Noise Components. Seven panels showing median recovered point source fluxes
from the 900×4 s simulation sets using HSIM. From top left to bottom right: nominal
ADS values, no ADS used, only read noise, only ACN, only picture frame effect, only
correlated pink noise, and only uncorrelated pink noise. We also plot the nominal
values in orange on every panel for quick comparison. The numbering convention
used for the point sources is shown in Figure 3.7. The uncertainties on these values
are obtained by taking the standard deviation of the ten simulations run for each noise
component.
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When we only include picture frame noise in our simulations, the spatially averaged

flux is (5.35±0.09)×10−9 erg s−1 which is consistent with the results from when we do

not include ADS. This suggests that the average picture frame effect is being subtracted

off with reasonable accuracy, however with an IQR of (0.51±0.13)×10−9 erg s−1 there

is a difference in how well this is done at different locations. This would be expected,

as the picture frame effect predominantly impacts the edges of detectors. If we look at

Figure 3.11, the worst affected point sources are numbers 5, 12, and 18. These correspond

to point sources that lie on horizontal boundaries between detectors. As the distribution

of flux from the FoV to the detectors is non-trivial, and spectrally we only use a portion of

the total available detectors as described in Section 3.2.1, these point sources correspond

to detectors in which a larger proportion of the flux falls near the edge. This effect is

therefore important to consider, and can primarily be mitigated by ensuring targets are

positioned such that the spectra of interest do not fall close to the edge of a detector. With

HARMONI, this may lead to offsetting a target slightly from the centre of the field of

view.

With only correlated pink noise present in our simulations, we recover a spatially av-

eraged flux of (5.28±0.13)×10−9 erg s−1 which is the same average as that from when we

do not use ADS. However, the larger uncertainty in this value implies significant varia-

tions and this can be seen clearly in Figure 3.11. An IQR of (0.80±0.32)×10−9 erg s−1

also confirms that it is both harder to recover the same flux, as well as a large spatial

difference in this reproducibility. For uncorrelated pink noise, the spatially averaged flux

is (5.26±0.08)×10−9 erg s−1, in agreement with the other fluxes. The lower uncertainty

on this value implies that it is more even spatially, and this is seen visually from Fig-

ure 3.11 as well. The IQR of (0.50±0.15)×10−9 erg s−1 also suggests that this impacts

the reproducibility of recovering the flux, albeit with less variation across the entire FoV.

We see correlated pink noise having a larger impact, as this appears as the same noise

on all amplifier blocks, therefore every location will be impacted by it. Uncorrelated pink

noise means each amplifier block has some that is unique to itself, therefore it would
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be expected that some locations are affected worse than others. In terms of removing

pink noise, the reference pixels at the edge of the detector are used, and this can work

particularly well to remove what we simulate as correlated pink noise, providing there are

no issues within the reference pixels.

If there are bad pixels within the reference pixels, or transient effects such as cosmic

ray impacts, these should be accounted for prior to reference pixel subtraction, otherwise

horizontal effects such as those seen on the KMOS detectors in Figure 2.1 will be present.

One way to counteract such events is to save every read of the detector, and apply the

reference pixel correction in the instrument pipeline, rather than as part of the electronics.

This would allow for additional exclusion of bad pixels, negating some of the effects seen

on the KMOS detectors.

3.4.2 Signal to Noise Ratio (SNR) Limits

Looking now at the recovered SNR with individual ADS noise components each set to

5 e−, we show the recovered SNRs as a function of time in Figure 3.12. As before, we

also plot the best fitting
√
N fit, as would be expected for the SNR scaling as a function

of integrations N . From this, we again calculate SNR1h, the expected SNR after one hour

of observation, and show these in Table 3.7 along with the normalised SNR1h/SNR1h,N .

We include the same nominal- and no-ADS simulations as we generated previously for

comparison.

With each component we are now simulating the same amount of average noise, there-

fore an initial assumption would be to assume they all affect the SNR in the same way, as

would be the case for a consistent, uniform noise source. However, we can see from our

results that this is not the case.

When we only include 5 e− read noise, we find an expected SNR of 6.689±0.001 after

one hour, with a ratio of 0.970 compared to not using ADS. We see a slight increase in

SNR compared to nominal levels, as with a single component at 5 e− we include a very

similar level of noise to the combined effect of all the ADS noise if it was all spatially
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Figure 3.12: SNR as a Function of Integrations with Single ADS Noise Compo-
nents. Seven panels showing the relative SNR values as a function of integrations
for each ADS noise component in turn. From top left to bottom right: nominal ADS
values, no ADS used, only read noise, only ACN, only picture frame effect, only
correlated pink noise, and only uncorrelated pink noise. We also show the best fitting√
N function, from which we derive the parameter A and corresponding SNR after 1

hour of observations.
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Simulation Type SNR1h SNR1h/SNR1h,N

No ADS 6.895±0.00 1
Nominal ADS 6.643±0.006 0.963

Only 5 e− Read Noise 6.689±0.001 0.970
Only 5 e− ACN 6.260±0.005 0.908

Only 5 e− Picture Frame 6.262±0.016 0.908
Only 5 e− Correlated Pink Noise 6.248±0.005 0.906

Only 5 e− Uncorrelated Pink Noise 6.264±0.009 0.908

Table 3.7: SNR Scaling with Single ADS Noise Levels. The SNR at 1 hour,
as determined by multiplying the SNR(N) as defined by Equation 3.2.1 by 2, for
single-component ADS simulations. We also give the normalised SNR1h/SNR1h,N
with SNR1h,N being the scaling factor without using ADS. To the level of precision
of these simulations, there is no uncertainty associated with the no-ADS runs, as the
noise cube used in the determination of the SNR is the same in each run.

uniform. As read noise is the most uniform across a detector, reflected in the small uncer-

tainty on the expected SNR, we would expect the overall noise to be similar to that for the

nominal ADS parameters. We do see, as expected, that only including read noise in this

manner is a reduction in SNR compared to not using ADS, which incorporates read noise

in a more simplistic manner. This confirms that increasing read noise is a flat effect across

the detectors, corresponding to an overall reduction in SNR, and thus increased exposure

time to reach the same level of confidence in an observation.

With 5 e− ACN we do see a reduction in SNR, with 6.260±0.005 expected after one

hour, a factor of 0.908 of the no-ADS levels. ACN does not subtract out as uniformly,

which is why we see it have a greater impact on the SNR than the read noise. Averaging

over the 210 point sources included in our analysis, we see a small uncertainty, implying

that the impact of the ACN is relatively consistently affecting all the point sources, which

is expected as a result of the way in which it is simulated. Combined with our results

from Section 3.4.1 we can say that the impact of ACN is to cause a significant, consistent

lowering of SNR. However, in real detectors ACN can affect different amplifier blocks in

different ways, therefore characterising the detectors will be very important to ensure that

this effect is correctly accounted for in data reduction.

Only including picture frame noise we find an expected SNR of 6.262±0.016 after one
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hour, a factor of 0.908 of the no-ADS levels. We would expect the picture frame effect

to manifest as a spatially varying noise component, and this is reflected in the results

we see here, as well as in Section 3.4.1. We see that the overall SNR is very similar to

when we enhance the other components aside from read noise, however the variance is

the largest of any single component. This means that for the most part the impact of the

picture frame effect is low, but for point sources that are impacted by it, the increased

noise is significant. This reinforces the importance of understanding to what extent this

effect manifests on the HARMONI detectors, and planning observations such that targets

of interest do not fall into badly affected regions.

With pink noise, for both correlated and uncorrelated we see a similar impact on the

expected SNR after one hour. We recover an SNR of 6.248±0.005 for correlated pink

noise, and 6.264±0.009 for uncorrelated, corresponding to reductions of 0.906 and 0.908

respectively over the no-ADS noise levels. Pink noise is a spatially varying noise, but not

one that necessarily manifests in the same way on the same part of a detector in subsequent

exposures. This is why we see a greater reduction in SNR compared to the same amount

of read noise, and a higher variance.

Correlated pink noise occurs on every amplifier block, whilst uncorrelated pink noise

can vary between them, however both behave in the same way with respect to an indi-

vidual pixel, therefore simulating them both to the same level returns almost the same

reduction in SNR. Uncorrelated pink noise varies between amplifier blocks, which leads

to the higher uncertainty on the overall SNR compared to correlated pink noise. In prac-

tice, correcting for the correlated pink noise can be done through use of the reference

pixels at the edge of the detector, whilst uncorrelated pink noise is harder to account for.

Ensuring the best possible pink noise correction will be crucial however, to maximise the

potential of HARMONI.

Science with HARMONI 96



3.5. CONCLUSIONS

3.5 Conclusions

In conclusion, we have created the architecture within HSIM to create simulated detectors

of the type that will be used in HARMONI. These are included in such a way that they can

be tweaked and improved to increase the accuracy of the simulations as more information

is known about the actual HARMONI detectors. As part of this, we have created a new

option for running HSIM, known as the Advanced Detector Systematics mode (ADS). In

Table 3.8 we summarise the noise components that are now included in HSIM as a result

of this work.

Noise Prior to Included in
Component HSIM v.310 HSIM v.310
Read Noise 3a 3

Varying Read Noise 3b 3b

Dark Current 3 3

Horizontal Bias 7 3

ACN 7 3

Picture Frame Effect 7 3

Hot Pixels 7 3

Pedestal Drift 7 7c

Persistence 7 7

Intermittent Channel Failure 7 7

Non-Linearity 7 7

Electronic Crosstalk 7 7

Table 3.8: Summary of Detector Noise Effects and Current Inclusion in HSIM.
A list of identified issues with infrared detectors, and the ability of HSIM to simulate
these prior to and with version 310. aOnly includes flat read noise that is the same
for each pixel. bIncludes a short and long exposure time read noise. Could easily
be modified to include further variations. cCould easily be included with the current
architecture.

We then created an input cube containing simulated point sources positioned at dif-

ferent places within the HARMONI field of view, and ran a number of tests to assess the

impact of using the ADS mode. We initially looked at the average impact of the noise

components on the point source sensitivity, before looking at spatial variations and the

ability to recover the same flux over multiple observations. The last suite of simulations

aimed to understand the impact of these detector effects on the recovered SNR of the point
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sources.

We produced simulations which included enhanced noise components, as well as sin-

gle noise components to fully understand their impact. From this, we could determine

that all the noise components simulated have an impact on HARMONI observations in

different ways. Read noise provides a fairly uniform increase in noise across the entire

field of view, with hot pixels potentially skewing data intermittently if not sufficiently

accounted for. ACN and picture frame noise provide small but spatially varying effects

that impact different parts of the field of view depending on what areas of the detector

the light falls on. Pink noise, both correlated and uncorrelated, provides both a significant

reduction in SNR as well as being spatially varying, making it the most complicated form

of noise simulated.

In order to counteract these, a number of options can be utilised, but must be done

carefully so as to not introduce additional problems. Utilising the reference pixels to

minimise the effect of pink noise can be done, however as we have seen from observations

with KMOS, doing this without knowledge of the reference pixels being subtracted can

add more features onto the detectors. Characterising the HARMONI detectors will be

very important to understand which parts are susceptible to ACN, and to what extent we

see the picture frame effect. This should be considered when observing with HARMONI,

and where possible avoid particularly problematic areas of the detectors to be able to best

utilise the instrument for the desired science.
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Chapter 4

Using SINFONI to Understand the

Impact of an Under-Illuminated Slit for

Telluric Correction

In this chapter we present an investigation into telluric correction using SINFONI, in

particular with the instrument set up such that the slit is under-illuminated when observing

the telluric standard star. Initially we cover the motivation behind doing this, and present

theoretical models for the expected behaviour of the line spread function (LSF) with both

a fully-filled and under-filled slit. We then describe the data that were acquired for this

investigation, and detail the analysis we undertook. This covers reducing the SINFONI

data to obtain spectra for the standard star and science target, in our case Callisto. We

also describe our use of molecfit to determine the LSF shape and telluric absorption

features.

In our results, we show our Callisto spectrum, corrected in four different ways: with

the telluric standard star directly, with molecfit correction based on the Callisto spec-

trum, with molecfit correction based on the telluric standard spectrum, and finally with

molecfit correction based on the telluric standard and broadened to the full LSF. We

also divide this by a solar spectrum, assuming Callisto to be primarily reflected sunlight,
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and determine the residual sum of squares (RSS) of each of these correction methods.

We also investigate differences in the LSF and telluric correction between different spax-

els of Callisto data. At the end of the chapter we give our conclusions from this study,

highlighting issues with understanding the LSF, and the relevance for HARMONI.

4.1 Background of Investigation

4.1.1 Motivation

Good telluric correction is very important for ground-based instruments, so that we can be

certain that features we see in the science spectra are genuine features of that target, and

not a result of molecular absorption in the atmosphere. As we described in Section 1.3,

one way in which this can be done is through observation of a star with few intrinsic

features, known as a telluric standard star. When this spectrum is divided out from the

science spectrum, the result should only contain the intrinsic features of that science tar-

get.

An assumption of this approach is that the shape of the spectral lines, the line spread

function (LSF), is the same between the telluric standard and the science target. Provided

the observing spaxel scale is finer than the spatial resolving power of the instrument for

both targets, such that the input slit is fully illuminated, then this assumption should hold

true. However with good adaptive optics correction and coarse spaxel scales, it is possible

to have a point source that does not entirely illuminate the slit. With the VLT the diffrac-

tion limit at 1.6µm has a PSF FWHM of ∼50 mas, however the coarsest spaxel scale of

SINFONI is 125×250 mas. For the ELT, with a 39 m primary mirror, the FWHM of the

diffraction limited PSF at 1.6µm is almost 10 mas, with HARMONI offering 30×60 mas

spaxel scales. In both these cases, with good adaptive optics correction such that it is

approaching the diffraction limit of the telescope, a telluric standard star observed at a

coarse spaxel scale will not illuminate the entire slit of the spectrograph uniformly.

In this situation, we would expect the LSF to then vary between the telluric standard
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star and an extended science target that fills the entrance slit. This is because the LSF is a

convolution of a number of factors that can be represented by

LSF = Fin ∗ Fspec ∗ Fgrat ∗ Fout (4.1.1)

where Fin, Fspec, Fgrat and Fout are functions representing the input slit, spectrograph, grat-

ing and output slit respectively. The output slit represents the pixellation at the detector.

In the next section we investigate this in more detail, and produce theoretical models for

SINFONI with both a fully illuminated, and under-illuminated entrance slit.

The work in this chapter is to determine the impact of having an under-illuminated slit,

however there could be methods adopted such that it is guaranteed the telluric standard

star always fully illuminates the slit of the IFU. This could be done by defocussing the

star such that the PSF is sufficiently broad to illuminate the slit evenly, or it could be done

by moving the star uniformly across the entrance slit during the exposure. This does have

to be done with care, to ensure the resulting telluric spectrum is still of sufficient SNR to

use for correction (Uttenthaler et al., 2010) .

4.1.2 Theoretical Models

As we have mentioned, the LSF by which a spectral line is broadened is a convolution of a

number of functions, each representing a different component in the entire spectrograph.

In order to understand the potential impact of having an under-filled input slit on the LSF,

we have created a model LSF, where each of the components given in Equation 4.1.1 are

described by an appropriate functional form. In Figure 4.1 we show the functional forms

used, and the resulting convolutions for both a full and under-full input slit. The reasoning

for these choices for each component is as follows:
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Figure 4.1: Components and Convolutions of Model SINFONI LSFs with Full
and Under-full Illumination. Top: Components that make up the model SINFONI
LSFs for the fully illuminated input slit (left) and under-filled slit (right). These
consist of the input slit (blue), spectrograph (orange), grating (green), and output slit
(red). The input slit is changed to a 0.48 pixel FWHM Gaussian function, as opposed
to a 2 pixel boxcar function in the latter panel. Bottom: Total convolutions of the
four components in the upper panels for the fully illuminated (left) and under-filled
(right) input slit. The result of under-illuminating the input slit is a reduction in the
FWHM of 14%. Dashed lines denote ±1 pixel from the centre.
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Input Slit.

The input slit is the only function that varies between the two modelled cases, as this is the

function that determines the level of illumination. In the case of a fully illuminated input

slit, this is equal in width to two pixels, and thus we model this using a boxcar function,

where

Fin(x) =


1, −1 ≤ x ≤ 1

0, otherwise
(4.1.2)

and x is given in terms of pixels.

For the under-illuminated input slit we instead model the spectrum using a normalised

Gaussian function centred on 0, given by

Fin(x) =
1

σ
√

2π
exp

(
− x2

2σ2

)
, (4.1.3)

where σ is the standard deviation of the function, related to the full width at half maxima

(FWHM) through

FWHM = σ
√

8 ln 2. (4.1.4)

The value chosen here for the FWHM was 0.48 pixels, equal spatially to 60 mas. This is a

little broader than the diffraction limit of the VLT at the wavelengths we are investigating,

which would be 43 mas at 1.7µm. However, in Section 4.2 we show that this is the

performance of the instrument at the time of observation.

Spectrograph.

The next component which we model is the impact of the spectrograph. To a first approx-

imation, we assume that the effect of the spectrograph is Gaussian and circular, meaning

it broadens the same both spatially and spectrally. We therefore modelled this using the

same functional form as Equation 4.1.3, adjusting the width accordingly. By looking at

the raw observed data frame, we could identify the slitlet in which the majority of the
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light falls. We then used this data to fit a Gaussian function across the spatial axis using

a non-linear least squares method from SciPy, with the amplitude, width, central posi-

tion and constant background as free parameters. We took the average of 100 wavelength

channels to recover a corresponding FWHM of 1.9 pixels, equal to a σ of 0.8 pixels. We

then used this value for the width of the spectrograph functional form in the model.

Grating.

For the grating, initially we modelled this as a perfect grating, with a form given by the

diffraction equation

Fgrat =
sin2(Nδ/2)

(δ/2)2
(4.1.5)

with

δ =
2π

λ
b sin(θ)

for N slits with spacing b at wavelength λ. However, it has been seen for SINFONI that

the grating functions are imperfect as a result of cryogenic deformation (George et al.,

2017). The exact nature of the deformation causes a non-trivial effect on the shape of the

grating function, therefore we have implemented an approximation in this model. We used

the reference material contained within the SINFONI User Manual1, which contains line

profiles for each grating and spaxel scale. In Figure 4.2 we reproduce the section showing

the H-band, 250 mas line profiles. From these we digitised the data and determined the

overall FWHM for the LSF at the upper end of the H band.

In addition, we used the SINFONI wavemap to determine the exact wavelength spac-

ing for the slitlet in which our data falls, so that we could convert this measured FWHM

into pixels. This gave us FWHM values of 2.87 at λ ∼1.7µm and 2.58 at λ ∼1.8µm.

This variation is of a similar level to the effect we wish to investigate, therefore it is im-

portant that we are consistent in the treatment of the gratings, and the wavelength ranges

used. We then manually adjusted the width of the grating functions such that the overall

1Available at: https://www.eso.org/sci/facilities/paranal/decommissioned/
sinfoni/doc/VLT-MAN-ESO-14700-3517-P103.pdf
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Figure 4.2: SINFONI Line Spread Functions in the H-Band at 250 mas Spaxel
Scale. Four panels showing the LSF at different wavelengths within the H-band with
SINFONI at the 250×125 mas spaxel scale. Image reproduced from the SINFONI
User Manual.

convolution equalled the desired width for the fully illuminated entrance slit.

Output Slit.

The output slit corresponds to the detector pixellation, and therefore with the scaling used

can also be represented by a boxcar of form

Fout(x) =


1, −0.5 ≤ x ≤ 0.5

0, otherwise,
(4.1.6)

where the width is half that of the fully illuminated input slit.

Overall Convolution

The lower panels in Figure 4.1 show the results of convolving these functional forms

together. We have fixed the width of the fully illuminated LSF to be equal to 2.87 pixels

at λ=1.7µm by adjusting the grating function as described above, which corresponds to a

spectral resolving power, R, of 3040 at 1.7µm. When we then use these same functional

forms, but instead convolve with a Gaussian input function representing an under-filled
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slit, we obtain a narrower LSF as expected. We calculate a FWHM for this convolution of

2.48 pixels, corresponding to an R of 3520. The reduction in FWHM is 0.39 pixels, equal

to 14% of the width of the fully illuminated LSF.

Importantly, the resulting LSF is still Nyquist sampled, as there are more than 2 sam-

pled points per FWHM of any observed feature. However it does mean that dividing sets

of data that differ in the slit illumination should result in an improper telluric correction.

4.1.3 Data Acquisition

To investigate the impact of this effect on telluric correction, we used SINFONI on the

VLT to observe the star CD-23 13701, an O9III star suitable for use as a telluric standard,

and Callisto as a bright, extended science object. These observations were taken the night

of May 30th 2019 as a calibration proposal under Program ID 4102.L-0887(A), and were

taken close to consecutively so as to ensure the atmospheric profile was as similar as

possible between them. The seeing varied between 0.8 ′′ and 1.3 ′′ for the observations,

however all were taken using NGS AO correction. The airmass varied between 1.082 and

1.172 across the observations. The list of observations are summarised in Table 4.1. All

the data taken are available for download from the ESO archive.

We took both J-band and H-band data for CD-23 13701 and Callisto, however for

this work we only consider the H-band. This is due to the LSF being narrower, thus the

spectral resolution is higher, so we would expect to see a greater difference as a result of

varying slit illumination. For CD-23 13701 we took data at each of the spaxel scales of

SINFONI, 250×125 mas, 100×50 mas and 25×12.5 mas, whilst for Callisto we took data

at the coarsest and finest scales.

Our main interest was seeing how significant the impact the entrance slit being under-

filled is for telluric correction. We therefore primarily used the H-band, 250×125 mas

data, hereafter denoted by H250. We additionally used the H-band 25×12.5 mas (H25)

data for the determination of the spatial extent of CD-23 13701, as described in Sec-

tion 4.2.1.
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Target Grating aSpaxel Scale Start Time bTexp Airmass
Sky H 250×125 06:37:37 50 1.169-1.167
Callisto J 25×12.5 07:05:50 5 1.082-1.085
Callisto J 250×125 07:07:36 5 1.085-1.087
Callisto H 250×125 07:08:51 5 1.095-1.097
Callisto H 25×12.5 07:13:58 5 1.097-1.100
CD-23 13701 J 25×12.5 07:55:11 50 1.101-1.120
CD-23 13701 J 100×50 08:04:27 5 1.121-1.124
CD-23 13701 J 250×125 08:06:16 5 1.124-1.129
CD-23 13701 H 250×125 08:08:10 5 1.139-1.142
CD-23 13701 H 100×50 08:13:49 5 1.143-1.147
CD-23 13701 H 25×12.5 08:15:43 50 1.148-1.172

a mas b s

Table 4.1: Summary of SINFONI Observations. List of targets observed using
SINFONI, with the respective gratings and spaxel scales chosen, along with the time
of observation, exposure time Texp, and airmass range over the observation. All data
were taken the night of May 30th 2019, and are available for download from the ESO
archive as Program IDs 60.A-9235(A) (sky) and 4102.L-0887(A) (Callisto and CD-
23 13701).

4.2 Data Reduction and Analysis

All the data were reduced using the SINFONI data reduction pipeline, using the Reflex

environment. This associates appropriate calibration files together and provides many of

the required corrections to the data. This includes flat fielding, dark subtraction, wave-

length calibration, bad pixel masking, and datacube reconstruction. In addition to these

data, we also reduced a separate exposure for use in sky subtraction which was taken

earlier that night, SINFO.2019-05-31T06:41:49.758. This was a 50 s exposure

taken using the H-band grating at 250×125 mas spaxel scale, under Program ID 60.A-

9235(A).

For a comparison spectrum with CD-23 13701 we used a star of the same spectral

type, HR 1899, using data from Meyer et al. (1998), which used a Fourier Transform

Spectrometer (FTS) on the Mayall 4m telescope at the Kitt Peak National Observatory to

obtain spectra at a resolving power of 3000. We used this to identify areas in the spectrum

which contain intrinsic features from the star, which must be masked out prior to using it

for telluric correction.
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We modelled Callisto as a reflected solar spectrum, using a computed solar irradiance

spectrum (Kurucz, 2005; Chance and Kurucz, 2010). We took a spectrum at R=30000

and used a Gaussian function to convolve it to a resolving power of R=2920. This was to

match the average resolving power of the SINFONI H-band, as quoted in the SINFONI

User Manual, such that we could divide it out of the recovered Callisto spectrum.

4.2.1 Determining the Spatial PSF Width

After reducing the data, and prior to extracting the spectra, we used the H25 observation of

CD-23 13701 to confirm the performance of the AO and to determine the extent to which

the H250 data was under-illuminated. In Figure 4.3 we show the raw data at λ=1.7µm,

along with the best fitting results. The H25 data is ten times finer sampled than the H250

data, and with a diffraction limit of ∼40 mas, should be sufficiently sampled such that

we could fit the data to determine the FWHM of the PSF, provided we had good AO

correction.

We used the non-linear least squares fitting method curve fit in the SciPy pack-

age to fit a 2-dimensional Gaussian function to the data. We allowed this fit to have a

different standard deviation along the two axes of the fit, and for these axes to be rotated

with respect to the slit orientation, to account for effects such as AO PSF elongation. We

see from this that a Gaussian function fits the core of the PSF very well, although it is not

representative of the wings, as we would expect. We also see the effect of the rectangular

pixels, where the data across the slit is half as well sampled as that along it.

As the core is well-represented, we could use the recovered best-fitting parameters

to determine the FWHM of CD-23 13701 in the H25 data. We then assumed this to be

the width of the star in the H250 data for determining the fraction by which the slit is

under-illuminated. We recovered a FWHM in the direction along the slit of 58 mas, and

a FWHM across the slit of 59 mas. With a spaxel being 25×12.5 mas, and taking the

FWHM to one significant figure at 60 mas, this corresponds to a FWHM of 4.8 pixels

in the H25 data. Thus we assume the same performance on the H250 data, such that
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Figure 4.3: Reduced CD-23 13701 H25 Data and Best Fit Function. Bot-
tom, centre: Reduced image showing CD-23 13701 at 1.7µm and observed at the
25×12.5 mas spaxel scale. Red dashes indicate the lines along which the data in the
popout plots are taken along. Bottom right: Best fitting 2D Gaussian function to the
reduced data. Top: 1D cut along the horizontal dashed line, showing the real data
(blue) and best-fitting 2D Gaussian (orange) along the same cut. Bottom, left: Same
as previous, for the vertical dashed line. All data are shown on a logarithmic scale.

the FWHM of CD-23 13701 is 0.48 pixels. This is the justification for our value in

Section 4.1.2, and we can be confident that the AO is performing well, and the input slit

of the spectrograph is significantly under-illuminated in the H250 CD-23 13701 data.

4.2.2 Extracting Spectra

In Figure 4.4 we show the reduced H250 datacubes at a wavelength of 1.7µm for CD-23

13701 and Callisto. As we expected, the majority of light from the star falls into one

spaxel, whilst Callisto is extended across several. In both cases we took the light from a

single spaxel, indicated by the red boxes in Figure 4.4, and extracted the corresponding

spectra for each. We extracted the spectra from the same spaxel in each dataset to ensure

we minimise additional variations. We would expect small variations in the LSF between

spaxels as the light will take slightly different paths through the instrument, which we

consider in Section 4.3.4. There may also be some differences in the Callisto spectrum due
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to surface properties and intrinsic features of Callisto. Using only one spaxel minimises

the impact that this may have on our findings.
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Figure 4.4: Images of CD-23 13701 and Callisto at 1.7µm at 250 mas Spaxel
Scale. Single-wavelength images of CD-23 13702 (left) and Callisto (right) at 1.7µm
when observed with the 250×125 mas scale of SINFONI. Data are shown on the
same logarithmic scale. Red boxes indicate the primary spaxels selected for extract-
ing the spectra. The blue dashed box in the right panel indicates the six spaxels used
in Section 4.3.4.

The correct wavelengths for the spectral data were obtained using the appropriate

values from the FITS header. For sky subtraction we used the sky image mentioned

previously, extracting the information from the same spaxel as for the spectra. As the

sky observation had a longer exposure time, we corrected the sky flux by a factor of ten

accordingly, and visually confirmed that we have removed the sky emission effectively.

The resulting spectra, with continuum normalised, are shown in Figures 4.5 and 4.6

for CD-23 13701 and Callisto respectively. We also show the sky spectrum that has been

subtracted out, along with appropriate reference spectra of HR 1899 and solar irradiance.

The fourth spectrum in each plot is the result of using molecfit on the data, the process

for which we will discuss in Section 4.2.3.

We can see in Figure 4.5 that the recovered spectrum from CD-23 13701 primarily

consists of telluric features, however there are some features intrinsic to the star that

are present. We would expect some hydrogen lines, and have marked the wavelengths
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Figure 4.5: Recovered Spectrum for Telluric Standard Star CD-23 13701. The
recovered spectrum from CD-23 13701 (blue) with continuum removed and sky sub-
tracted, but with molecular absorption present. We also show the subtracted sky (or-
ange, normalised to 0.5) and best fitting molecfit result (red, normalised to 1.25).
For comparison we show the spectrum of another O9III star, HR 1899 (green, nor-
malised to 1.5), which has had some telluric correction applied. Lastly we indicate
the location of the hydrogen Brackett series lines, where we would expect intrinsic
features to be present.
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at which the strongest Brackett series lines within this wavelength range would appear,

and there is some corresponding absorption features in the spectrum. There is also an

absorption feature at ∼1.7µm, corresponding to a helium line (Litzén, 1970), that must

be masked when using the spectrum for telluric correction. There is an anomalous, narrow

feature around 1.65µm, however this falls within a wavelength region corresponding to a

Brackett line, thus will be masked out prior to telluric correction.

With the Callisto spectrum in Figure 4.6 we see a lot more features, as we would

expect. We can associate these with both telluric absorption, along with features seen

in the solar irradiance spectrum. With these extracted spectra, we could then look at

correcting for the telluric absorption both with direct spectrum division, and with using

molecfit.

4.2.3 Telluric Modelling with Molecfit

As we introduced in Section 1.3, molecfit (Smette et al., 2015; Kausch et al., 2015) is

a tool for determining the molecular absorption in the atmosphere, and correcting spectra

accordingly. Molecfit is versatile, and can be used either on a telluric standard star for

correcting a science spectrum, or directly to the science target. It can also fit the LSF of

the given spectrum.

We converted the spectra to the input format required by molecfit, and set up

the parameter file with the relevant information regarding observing location and time.

For the wavelength extent we chose the range 1.5575µm to 1.7843µm. This covers the

majority of the telluric features in the H-band where we are confident in our spectrum

recovery. We then chose the relevant molecules to include in the fit, which for the H-band

was H2O, CO2, and CH4, and allowed the molecular abundances to be determined by

molecfit. We used the precipitable water vapour (PWV) information from the weather

report from the night of observation as the initial input guess.

For the LSF, we experimented with a number of different line profiles, primarily either

a Gaussian or a Lorentzian function. For our final results, we chose to use a Gaussian LSF
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Figure 4.6: Recovered Spectrum for Extended Science Object Callisto. The
recovered spectrum from Callisto (blue) with continuum removed and sky subtracted,
but with molecular absorption present. We also show the subtracted sky (orange,
normalised to 0.5) and best fitting molecfit result (red, normalised to 1.25). For
comparison we show a solar irradiance spectrum convolved with a Gaussian function
to R=2920 (green, normalised to 1.5).
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profile, where we allow molecfit to determine the best-fitting width of this profile. In

Figure 4.7 we present the justification for this, by showing an investigation of the reduced

χ2 of the fit as a function of LSF FWHM for both a Gaussian and a Lorentzian function.
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Figure 4.7: Molecfit χ2 Values for Gaussian and Lorentzian LSFs on CD-23
13701 and Callisto. Left: Reduced χ2 values returned from molecfit when using
a Gaussian (blue circles) or Lorentzian (red crosses) LSF profile to fit the CD-23
13701 H250 data. Right: Same, for the Callisto H250 data.

To determine this, we took the best-fitting molecular profiles from the initial runs,

and then used an LSF of fixed width for a given functional form to run molecfit. We

then adjusted the width of the provided LSF, and observed how the reduced χ2 of the

fit changed. We repeated this with both sets of data, and as can be seen, in each case a

Gaussian form returns the better fit. We see that in general molecfit is providing a

better fit to the CD-23 13701 data, compared to Callisto, both in terms of overall reduced

χ2, as well as a more defined global minimum. We would expect this, as the majority of

features in CD-23 13701 are the telluric features themselves, whereas Callisto contains a

large number of intrinsic features that can reduce the confidence of the direct fit.

We also confirm from this that the recovered LSF is indeed the best fit in terms of

reduced χ2, corresponding to the global minimum. We see that the χ2 increases more

rapidly at smaller FWHMs, with a shallower gradient towards larger values. This is to

be expected, as a narrow line profile will always trend away from the true data, whereas

broader LSFs will sometimes align with adjacent absorption features, particularly when
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multiple lines are close together. We see this effect with both datasets, and with both

choices of LSF.

4.3 Results and Discussion

4.3.1 Molecfit LSF Profiles

We have shown the molecfit best fitting absorption spectra in Figures 4.5 and 4.6,

and in Figure 4.8 we show a section of this result over-plotted against the same section

for both CD-23 13701 and Callisto, along with the residuals. In this wavelength range

of 1.740µm to 1.760µm we would expect the majority of features present to be H2O

absorption lines, with minimal intrinsic features from either target, although there are a

few shallow features present in the reflected solar spectrum. Here we can directly see how

well molecfit has recovered the depth and width of the telluric features.
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Figure 4.8: Reduced Spectra and Molecfit Results Between 1.74µm and
1.76µm. Left: Reduced spectrum (blue) and best fitting molecfit result (red)
for the CD-23 13701 H250 data. Shown above are the residual differences between
the two spectra (green). Right: Same, for the Callisto H250 data. Quoted FWHM
values are based on the molecfit best-fitting LSF width.

We see in Figure 4.8 that the absorption features are well reproduced by molecfit

for both CD-23 13701 and Callisto. In each of these cases, the molecfit output is a
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result of the molecular absorption lines convolved by the best-fitting LSF for each dataset.

As we explained previously, we have used a Gaussian LSF for both, with the width as a

free parameter to the fit.

For CD-23 13701 the width of this LSF is returned as 2.656±0.041 pixels, with an

overall reduced χ2 of 3.45. For Callisto, the LSF width is 3.088±0.042 pixels, with a

reduced χ2 of 4.32 for the full fit. This corresponds to spectral resolutions of RCD =

3282+52
−50 and RCal = 2823+39

−38. In terms of the difference in FWHM, we find a result of

0.432±0.059 pixels, corresponding to a reduction in FWHM of 14.0±2.1% between the

two LSFs.

These LSFs are slightly broader, and thus we recover a slightly worse spectral resolu-

tion than predicted by our models. This is likely to due to a combination of the models

being slightly simplified in comparison to the true LSF, imperfections in the data skew-

ing the fit, and variations in the LSF between spaxels. If we refer to the SINFONI User

Manual, the averaged spectral resolution across the H250 grating is 2920, with which we

are in much closer agreement with. We also show in Section 4.3.4 that there is variation

in the LSF with between spaxels, therefore it is not unexpected that our recovered LSF is

not exactly equal to the average spectral resolution.

What we confirm from these results, however, is that we are seeing a difference in

LSF between the under-illuminated slit and the fully-illuminated slit. With a value of

14.0±2.1% we are in agreement with our modelling in terms of the difference we would

expect. This gives us confidence that our modelling is close to accurate, with a small

systematic difference in the data that is leading to a broader recovered LSF for both.

4.3.2 Telluric Corrected Callisto Spectrum

In Figure 4.9 we show the resulting Callisto spectrum, where we have applied four dif-

ferent telluric correction methods. These are: direct correction with CD-23 13701, cor-

rection with the molecfit result from fitting the Callisto spectrum, correction with the

molecfit result from fitting the CD-23 13701 spectrum, and this latter correction with
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a modification to the LSF. We compare this with the same solar irradiance spectrum which

we are using as a model for Callisto’s intrinsic spectrum.
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Figure 4.9: Telluric Corrected Callisto Spectrum, Using Four Different Telluric
Correction Methods. Four spectra with different methods for telluric correction,
along with the model solar irradiance spectrum (top, green). In order below this
we show the spectrum corrected using: just the telluric standard star, CD-23 13702
(blue), molecfit direct to the Callisto spectrum (orange), molecfit to the CD-
23 13701 spectrum (red), and molecfit to the CD-23 13701 spectrum convolved
to the Callisto LSF (purple). Spectra are all normalised to a flux of 1, and manually
shifted higher or lower to accommodate displaying them together.

With CD-23 13701, we initially mask out the areas we have identified as containing

intrinsic features, which are the Brackett lines at 1.6105µm, 1.6403µm, 1.6802µm, and

1.7357µm, as well as the He line at 1.7002µm. We then divide the recovered Callisto

spectrum by this, obtaining the resultant spectrum shown by the blue line in Figure 4.9.

For the molecfit division we use the returned absorption spectrum, which is con-

volved to the fitted LSF for each dataset. With this, we do not need to mask out any

parts of the spectrum due to intrinsic features, although we restrict our correction to the

spectral range over which we have run molecfit. These resultant spectra are shown

as the orange (molecfit on Callisto) and red (molecfit on CD-23 13701) lines in
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Figure 4.9. We include the fit to CD-23 13701 despite knowing the LSF is incorrect, as

both a comparison, and to determine the extent by which the correction is inaccurate.

Finally, we consider the case where we use molecfit on the telluric standard star,

CD-23 13701, and then combine that with knowledge of the LSF prior to correction. We

convolve the molecfit result from CD-23 13701 with a Gaussian function such that it

has a FWHM of 3.088 pixels, and then divide this out from the Callisto spectrum. This is

shown by the purple line in Figure 4.9.

Visually, these methods all appear to provide a reasonable telluric correction, although

there are some differences, particularly where telluric features are abundant, such as

around 1.75µm. With the CD-23 13701 division, and corresponding molecfit run,

we can see features that are not present in the solar irradiance, or the other correction

methods. In the next section we look in more detail at the adequacy of each method.

4.3.3 Best Methods for Telluric Correction

In order to establish the quality of these telluric correction methods, we then further di-

vided these Callisto spectra by the model solar irradiance, shown in Figure 4.10. The

residuals we see here are from a combination of insufficient telluric correction, any in-

trinsic Callisto features that differ from the solar irradiance, and noise in the observations.

We assume that the residuals are dominated by the telluric correction, with the Callisto

features providing a small contribution that will be constant between each spectrum.

If we had a perfect correction, and there were no residual intrinsic features, we would

expect the spectrum to be entirely flat, corresponding to a normalised flux of 1. We

can use this as a model to determine the residual sum of squares (RSS) of each of the

telluric correction methods, which are summarised in Table 4.2. This is a measure of the

discrepency between the data and the model, given by (Archdeacon, 1994)

RSS =
n∑
i=1

(yi − f(xi))
2 (4.3.1)
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Figure 4.10: Residuals of Callisto Spectrum for the Different Telluric Correc-
tion Methods. The residuals for the four spectra shown in Figure 4.9 when divided
by the model solar irradiance spectrum (green, top). In order below this spectrum
we show the residuals from using: just the telluric standard star, CD-23 13702 (blue),
molecfit direct to the Callisto spectrum (orange), molecfit to the CD-23 13701
spectrum (red), and molecfit to the CD-23 13701 spectrum convolved to the Cal-
listo LSF (purple). Spectra are all normalised to a flux of 1, and manually shifted
higher or lower to accommodate displaying them together. The RSS values are de-
termined from assuming a perfect correction corresponding to a normalised flux of
1 along the entire spectral range. Areas marked in pink are excluded from the RSS
calculation.

where yi is the recovered spectrum, and f(x) is equal to 1 at all points. We ensure in the

determination of this value that we include data from the same regions, excluding areas

in which one correction method does not provide any spectral information. These are

indicated by the pink regions in Figure 4.10.

For direct correction with CD-23 13701, we recover an RSS of 0.44, which is the

worst of the four methods used. As we know the LSF varies between the two datasets,

this is what would expect to see. As well as this, there will be some residual noise within

the CD-23 13701 spectrum that is propagated through, additionally increasing the RSS.

When we instead use the molecfit result from CD-23 13701 but do not adjust
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Correction Method RSS
CD-23 13701 0.44
CD-23 13701 + Molecfit 0.37
CD-23 13701 + Molecfit + LSF Conv. 0.31
Callisto + Molecfit 0.30

Table 4.2: Residual Sum of Squares for Different Telluric Correction Meth-
ods. Residual sum of squares from dividing a solar irradiance spectrum from the
Callisto spectra that were telluric corrected by: direct telluric standard division, us-
ing molecfit on the telluric standard star, convolving that result to the expected
LSF, and using molecfit directly to the science data.

the LSF, we find an RSS of 0.37. This is an improvement over using the CD-23 13701

spectrum directly, as a result of the molecfit spectrum containing just the modelled

absorption, free of any residual intrinsic features. However, this is still an inferior correc-

tion compared to the remaining two methods, as we are still assuming the wrong LSF in

the correction.

Using the same molecfit result, but convolving it to the fully illuminated LSF we

recover an RSS of 0.31. This is a further improvement over using molecfit on CD-

23 13701 as expected, since we are now more accurately representing the LSF of the

absorption features. In the absence of the ability to use the science data itself, this is the

best telluric correction we could achieve.

When we use molecfit directly to the Callisto data we recover a very similar, al-

though slightly smaller, RSS of 0.30. We would expect this to provide a good correction,

as we are modelling the correct LSF and using the molecfit spectrum for the correc-

tion. In addition to this, as we are fitting the science data directly, we are fitting the exact

molecular gas profile at the time of observation. Whilst the data were taken almost consec-

utively, there was approximately one hour between the H250 Callisto data and the H250

CD-23 13701 data (Table 4.1), and a slight difference in airmass. The relative molecular

gas column densities can vary over these time scales (e.g. Thoning et al., 1989), and we

show in Table 4.3 the recovered best fitting values for each of the observations.

We can see from this that best-fitting relative molecular gas column densities vary

slightly between the two exposures. Of the three molecules that are prevalent within the
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Molecule Relative Gas Column Densities
CD-23 13701 Callisto

H2O 0.819±0.014 0.828±0.013
CO2 1.306±0.026 1.234±0.026
CH4 0.808±0.036 0.868±0.036

Table 4.3: Relative Molecular Gas Column Densities from Molecfit. Relative
molecular gas column densities for the atmospheric profiles at the time of the CD-23
13701 and Callisto H250 observations, as determined by molecfit.

spectral range we have looked at, the H2O and CH4 gas columns are the same to within

1σ, whilst the CO2 agrees within 2σ. At the level of correction that we are achieving,

however, these small differences will correspond to slight variations in the divided spectra.

It is therefore expected that we would not recover exactly the same correction using CD-

23 13701 as using Callisto, even if the LSF was the same. This furthers the importance

of understanding the LSF when using a different target for telluric correction, so as to

minimise the residual telluric features that can remain.

4.3.4 Comparison with Other Spaxels

With Callisto being an extended object at the 250×125 mas spaxel scale, we can apply this

same analysis to other spaxels which are also fully illuminated, to gain a more thorough

understanding of the optimal telluric correction methods. We consider the six spaxels

within the blue dashed box in Figure 4.4, which we number 1−6 from top left to bottom

right. These are the adjacent spaxels to the one we have primarily investigated, #2, which

contain similar levels of flux such that we are confident they are also fully-illuminated.

We then repeat our analysis individually on each of these spaxels, extracting the spectra,

applying molecfit, and then determining the RSS.

In Table 4.4 we present the molecfit results for the best-fitting Gaussian FWHM

for each spaxel, along with the relative gas column densities for H2O, CO2, and CH4. We

also give the weighted average, µ, and uncertainty, σ for each parameter, given by

µ =

∑
(xiwi)∑
wi

(4.3.2)
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and

σ =
1∑
wi

(4.3.3)

where the weights w are given by the inverse square of the uncertainties (Bevington and

Robinson, 2003). We see from this that the FWHM of the LSF varies between spaxels,

which is to be expected due to light following different paths through the instrument.

Spaxel #2, in which the majority of the light from CD-23 13701 falls, corresponds to the

broadest LSF that we find, which explains some of the difference in LSF between that

and our models.

Spaxel FWHM Relative Gas Column Densities
(pixels) H2O CO2 CH4

1 2.999±0.041 0.824±0.013 1.221±0.025 0.885±0.035
2 3.088±0.042 0.828±0.013 1.234±0.026 0.868±0.036
3 3.072±0.043 0.815±0.014 1.276±0.027 0.859±0.036
4 3.029±0.046 0.820±0.014 1.246±0.028 0.823±0.039
5 3.019±0.047 0.803±0.015 1.267±0.028 0.806±0.038
6 2.967±0.045 0.814±0.014 1.240±0.028 0.824±0.038

Average 3.030±0.018 0.818±0.006 1.246±0.011 0.846±0.015

Table 4.4: FWHM and Gas Column Densities for Varying Spaxels of Callisto
H250 Data. FWHM values and relative gas column densities for 6 spaxels, as re-
turned by molecfit. Spaxel #2 is the one for which we have focussed on, and
corresponds to the central spaxel of the CD-23 13701 data.

When we consider the weighted average of these six spaxels we have an LSF FWHM

of 3.030±0.018 pixels, corresponding to a spectral resolution of RCal = 2877±17. We do

also see that there are small variations within the recovered gas column densities depend-

ing on which spaxel the spectrum is recovered from. The recovered gas column densities

can have a dependence on the LSF, as well as the SNR of the provided spectrum. The

SNR can be improved by increasing the aperture over which which the flux extraction is

conducted, however this will lead to adding spectra with different LSFs.

Despite these small variations, we find that the weighted averaged gas column densi-

ties of 0.818±0.006, 1.246±0.011, and 0.846±0.015 for H2O, CO2, and CH4 respectively

support our previous conclusion that there are small differences in the atmospheric profile

between the CD-23 13701 and Callisto observations. With H2O and CH4, the levels are
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Spaxel RSS Using:
CD-23 13701 CD-23 13701 CD-23 13701 Callisto

+ Molecfit + Molecfit + Molecfit
+ LSF Conv.

1 0.45 0.36 0.30 0.30
2 0.43 0.35 0.30 0.29
3 0.43 0.36 0.31 0.31
4 0.43 0.33 0.30 0.29
5 0.43 0.33 0.30 0.29
6 0.42 0.32 0.30 0.28

Average 0.43 0.34 0.30 0.29

Table 4.5: Residual Sum of Squares of Different Telluric Correction Methods
for Multiple Spaxels of Callisto H250 Data. Residual sum of squares from divid-
ing a solar irradiance spectrum out of the recovered Callisto spectra from six fully-
illuminated spaxels when using four different telluric correction methods. These are:
direct telluric standard division, using molecfit on the telluric standard star, con-
volving that result to the expected LSF, and using molecfit directly to the science
data.

within the statistical uncertainty from molecfit between the two observations, however

there is a difference in CO2 column density, corresponding primarily to the absorption

features around 1.6µm.

We then repeated the determination of the RSS for the telluric correction methods

described previously, with the results shown in Table 4.52. For the LSF convolution, we

use the appropriate FWHM value from Table 4.4 for the relevant spaxel. We also give the

average RSS across the 6 spaxels for each method.

From this we can see that there is some variation between the RSS depending on

which spaxel we are considering. As there will be slight variations in the noise of the

spectra, and potentially intrinsic features to Callisto, this is what we would expect. What

we do confirm from this is that for each spaxel we see the same pattern as previously,

where the worst correction comes from using just CD-23 13701, with an average RSS

of 0.43. Including molecfit reduces this to 0.34, and when we further convolve the

spectra to the appropriate LSF this becomes 0.30. There are some spaxels for which this

2Whilst spaxel #2 is the same for which we calculate the values in Table 4.2, we recover slightly different
values here. This is a result of some additional wavelength channels being masked out due to high noise
levels in other spaxels, thus for consistency in the RSS calculations we mask these from all spectra.
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recovers the same level of telluric correction as applying molecfit directly to Callisto,

although on average this is slightly better with an RSS of 0.29.

This has confirmed that knowledge of the LSF is important for optimal telluric cor-

rection, and has additionally shown that the LSF can vary between spaxels of a given

instrument configuration. Provided that the LSF is known, this shows that we can still use

a telluric standard star in conjunction with molecfit for correction to the same level

as direct application of molecfit to the science data. Other issues related to using a

telluric standard star remain however, such as differences in gas column densities between

observations, or variations in the airmass.

4.4 Conclusions

We have investigated the impact of telluric correction when the standard star used under-

illuminates the entrance slit of the spectrograph. We created model LSFs, convolving

the impact of the entrance slit, spectrograph, grating and output slit together to create an

overall line profile. With this we adjusted the input slit from a two-pixel boxcar to a 0.48

FWHM Gaussian function, and determined that we would expect to see a difference in

line width of 14% as a result. We also determined from this that in both instances the data

were Nyquist sampled, however with a narrower PSF or grating function there could be

issues where the under-illuminated slit also causes under-sampling of the spectral lines.

We then reduced data taken with SINFONI, with the observations set up such that

we should see the impact of this effect. We confirmed that the telluric standard star,

CD-23 13701, was under-filling the input slit, and extracted spectra from the H-band

250×125 mas observations for both this and our extended object, Callisto.

With these spectra, we used molecfit to determine the molecular abundances in

the atmosphere, as well as to provide a best fit to the LSF. From this we found that the

LSF width was slightly broader than in our models, however we still saw a difference

between the fully illuminated and under illuminated LSFs. This was equal to 14.0±2.1%,
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in agreement with the amount expected from our models.

We than adopted four different methods for telluric correction on the Callisto spec-

trum. We divided out the telluric features using CD-23 13701 directly, using molecfit

directly to the Callisto spectrum, using molecfit on CD-23 13701, and finally using

molecfit on CD-23 13701 and adapting the LSF to align with that of the fully illu-

minated slit. In each case we additionally removed the same model solar spectrum and

determined the RSS for each of the telluric correction methods. These were 0.44, 0.37,

0.31 and 0.30 respectively for the four different methods.

We found that we recovered approximately the same level of correction using the

telluric standard star, molecfit, and knowledge of the LSF, as we did with applying

molecfit directly to Callisto. The slight difference that we saw is likely a result of

small observational variations between the two, such as the relative gas column densities

or airmass. We found that when we did not account for the difference in LSF, the telluric

correction was inferior as a result.

We therefore conclude that using a telluric standard which does not fully illuminate the

input slit will result in imperfect telluric correction. In this situation, using molecfit

applied to the science data directly can account for this, assuming that a reliable fit can be

obtained. In situations where this is not possible, then we found we could almost achieve

the same result by using molecfit on the telluric standard star, and combining it with

knowledge of the LSF to correct the telluric features.

This shows the importance of having a good understanding of the LSFs of HAR-

MONI, since there will also be situations in which this effect can occur. We showed in

Section 4.3.4 that the SINFONI LSF can vary between spaxels for a given instrument

configuration, and HARMONI will offer more choices for observations. The more ac-

curately the LSF is known, the greater versatility there can be in the telluric correction,

therefore fully characterising the LSFs of HARMONI will assist in obtaining the best

science possible with the instrument.
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Chapter 5

Recovering High Redshift Gas

Kinematics with HSIM

One of the science goals of HARMONI is to investigate spatially resolved kinematics of

high redshift galaxies by using the Hα line up to z ∼ 2.5, after which it falls out of the

observable range of the instrument. To test the capabilities of HARMONI, we used HSIM

to undertake a mock observation of such a case using a simulated galaxy. In this chapter

we will start by introducing the simulated galaxy that we are using, and then describe the

analysis that we carry out.

We will show our mock observation process and the analysis pipeline created to re-

cover kinematics and rotation curves from our data. We then present the results and

discuss the consequences of varying parameters such as exposure time and spectral res-

olution on our mock observations. Finally, we end with an investigation into the impact

of potential variation in the point spread function (PSF) on recovered kinematics before

summarising our findings with the conclusions.

5.1 High Redshift Galaxy Simulation
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5.1.1 Simulation Methodologies

As we discussed in Section 1.4, there is currently a large amount of research into galaxy

formation and evolution. One way in which this is done is through simulation, comparing

recovered parameters with those seen in observations, often accounting for any observa-

tional biases that arise (e.g. Kaviraj et al., 2017; Guidi et al., 2018). This has both the

advantage of improving our understanding of the Universe through cosmological models,

as well as providing observational astronomers with realistic expectations for the quality

of data that can be obtained.

In order to make a mock observation however, an input cube is required of sufficient

resolution such that it can then be ‘observed’, with the only biases being added through

that process. There are three primary ways for going about this:

(a) Redshifted local objects. This involves taking an object observed at high spatial

and spectral resolution in the local Universe and artificially placing it at the desired

redshift (e.g. Garcı́a-Lorenzo et al., 2019). This has the advantage of being a real

galaxy, and with more than sufficient signal-to-noise ratio (SNR) to provide an

input for a high redshift mock observation. However, the primary drawback of this

method is that it assumes galaxies at high redshift have the same properties as local

Universe galaxies, which is both known to be incorrect, and also doesn’t help in

understanding the properties of high redshift galaxies. In addition, unless carefully

accounted for, observational biases from the data can be propagated through, and,

in effect, be seen twice when creating a mock observation.

(b) Ad-hoc galaxies. This method involves using available high redshift data, primar-

ily from gravitationally lensed objects (such as those in Jones et al., 2010; Liver-

more et al., 2012; Livermore et al., 2015), to create mock galaxies that can then be

‘observed’ (e.g. Zieleniewski et al., 2015). The benefit of this method is that the

properties of the galaxies will match what is seen at high redshift, however since the

data from which they are created is incomplete, there are likely to be inaccuracies
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in the overall galaxy. They may not be dynamically stable, or representative of all

galaxies at that redshift.

(c) Cosmological simulations. With this method, a cosmological simulation is used to

create the galaxy for mock observation (e.g. Kendrew et al., 2016). These use pri-

mordial density fluctuations from the cosmic microwave background (CMB), prop-

agated forward in time to create individual galaxies with high spatial resolution that

represent the physics input into the cosmological simulation. The advantage of this

method is that the physics is well understood, leading to reliable galaxies that can

be used for observation. The downside is that the direct outputs from cosmologi-

cal simulations require some post-processing to create a galaxy that is suitable for

use, and in addition, if there are any inaccuracies in the input physics, these will be

present in the galaxy. However, this can be of use when comparing cosmologically

simulated galaxies with real observations, as differences enhance our understand-

ing of the constraints on the parameters used in creating the simulation. This is the

method used for creating the galaxy that we then ‘observe’ with HSIM.

5.1.2 NUTFB Galaxy

For this work, we selected the largest galaxy from the NUTFB simulation in the NUT sim-

ulation suite (Powell et al., 2011). NUT uses the RAMSES (Teyssier, 2002) adaptive mesh

refinement (AMR) code to create cosmological zoom simulations. The lowest redshift at

which this galaxy is simulated at high redshift was z = 3, due to computational constraints

of simulating the evolution to a lower redshift.

The NUTFB simulation uses a star formation rate (SFR; dM∗/dt) that is dependent

only only on the gas density, and has an average value of (from Kay et al., 2002; Rasera

and Teyssier, 2006 and references within)

dM∗
dt

= ε
V ρgas

tff
= 57

( ε

0.01

)( V

kpc3

)( nH

400 cm−3

)3/2( X

0.76

)−1
M� yr−1. (5.1.1)
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This is based on the empirical SFR from Schmidt (1959), where the SFR is proportional

to the density of gas, ρgas, and the characteristic time over which a body collapses under

its own gravitational attraction, known as the free-fall time, tff, using a specific efficiency

ε. As the freefall time is proportional to the gas density through (e.g. Carraro et al., 1998)

tff ∝ ρ−1/2gas (5.1.2)

the overall SFR is proportional to ρ3/2gas . This gas density is given in terms of the number

density of hydrogen, nH, and the mass fraction in hydrogen, X . The total gas mass, Mgas,

within an individual AMR cell of volume V is equal to V × ρgas, where X is set to 0.76

and only gas with nH > 400 cm−3 forms stars over the freefall time, with the efficiency

ε = 0.008. The total stellar mass created, M∗, is equal to dM∗/dt ×∆t, where ∆t is the

simulation time step.

The stellar feedback prescription used in NUTFB uses a model that only includes en-

ergy from type-II supernovae (following Dubois and Teyssier, 2008). This was primarily

due to computational simplicity, as type-II supernovae are a result of an isolated high-mass

star running out of fuel. After a star particle reaches an age of 10 Myr, ηSN×1050 erg M−1�

of specific internal energy are injected into the simulation. As NUTFB uses a Salpeter

initial mass function (IMF; Salpeter, 1955), ηSN = 0.106. More recent cosmological sim-

ulations have included a more rigorous feedback method which also includes energy from

Type-Ia supernovae, such as Kessler et al. (2019), however these were created after the

analysis in this chapter was under way.

The parameters of the resulting galaxy are summarised in Table 5.1. The purpose of

this galaxy was to provide a high resolution input for observation with HSIM, rather than

to create a perfectly representative galaxy. In addition to this, we then artificially took this

galaxy and placed it at redshift 1.44, at which we would expect the processes involved

to be different. Therefore our focus was not on the recovered parameters themselves, but

rather their comparison with the input parameters, to both examine the ability of HAR-
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HSIM Parameter Value Description
Name NUTFB Simulation name
∆x 11.9 pc Simulation resolution
r200 34 kpc Halo virial radius

MDM,200 1.3×1011 M� Halo dark matter mass
rc-h 1.7 kpc Galaxy cold-hot gas transition radius
re 0.37 kpc Galaxy stellar half-mass radius

M∗ 1.28×1010 M� Galaxy stellar mass within rc-h

Mgas 1.8×109 M� Galaxy gas mass within rc-h

Mtotal 2.06×1010 M� Galaxy total mass including DM within rc-h

dM∗/dt (inst) 3.27 M� yr−1 Galaxy instantaneous star formation rate
dM∗/dt (avg) 2.53 M� yr−1 Galaxy star formation rate over 50 Myr

θi 51◦ Galaxy angular momentum vector
inclination to the line of sight

Table 5.1: Simulated Galaxy Properties. Properties of the NUTFB galaxy chosen
for mock observation with HSIM (reproduced from Richardson et al., 2020).

MONI to observe such an object, as well as to investigate observational biases that are

introduced.

5.1.3 Creating a HSIM Input Cube

From this cosmological simulation, we took a 14 kpc width cube, where the three dimen-

sions are the spatial (x, y, z) dimensions. In order to convert this into a HSIM input cube,

we needed to add spectral data in, and collapse the simulated cube along a chosen line

of sight. We initially created an emission datacube, with the fiducial cube having a res-

olution of 24 pc, twice that of the native RAMSES simulation. We also created emission

cubes of half and double this resolution for comparison. Each native simulation gas cell

was matched to a respective cell in the emission datacube using the physical (x, y, z)

position.

The total Hα emission in a cell was determined based on the SFR by following Ken-

nicutt et al. (1994), where ionizing photons from young, massive stars are reprocessed by

the neutral medium and a fraction are then re-emitted as Hα. This relationship is given by

LHα = 1.26× 1041

(
dM∗
dt

M� yr−1
)

erg s−1, (5.1.3)
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where the SFR, dM∗/dt, is given by Equation 5.1.1. Each cell in the emission datacube

was given the appropriate Hα luminosity, along with the average metallicity of the rel-

evant native simulation cells that contribute to it. The averaged velocity and local gas

turbulence were also recovered and the information saved for use in creating the HSIM

input cube.

The gas turbulence, σgas, was estimated from the sum of the squares of the velocity

gradient matrix, v, through

σ2
gas =

1

3

n∑
a=1

n∑
b=1

v2ab ≡
1

3
tr(vTv), (5.1.4)

where vT is the transpose of the velocity gradient matrix, a and b denote the components

of the matrix and the factor of 3 accounts for only turbulence along the line of sight. Each

of the components in the matrix were estimated from the differences in the velocity at the

midpoint of adjacent cells in each of the three dimensions such that for example

v2xx =

(
δvx
δx

)2

≈
(
vx,i+1/2 − vx,i−1/2

∆x

)2

(5.1.5)

with

vx,i+1/2 =
1

2
(vx,i + vx,i+1), vx,i−1/2 =

1

2
(vx,i + vx,i−1). (5.1.6)

Here vx,i corresponds to the x velocity within a given cell i, with adjacent cells denoted

by i+ 1 and i− 1, and ∆x is the simulation resolution along the x axis. This is repeated

for each vx, vy, and vz, with ∆x = ∆y = ∆z, giving a 3×3 matrix for each cell, which

are then summed and divided by 3 to give the square of the turbulence along the line of

sight for that cell. This is then repeated for all cells to give the local gas turbulence at

every location in the datacube.

Then in order to remove a spatial dimension from the datacube, we integrated through

it along the y-axis of the simulation, giving a two dimensional array in which the galaxy

was inclined at 51◦ to the line of sight. Doing this allowed us to account for extinction
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such that each cell along the line of sight is only extincted by dust in front of it, rather

than behind it. Assuming the extinction scales with the density of gas-phase metals along

the line-of-sight column prior to the cell being extincted, ΣZ we can define the extinction

as

AV = 1.086

(
3

4ρd

)
fdΣZ

Q0

λV
(5.1.7)

assuming an extinction coefficient QV = Q0a/λV ' Q0a/λHα (Carroll and Ostlie, 2017,

Section 12.1) and the dust grains of size a follow dn/da ∼ a−3.5 (Mathis et al., 1977). We

also take a single dust grain to have density ρd ' 3 g cm−3 and a dust fraction fd of 8% (a

little lower than Peeples et al., 2014), and AV . 1 (e.g. Calzetti et al., 2000; Sobral et al.,

2012). A given cell also has self-absorption, making the assumption that the Hα emission

and the dust mass are uniformly distributed. We show the total extinction in the galaxy

along different lines-of-sight in Figure 5.1 (reproduced from Richardson et al., 2020).

Figure 5.1: Projected Extinction Along Multiple Lines-of-Sight of the Input
Galaxy. Left: Projected extinction along the x axis of the NUTFB galaxy. Right:
Same, for the y axis. Both are shown on the same logarithmic scale in AV, with each
hue representing 0.5 dex, and each brightness step being 0.1 dex. Image reproduced
from Richardson et al. (2020).

The emission cube was initially created at a frame of rest, with velocity resolution of

10 km s−1. Each emission cell then contributed a Gaussian emission line to the input cube
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for HSIM, where the width of the line was determined by

σ =
√
σ2

gas/3 + σ2
th (5.1.8)

where σgas is the local gas turbulence and σth is the thermal width given by

σth =
√

2P/ρ, (5.1.9)

with P as the mean gas pressure and ρ is the gas density. Typically the turbulence is much

greater than the thermal width for this galaxy. In order to convert from velocity, v, into

wavelength, the Doppler effect equation

λo
λs

=

√
1 + β

1− β (5.1.10)

was used, with λo the observed wavelength, λs the source wavelength and β = v/c with

c being the speed of light. This was inverted to solve for β as a function of uniformly

spaced wavelength, and then the value of β interpolated from the velocity cube.

Now this has given the spectral axis to the data, we then artificially adjusted the z = 3

galaxy such that observationally it would be at z = 1.44. At the same time, the distance

units were converted from physical parsecs into angular milli arc seconds, assuming a flat

cosmology and using H0 = 70.4 km s−1 and ΩM = 0.272 (Komatsu et al., 2011). This was

done primarily to bring the Hα line into the wavelength range covered by HARMONI

and at z = 1.44 the rest frame wavelength falls in a gap between sky emission lines. The

luminosity was converted into flux through

FHα =
LHα,z=1.44

4πD2
l

(5.1.11)

where Dl is the luminosity distance to the galaxy at z = 1.44, and the luminosity has

been scaled by a factor of 1/(1+z)2 to account for the reduction in photon energy due to
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redshift, and the effect of them arriving more slowly due to cosmological time dilation.

As mentioned previously, this does result in a galaxy in which the processes involved

are not entirely physically accurate for the apparent redshift. In addition, the NUTFB sim-

ulation has inefficient feedback, creating a large central bulge and small effective radius,

re, compared to typical galaxies at this redshift (Price et al., 2016). Furthermore, this

leads to a fast rotation speed, peaking at 480 km s-1 at 60 pc, a little faster than would be

expected of a galaxy at this redshift (Übler et al., 2017). However, our primary focus

of this investigation was to assess the ability of HARMONI to observe a galaxy at this

redshift, and look at observational biases introduced in this process, and the galaxy that

we have created here is suitable for this purpose.

The primary input cube which we used for HSIM has a resolution of 24 pc, corre-

sponding to a resolution of 2.78 mas, equal to half the resolution of the simulation, as

this allowed for faster mock observations. We also generated an input cube at the finer,

intrinsic simulation resolution of 1.39 mas (denoted by ∆1) and coarser resolution of

5.56 mas (∆6) to ensure we were not introducing bias from this, and this is presented in

Section 5.3.1. The pipeline used to convert from the RAMSES simulation to a HSIM input

cube is available through the RAMSES2HSIM pipeline1 (Richardson et al., 2020).

5.2 Analysis Methods

5.2.1 HSIM Observations

The simulated input cubes were then mock observed with HSIM to produce realistic ex-

posures such as would be expected to be seen with HARMONI. The common parameters

used are detailed in Table 5.2, where we primarily adjusted the value of NINT, the num-

ber of repeated exposures, to understand the impact of exposure time on our results. Our

observed exposures had integration times of 2×, 4×, 20× and 60× 900 seconds, for total

integration times of 0.5, 1, 5 and 15 hours respectively. We also produced one observa-

1Available at https://github.com/mlarichardson/ramses2hsim.
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HSIM Parameter Value Description
ver 300 Version of HSIM
DIT 900 Integration time per exposure (seconds)

NINTa 20 Number of exposures
spax 10x10 Spaxel size (mas)

Gratingb H+K Chosen grating, equal to R ∼ 3500 (∆λ ∼ 4.6Å)
Seeing 0.43 Simulated seeing conditions

Air Mass 1.1 Simulated air mass
Temp 280.5 Temperature of telescope (K)
Moon 0 Moon illumination

jit 0 Residual telescope jitter
ADR False Atmospheric Differential Refraction correction
Dets False Advanced detector systematics off
AO LTAO Use Laser Tomographic Adaptive Optics

Seed 1 Random noise seed

Table 5.2: HSIM Simulation Parameters for NUTFB Galaxy. Default parameters
used in HSIM for our simulated observations. aWe also simulated exposures with
longer and shorter times as part of our investigation. bWe also simulated an exposure
with the higher resolution H grating.

tion using the higher resolution H grating, corresponding to R ∼ 7000 (∆λ ∼ 2.3 Å) to

investigate if spectral resolution affected the recovered kinematics.

The LTAO PSF used in the simulations is created from a power spectral density (PSD)

created for use with HSIM based off of the 6 LGS asterism design for HARMONI (see

Neichel et al., 2008) and has seeing conditions of 0.43 at a zenith angle of 25◦. This can

generate a unique PSF appropriate for each wavelength within the simulation. Here we

assume an optimal AO PSF, with no residual jitter, to reduce the number of variables in

our simulations. This corresponds to an instrumental AO PSF of ∼11 mas FWHM over

the wavelength range simulated.

As this work was completed simultaneously with the work on developing HSIM, the

advanced detector systematics were not fully implemented at the time of creating the

simulated exposures, therefore our simulations do not use them.
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5.2.2 Velocity Maps

In order to recover the kinematics of the galaxy from the resultant data, we needed to

create velocity maps from the three dimensional data cubes. Prior to making these, the

data were masked on a per-spaxel basis with an integrated SNR over the spectral range

of the emission line, with a threshold of 7. This had two functions; firstly it increased the

reliability of the data by removing noise, such as that from skyline residuals, to increase

the confidence in our fit. Secondly, it also removed spaxels which contain no, or very

little, light from the galaxy. Removing them at this point increased the efficiency of the

fitting pipeline, as it did not have to attempt to fit data for which the Hα line is non-

existent. In spaxels where there was an SNR below 7, a second attempt was made by

binning the surrounding pixels into a 2×2 box, to increase SNR at the expense of spatial

resolution (akin to the process in Zieleniewski et al., 2015).

We also considered two alternative methods for maximising the amount of useful data

we could extract from low-SNR regimes, namely evaluating the first moment and Voronoi

binning. In the first case, the first moment along the spectral axis was calculated, exclud-

ing the regions liable to contain skyline residuals. In this instance, the recovery of the

Hα line (and subsequent velocity maps) were often skewed by residual noise, particularly

when the SNR was low. We therefore discounted this method for recovering our velocity

maps. In the case of Voronoi binning, we used the VorBin method described in Cappel-

lari and Copin (2003) and created bins with a cut-off of 7, as with the initial threshold on

the data. Here we didn’t see a significant improvement in our velocity maps for the short

exposures due to the clumpy nature of the gas, and no difference in long exposures with

high SNR per spaxel as would be expected. As the benefits were very marginal, particu-

larly with the increased computational time of creating the Voronoi bins, we decided not

to pursue this method further.

Once we had masked the data to isolate only spaxels with adequate SNR for analysis,

we converted the wavelengths into velocities, prior to attempting the fit to the Hα line. We
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brought the observed wavelengths, λo, back to their rest-frame wavelengths, λr, through

λr =
λo

1 + z
, (5.2.1)

where z is the cosmological redshift, which we have simulated to be 1.44. We then used

the relation
∆v

c
= ∆ lnλ (5.2.2)

and interpolated our data to create a linearly spaced velocity axis, knowing that the rest

frame wavelength of Hα is 656.46 nm. We could then fit each spaxel, or grouped 2×2

spaxels, to obtain the velocity corresponding the centre of the Hα line for. In order to

do this a Gaussian fit was applied, incorporating the entire range contained within the

datacube, 1.595µm to 1.606µm prior to converting into velocity. There were 4 free pa-

rameters in this fit: central velocity, amplitude, width, and constant background. To obtain

the initial guesses for these parameters a first order Savitzky-Golay filter was applied to

the data with a five velocity channel window, and then the maximum amplitude of the

smoothed data was found, along with the corresponding velocity. These were then used

as initial guesses for the amplitude and central velocity for the Gaussian fit. A non-linear

least squares fitting method from SciPy was used, with uncertainties given by the corre-

sponding standard deviation cube returned from HSIM.

Much of this uncertainty comes from sky line residuals, which are a result of a differ-

ence in Poisson noise on the sky lines between the simulated observation cube, and the

simulated sky cube. The reduced cube, which we used in this analysis, contains a ‘per-

fect’ sky subtraction in that the sky flux is the same between the two, however differences

in the Poisson noise lead to skyline residuals such as those seen in Figure 5.2. From this

fit, we obtained the line of sight velocity per spaxel or 2×2 spaxel box, as well as the

dispersion from the width of the Gaussian function fitted. This allowed us to produce

velocity maps such as those shown in Figure 5.2 for each of our simulated observations.

After this fitting algorithm was run, the following checks on the returned parameters
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Figure 5.2: 2D Velocity Maps and Sample 1D Spectrum Showing Least-Squares
Fit. Top: 2D velocity maps resulting from our Hα fitting algorithm for the fiducial
input cube (left), 4×900 cube (middle) and 60×900 cube (right). White areas in
the input cube have no emission. Bottom: 1D spectrum showing a sample of our
fitting algorithm with the reduced output spectrum (blue), Savitsky-Golay filter for
peak-finding (orange) and best-fit Gaussian (green). Skyline residual noise around
1.603µm is present, but has been rejected by our algorithm.
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were implemented to ensure the data used in further analysis were as reliable as possible,

and to remove false positive fits, such as those to noise peaks. Data with extremely high

dispersion (greater than 600 km s-1) and those with high residual background (greater than

an absolute value of 50 counts) were rejected. We also removed data with an uncertainty

on the magnitude of the peak greater than the peak value (implying the peak value was

consistent with zero), and data where the uncertainty on the dispersion was greater than

0.8 times the value of the dispersion. The final check removed data where the maximum

amplitude was less than twice that of the background, as such a line was considered too

weak to be reliable. These values were chosen to retain the maximum amount of reliable

data, whilst ensuring very few false positive fits were included.

5.2.3 Pseudo Long Slit

As part of our preliminary analysis, we constructed a pseudo long slit placed along the

major axis of the galaxy, simulating the effect of a traditional long-slit spectrograph. In

order to do this, we initially de-rotated the galaxy such that we could place a slit across

it, using an inbuilt function within the SciPy package to conduct spline interpolation.

This was primarily to align the galaxy with a Cartesian grid to make the analysis easier to

perform. Alternatively, we could have placed the pseudo-slit at an angle across the data,

and instead perform the interpolation for the regions of the galaxy which are covered by

the slit. We then co-added the flux from spaxels across the slit up to the number required

for the chosen width to simulate all the flux being incident in one resolution element,

adding the uncertainties in quadrature. The spectra from these summed spaxels were now

fitted in the same way as described in Section 5.2.2 to extract the rotation velocity at

each point. Here the uncertainties obtained are solely on the least-squares fit using the

provided uncertainty on the flux, and do not take into account the dispersion. Once all the

velocities were obtained, the negative half of the rotation curve was flipped so that it can

be compared to the other extracted rotation curves.

We created two pseudo slits, the first was of the minimum size of 10 mas, equal to
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the spatial resolution of the simulation. Our second slit was of width 110 mas, roughly

equivalent to 1 kpc whilst ensuring a symmetric slit around the centre, which encompasses

the majority of the flux from the galaxy. We present the results in Section 5.3.4 as an

interesting comparison between long-slit spectroscopy and IFU spectroscopy, however

do not draw any conclusions from this in regards to the performance of HARMONI.

5.2.4 DiskFit

Since HARMONI will be an integral-field spectrograph, it makes more sense to incorpo-

rate the full 2D data from the velocity maps, and to do this we used the software package

DiskFit (Spekkens and Sellwood, 2007; Sellwood and Spekkens, 2015). This software

requires an input data file containing the 2D velocity profile of the galaxy, along with a

number of parameters relating to the galaxy, namely; initial guesses for the centre, incli-

nation and position angles, and the systemic velocity of the galaxy. It then fits circular

rotation velocities to specified annuli of a given width and spacing, minimising χ2 for all

annuli. As DiskFit does not have information about the emission line flux morphol-

ogy, it would not be able to produce a reliable deconvolution from the smearing of the

instrumental PSF, so we turned off this feature for our analysis.

We converted the 2D velocity maps to the correct format for DiskFit, and ran it

for our data. Due to the size of some of the datacubes, in particular the input cubes, we

constrained the fitting region to approximately the central 2 kpc. This truncation has no

impact on our findings, as only in the input cube and very long exposure (and hence high

SNR) cubes could we get data that far out, and our primary comparisons are within the

first 1 to 1.5 kpc. The uncertainties on the provided velocity values, σv, are not immedi-

ately trivial to determine. Giving only the statistical uncertainty on the velocity from the

Gaussian fit can fail to accurately account for physical variation within the galaxy (e.g.

Sellwood et al., 2021). In this work, we take a conservative approach to the uncertain-

ties, where we combine the errors from the Gaussian fit to the emission line, σG, and the
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dispersion of the line, ∆v, such that

σv =
√
σ2
G + (∆v)2. (5.2.3)

This follows methodology used in de Blok et al. (2008), and incorporates physical varia-

tions in the velocity of the gas along the line of sight.

The outputs from DiskFit depend on the parameters chosen to fit, which for us

were the centre of the galaxy, systemic velocity and rotational velocity at each annulus.

We fixed the inclination to the line of sight and the position angle, as we could recover

those from the simulation data. We obtained uncertainties on the fit parameters through

a bootstrapping procedure inbuilt into DiskFit. The uncertainties on the peak velocity

and corresponding radius were determined by taking the bin containing the peak rotational

velocity, along with the neighbouring bins, and fitting a quadratic function to these points.

The uncertainties from the DiskFit fits were propagated through into this, to give the

overall estimate of the uncertainties on the parameters in Table 5.3.

We found that DiskFit is extremely sensitive to the centre co-ordinates, and when

we had low-SNR data in the outer parts of the input velocities, this could skew where it

identified the centre, and thus skewed the resulting kinematic profile. To counter this we

adopted a two-stage procedure, whereby we initially constrained the outer radius to 1 kpc

and determined the centre accordingly. We then held this centre fixed in a subsequent run

of DiskFit, and carried out a second fit where the maximum radius was limited by the

SNR of the data, up to a maximum of 2 kpc as mentioned above. We chose this point as

it matches the well-ordered rotation of the galaxy in the input cube.

5.3 Results and Discussion

Our primary goal of these simulations and subsequent analysis was to understand how

well HARMONI will allow us to recover the characteristics of our simulated galaxy using

HSIM. Initially we will present the summary of the comparisons between our input galaxy
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and the various HSIM simulations. Then we will discuss in more detail the impact of the

exposure time, and the spectral resolution, before ending with a brief comparison to the

results obtained from the pseudo long slit. In Section 5.4 we investigate the impact of the

AO PSF on our simulations.

5.3.1 Comparison with Simulated Galaxy

Figure 5.3 shows the Hα intensity in the input cube compared to output cube observed

after 20×900 seconds of integration time. This clearly shows the spiral arms with clumps

of cold, star-forming gas. We can see that in the input cube we recover a rotational velocity

from each point that has Hα present, as can be seen by comparing with Figure 5.2. For

the output cube, we are naturally at a coarser resolution, and in addition to that we can

see the impact of the instrument PSF blurring the Hα further. We do, however, still

maintain some ability to discern the centre of the galaxy, the spiral arms, and clumps of

star-forming regions.
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Figure 5.3: Hα Intensity Maps. Left: Hα intensity map for the input cube, with
a resolution of 2.78 mas. Right: Same, for the 20×900 mock observation, at a res-
olution of 10 mas. The brightness scale is constant for both panels, and is shown
logarithmically to enhance the features in the galaxy.

There were three primary metrics we were interested in recovering and comparing

with our input simulation. Namely, the peak rotational velocity, the radius at which this

velocity occurred, and the expected SFR. These results are tabulated in Table 5.3, where
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we show these values for each of our output cubes, along with the input cube, and the input

cube smoothed by a convolution with a Gaussian of both 10 mas and 20 mas FWHM. We

used the results from DiskFit to recover the peak rotational velocity, accounting for the

inclination to the line of sight, θi of the galaxy through the equation

vp =
vD

sin(θi)
, (5.3.1)

where vD is the peak rotational velocity returned from DiskFit and θi is recovered

from the simulation and set to 51◦. The radius at which this occurs was then obtained and

denoted by Rp. The quoted SNR was the average integrated SNR along the spectral axis

between 1.5954µm and 1.6060µm over a circular aperture of diameter 60 mas. The SFR

was determined by extracting the flux from an aperture given by rc-h=1.7 kpc and using

the equation

FHα =
LHα

4πD2
L

(5.3.2)

to calculate the Hα luminosity, LHα where FHα is the Hα flux and DL is the luminosity

distance to the galaxy. We could then use Equation 5.1.3 to determine the SFR. We

additionally calculated an extinction-corrected SFR, where we assume AV=1, and the

ratio of total to selective absorption at V, RV=3.1 (e.g. Fitzpatrick, 1999; Calzetti et al.,

2000; Domı́nguez et al., 2013).

We initially compared the intrinsic rotation profile of the galaxy, determined from

the simulation by calculating the velocity components of the gas along the line of sight,

with our analysis of the input cubes to HSIM. This gives a result of 476±19 km s-1 at

a radius of 87±19 pc for the fiducial input cube, with the double resolution ∆1 cube

yielding 479±20 km s-1 at 71±9 pc, and the half resolution ∆6 cube giving 493±10 km s-1

at 100±24 pc. These are all very close to the intrinsically determined peak of rotation of

480 km s-1 at 60 pc. As may be expected, the coarser the input cube is sampled, the slightly

worse we are able to recover the intrinsic characteristics, but as can be seen in Figure 5.4

we recover the rotation curve of the galaxy very well. Between 1-1.5 kpc the gas begins
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Intrinsic aRp
bvp

cSFRinst
cSFR50

Native res 60 480 3.27 2.53
− 10 mas 100 410 - -
− 20 mas 150 350 - -

Analysis Input Cubes Output Cubes
SNRaRp

bvp
cSFR aRp

bvp
cSFR

Fiducial 87±19 476±19 1.49 269±48 334±24 1.41 (3.00) 30
∆1 71±9 479 ± 20 0.96 232±129 314±11 0.93 (1.98) 19
∆6 100±24 493±10 1.81 269±56 319±10 1.78 (3.80) 37
2×900 - - - 253±286 327±106 1.36 (2.91) 10
4×900 - - - 260±48 324±13 1.55 (3.31) 14
60×900 - - - 254±54 318±13 1.46 (3.11) 53
R7000 - - - 252±59 325±11 1.47 (3.15) 26

a pc b km s-1 c M� yr−1

Table 5.3: Recovered Galaxy Kinematics. Intrinsic: Galaxy kinematic properties
and SFR as determined from the cosmological simulation. −10 mas and −20 mas
denote the intrinsic profile smoothed by those amounts respectively. Analysis: Val-
ues obtained for the galaxy kinematics as a result of our analysis pipeline. SFR in
brackets assumes an extinction of AV=1.

to no longer follow the ordered rotation of the galaxy, and is seen by the deviation from

the black and magenta lines. The similarity between the recovered parameters and the

intrinsic kinematic profile gives us confidence that our analysis pipeline is reliable.

The right panel in Figure 5.4 shows the rotation curves obtained from the simulated

HSIM observations. Our primary result, the recovered rotation profile of the fiducial

simulation is shown as green circles. For this, we recover a peak rotation speed of

334±24 km s-1 at 269±48 pc, which is both lower in magnitude and further from the cen-

tre than the rotational profile of the intrinsic galaxy. This is in line with expectations

however, as we expect a broadening primarily due the limitations on resolution from the

instrument and AO PSF. This is explored in more detail in Section 5.4.

Also in Figure 5.4 we show the results from our simulated exposures with input cubes

of coarser and finer spatial resolution. All of these were simulated with a total exposure

time of 5 hours to enable a direct comparison, thus we could ascertain if the resolution of

the input cube had an impact on our results. For the double-resolution ∆1 cube we recover

a peak rotation speed of 314±11 km s-1 at 232±129 pc, and for the half-resolution ∆6
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Figure 5.4: Dependence of Simulation Resolution on Extracted Rotation Curve.
Left: Extracted rotation curves from the input cubes at the fiducial 2.78 mas resolution
(green circles), double resolution 1.39 mas (∆1, red diamonds) and half resolution
5.56 mas (∆6, blue crosses). Also shown is the intrinsic rotation curve extracted
from the angular momentum of the galaxy in simulation (black solid line), and this
curve smoothed by the resolution of the fiducial cube (magenta dashed line). Right:
Same, for the output cubes from the HSIM runs. Shown here for comparison is the
intrinsic rotation smoothed by the spatial resolution of our exposures at 10 mas (dark
red dashed line) and by twice the spatial resolution at 20 mas (magenta dotted line).

cube 319±10 km s-1 at 269±56 pc. These values are consistent within 1σ of each other,

which suggests that the spatial resolution chosen is not affecting the recovered kinematics.

From these results, we can be happy that neither our analysis method, nor the cho-

sen spatial resolution of the input cube have had a systematic effect on our results. This

therefore allowed us to investigate the impact of longer or shorter exposure times (Sec-

tion 5.3.2), and higher spectral resolution (Section 5.3.3). We could then draw some

conclusions about the constraints of HARMONI for recovering kinematics of a galaxy at

this redshift.

5.3.2 Exposure Time

As part of our investigation we produced simulated observations at a range of exposure

times. This allowed us to check the scaling of the SNR with exposure time, as well

as to see how the recovered kinematic parameters varied with these different exposure
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times. Alongside the 20×900 s fiducial cube, we produced 3 other cubes of exposure

times 2×900 s, 4×900 s and 60×900 s for total integration times of 30 minutes, 1 hour

and 15 hours respectively. We would expect the SNR for these cubes to scale by
√
t,

where t is the exposure time, and as we can see from Table 5.3 this is the case. For the

four cubes in which we only varied the exposure time we recover SNRs of 10, 14, 30

and 53 in increasing order of exposure time, which is very consistent with the expected

scaling.
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Figure 5.5: Dependence of Exposure Time on Extracted Rotation Curve. Left:
Extracted rotation curves from the shorter simulated exposures of 2×900 (purple
circles) and 4×900 (red crosses), simulating 30 minutes and 1 hour respectively of
exposure time . Right: Same, for the longer simulated exposures of the fiducial cube
(20×900, green circles) and 60×900 (blue squares), simulating 5 hours and 15 hours
respectively of exposure time.

In Figure 5.5 we show the full rotation curves for these output cubes. For the shortest

simulated observation, the 2×900 cube, we have very large uncertainties on the rotation

profile returned from DiskFit. This is because at this scale there are very few pixels

with high enough SNR that are reliable enough to use DiskFit. From these, we can

recover peak rotation speeds at the different simulated exposure times. For the shortest

exposure, 2×900, we recover a value of 327±106 km s-1 at a radius of 253±286 pc, which

would be consistent with the rotation peaking at the centre of the galaxy.

Clearly with only 30 minutes simulated exposure time, we are unable to obtain a re-
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liable estimate of the kinematic properties of this galaxy. However, with an increased

exposure time of 1 hour in the 4×900 cube, we recover a peak rotation velocity of

324±13 km s-1 at 260±48 pc, which is now consistent with the fiducial cube. For the

longest simulated exposure, the 60×900 cube, we recover a peak rotation velocity of

318±13 km s-1 at 254±54 pc, also consistent with the fiducial cube.

As expected, the shortest exposure suffers from insufficient SNR and as a result we are

unable to recover reliable estimates for the peak values of rotation, however we are still

able to recover the shape of rotation curve reasonably accurately. All of the recovered

rotation curves agree within 1σ for all but a couple of outlier points in the region of

ordered rotation, up to around 1.5 kpc, after which we see the impact of the more turbulent

gas having a more pronounced effect.

Interestingly, we do not see a significant improvement in either the recovered rotation

curve, or the recovered kinematic parameters, between 1 hour and 15 hours of simulated

exposure time. We can see from Figure 5.5 that the error bars do not increase on the data

points, although the SNR does (from Table 5.3). This is likely due to the uncertainties

on the velocity after this time being dominated by the dispersion of the gas, rather than

inaccuracies in the fit to the Hα line. This suggests that 1 hour of observation time with

HARMONI is sufficient to accurately determine the line of sight velocity from the Hα

line of a galaxy at redshift 1.44. We are also limited in our accuracy by by the resolution

and PSF effects, which are discussed further in Section 5.4.

5.3.3 Spectral Resolution

We also wished to investigate the impact of spectral resolution on our recovered kinematic

parameters. For the fiducial cube we observed the galaxy using the H+K grating, which

has a spectral resolving power of R ∼ 3500, so we also produced an output cube using

the H grating, which has a spectral resolving power of R ∼ 7000. We kept all the other

parameters constant for this R7000 cube and the recovered rotation curve can be seen in

Figure 5.6. In regards to the SNR for this cube, we have twice as many data points within
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the spectral range included, but half as much flux per spaxel for the same integration time.

In the regime of our simulations we are primarily dominated by shot noise processes,

therefore we would expect the noise per spaxel to decrease by the square root of the

signal, giving us

SNRper spaxel =
S/2

N/
√

2
=

1√
2

S

N
(5.3.3)

compared to the signal (S) and noise (N ) in the R ∼ 3500 data. However, since we main-

tain the same spectral range, the total number of spaxels included is doubled, therefore

the spectrally integrated noise would be expected to increase by a factor of
√

2, which

should lead us to recovering the same overall SNR. This is confirmed by a recovered SNR

of 26, which is simular to that from the fiducial cube, although slightly lower due to non-

Poissonian noise processes such as read noise that are increased by a factor of 2 rather

than
√

2.
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Figure 5.6: Dependence of Spectral Resolution on Extracted Rotation Curve.
Extracted rotation curves from the fiducial cube with spectral resolution R ∼ 3500
(green circles) and the R7000 cube with spectral resolution R ∼ 7000 (red crosses)

We can see from Figure 5.6 that the recovered rotation curves are very similar in shape,

with similar uncertainties as well. A recovered peak rotation speed of 325±11 km s-1 at

252±59 pc is also consistent with those recovered from the fiducial cube. This is also

expected, as providing the spectral line is resolved there should be no difference in the

estimate of the centroid of the line, and thus no difference in the velocity map produced
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and provided to DiskFit. The only slight variation is that by having more data points

sampling the line, we have a smaller uncertainty on the central wavelength, although this

is a small contribution to the overall error in comparison to the width of the line due to

dispersion in the galaxy.

The main difference we do see between the two curves is that we recover a slightly

higher rotational velocity around 0.85 kpc in the R7000 cube. This could potentially be

due to the wings of the spatial PSF having a smaller impact on the recovered line of sight

velocity in a given spaxel. With wide wings, flux from other radii is convolved with

that from a spaxel of interest, potentially biasing the recovered velocity, however a well

resolved line may be less susceptible to this effect. This could be investigated further

through additional simulations that are better set up to see this effect.

From this, we can ascertain that there is no significant advantage of using a higher

spectral resolution grating for a galaxy such as this where the spectral line is already

sufficiently resolved at the lower resolution. Despite the line being twice as well sampled,

the recovered rotation curve and kinematic parameters were largely unaffected.

5.3.4 Pseudo Long Slits

We also looked at rotation curves extracted from pseudo long slits placed across the

galaxy, to illustrate the benefits of integral field spectroscopy. We used the 20×900 s

fiducial cube and constructed two pseudo slits, one of the minimum width of 10 mas

(∼100 pc) and one of width 110 mas (∼1 kpc). We would expect that the broader the slit,

the less effectively we recover the rotation profile, and this is seen in Figure 5.7.

The 10 mas slit does a reasonable job at recovering the rotation profile, in comparison

with the fiducial cube, which uses the full two dimensions of spatial data. We recover

a peak velocity of 329±16 km s-1 at 257±43 pc for the positive curve, and 314±4 km s-1

at 257±43 pc for the negative curve. This is consistent with the values recovered for the

fiducial cube with DiskFit, and this is to be expected, as in the central region we have

sufficient SNR within one spaxel to recover a rotational velocity, and with the narrowest
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Figure 5.7: Comparison Between a Pseudo Long Slit and 2D Velocity Extrac-
tion. Left: Extracted rotation curve from a 10 mas pseudo slit placed along the major
axis of the galaxy with both the positive half (blue squares) and negative half (red
crosses) plotted on the same axes. Shown in comparison is the DiskFit result from
the same cube (green circles). Right: Same, for a 110 mas pseudo slit.

possible slit we are not blending in any data from larger radii. However, where we do see

differences is as we go further from the centre, and the SNR gets lower, the rotation curve

becomes very sensitive to minor variations, and particularly with the negative half of the

curve, which no longer traces the rotation profile after about 1.2 kpc. This is likely due

to less of the gas following the ordered rotation in the outer regions of the galaxy, and

with only sampling a single spaxel, there is not sufficient information to extract a reliable

rotation curve in these regions.

For the 110 mas slit, we see a very different rotation curve, which is not reflective of

that recovered with DiskFit. Here the entire central peak has been smoothed and flat-

tened, meaning that the peak velocity is 226±4 km s-1 at 687±43 pc for the positive curve

and 241±5 km s-1 at 687±43 pc for the negative curve. This is entirely to be expected, and

is a consequence of co-adding spaxels across the width of the slit, essentially smearing

out the peak. In contrast however, we do recover a better rotation profile in the regime

between 0.8 and 1.3 kpc, where the rotation profile is primarily flat. This is because the

flux being added here is from a part of the galaxy with a similar rotational velocity, thus

does not have a major impact on the overall rotation curve. We still see, however, that
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in the outer parts beyond 1.5 kpc the long slit still struggles, particularly for the negative

curve, as would be expected as we have a lower SNR there in comparison to that which

can be obtained by incorporating all the available data.

We see from this that while long slit spectroscopy is a very valuable tool, particularity

with high spatial resolution, it is inferior to a full two dimensional extraction of the kine-

matics. Some of the issues that arise with the narrower slit could be negated with a longer

integration time, by increasing the SNR per spaxel, but the coarser the sampling the worse

the recovered profile will be. There are other issues associated with long slit spectroscopy

for this work as well, for example misaligning the slit with the major axis of the galaxy,

or missing the centre of the galaxy entirely. This would lead to systematic errors in the

derivation of the kinematics. These findings are entirely in line with expectations, and are

presented here to highlight the importance of IFUs, and the advantages that instruments

such as HARMONI bring.

5.4 PSF Sensitivity

One point of particular interest that arose during our investigation was the impact of the

shape of the PSF on the kinematics and rotation curve recovered. There were two main

factors that we looked at in more detail, the impact of large wings on the AO assisted PSF,

and PSF elongation, such as that which would occur with an off-axis natural guide star.

In this section we will outline our investigative process and present the results, with their

relevance for HARMONI.

5.4.1 AO PSF Behaviour

As we have seen previously in Figure 5.4 for example, the recovered rotation curve suffers

from two major differences when compared to the intrinsic rotation of the galaxy. The

first of these, the flattening and shifting away from the centre of the peak rotation is a

result of beam smearing, which has been studied and discussed extensively in previous
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PSF Name aCore Width aWing Width Notes
1MAS 1 - Gaussian function.

15MAS 15 - Gaussian function.
AIRY 10 - Airy function.

DOUBLE∗ 1 100 Two Guassian functions.
HSIM-LIKE∗∗ 15 88 Two Gaussian functions chosen

to match the HSIM PSF.
a mas

Table 5.4: Custom HSIM PSFs to Investigate AO PSF Performance. Additional
PSFs created for the purpose of understanding the impact of the AO PSF on the recov-
ered kinematics. Values quoted are the FWHMs of the respective PSF components.
∗DOUBLE PSF contains 10% of the flux in the core. ∗∗HSIM-LIKE PSF contains
70% of the flux in the core.

works (e.g. Davies et al., 2011; Burkert et al., 2016; Wuyts et al., 2016; Genzel et al., 2017

and references within). However, we also see a small but systematic lowering of the ‘flat’

part of the rotation curve, between around 0.6 and 1 kpc. We have eliminated a systematic

bias in our analysis, such as assuming an incorrect inclination angle, as being the cause of

this in Section 5.3.1. This therefore leads to the conclusion that this systematic lowering

is a result of the observation process.2

One possible explanation for this systematic lowering of the rotation curve was that

large wings of the AO PSF were convolving in light from larger radii, thus lowering our

estimate of the rotation. For median seeing conditions in the H-band, these PSFs can

have wings of widths up to 500 mas. To test this, we took advantage of the functionality

within HSIM to provide user-defined custom PSFs. This allowed us to create simulated

observations with five custom PSFs of varying core and wing sizes, which are tabulated

in Table 5.4. Two of these PSFs (1MAS and 15MAS) were single-component Gaussian

functions, while another two (DOUBLE and HSIM-LIKE) were made from a summation

of two Gaussian functions to simulate a central core and wide wings. The final PSF was

an Airy function with FWHM of 10 mas to simulate a pure PSF from a circular aperture

with a central obscuration, such as will be present on the ELT.

2The lower rotation curve from around 1 to 1.3 kpc is also seen in the input cube compared to the
intrinsically recovered velocity profile. This is due to some of the gas no longer following the ordered
rotation of the galaxy at this point, which becomes even more evident after 1.4 kpc, at which point the gas
no longer becomes a good tracer for the rotation profile of the galaxy.
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Figure 5.8: Dependence of PSF Shape on Extracted Rotation Curve. Left: Ex-
tracted rotation curves from simulated observations with the 1MAS PSF (purple
crosses at 4 mas spaxel scale, blue squares at 10 mas spaxel scale), 15MAS PSF (red
diamonds) and comparison with our fiducial cube (green circles). Right: Same, for
the AIRY PSF (blue crosses), DOUBLE PSF (red squares) and HSIM-LIKE PSF
(purple diamonds) which have extended wings.

In the left panel of Figure 5.8 we show the rotation curves recovered from DiskFit

after simulated observations using the single-component Gaussian PSFs. Here we have

also observed our galaxy at a spatial resolution of 4 mas with the 1MAS PSF (shown as

purple crosses). This has almost perfectly recovered our input cube, with only a slight

impact on the initial few points following the steepness of the curve. We do not see any

systematic lowering of the ‘flat’ part of the rotation curve using the 1MAS PSF at this

scale, or indeed at the 10 mas spaxel scale we have used throughout. The broader 15MAS

PSF also does not show this behaviour, although as would be expected from observing at

a coarser resolution we lose the true shape of the rotation curve in the innermost regions.

To determine if the wings of the PSF were responsible for this lowering, we created

simulated observations using the DOUBLE and HSIM-LIKE PSFs. The DOUBLE PSF

was created with a very narrow 1 mas FWHM core and 100 mas FWHM wings, created

such that only 10% of the total flux was within the core of the PSF. The HSIM-LIKE

PSF was a model created from the best fitting parameters of a double Gaussian function

fitted to the PSF used with HSIM. This led to a core of FWHM of 15 mas and wings of
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FWHM 88 mas, with 70% of the flux in the core. We can see from the right panel in

Figure 5.8 that the AIRY PSF does show a slight lowering of the velocity curve, although

is predominately still within 1σ up until the point at which the gas no longer traces the

rotation of the galaxy. However for the other two PSFs, and in particular the DOUBLE

PSF, with the widest wings, we see a strong systematic lowering of the recovered velocity

profile.

This shows that it is indeed the broad wings of the PSF that caused the systematic

lowering of the velocity curve. This is due to the extended component of the PSF con-

volving kinematic information from large radii into the central region, thus systematically

lowering the rotation curve. Combined with the effect of sampling the rotation curve at

the 10 mas spaxel scale, we are able to reproduce both effects that we have seen in our

previous analysis.

5.4.2 PSF Elongation

Whilst the PSFs used in our simulated exposures were rotationally symmetric, this is often

not the case with AO-assisted observations, and there is commonly an elongation of the

PSF in the direction of the tip/tilt natural guide star (NGS). This is caused by the tip/tilt

correction being weakest in the direction of the NGS, as the atmosphere common to both

the target and the NGS is smallest in that direction. To simulate this, we created two

custom PSFs with different levels of residual jitter; 4×2JIT and 6×2JIT, summarised in

Table 5.5, and shown in Figure 5.9.

PSF Name x-jitter y-jitter Notes
(mas) (mas)

4×2JIT 2 4 2:1 residual jitter ratio.
6×2JIT 2 6 3:1 residual jitter ratio.

Table 5.5: Custom HSIM PSFs with Varying Levels of Jitter. PSFs created with
increasing levels of jitter along one axis, to simulate the impact of the NGS being
off-axis from the target.

Our fiducial cube was simulated with no residual jitter along either axis, which whilst
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it would never be physically possible to obtain a PSF like this, it provides a good ba-

sis for comparison. The 4×2JIT and 6×2JIT, with residual jitter in a 2:1 and 3:1 ratio

respectively, were used in simulated exposures at angles of 0◦, 45◦ and 90◦.
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Figure 5.9: 1D and 2D Profiles of PSFs with Non-axisymmetric Residual Jitter.
Top: 1D slice across the centre of the fiducial PSF showing the relative intensity of the
peak to the wings of the PSF. Bottom left: 2D plot in logarithmic scale of the central
part of the 4×2 PSF at 1.6µm with 2 mas residual jitter vertically and 4 mas residual
jitter horizontally. Bottom right: Same for the 6×2 PSF, with the larger residual jitter
(6 mas) at 45◦. The contours shown are both indicated by the logarithmic gradiant
scale on the right.

We show the recovered rotation curves in Figure 5.10 with comparisons to the fiducial

cube, with the 4×2JIT PSF used for the left panel and the 6×2JIT PSF used for the right

panel. All other simulation parameters were kept fixed. Here we see that in both cases

with the elongated PSFs we do not track the rise of the rotation curve as well, consistent

with elongation of the PSF convolving light from different radii together. We also see

large deviation from the fiducial cube in the outer regions of the galaxy, where the gas
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density is low, and convolution of different radii will have a larger impact on the recovered

line of sight velocity. We see that in the 6×2JIT PSF cubes the profile of the velocity curve

varies more significantly than the fiducial case, and is particularly bad around 0.8-1 kpc

when the PSF elongation is at 45◦. Outside of these regions, we find that all the curves do

still agree to within 1σ of each other, however the divergence increases as the elongation

of the PSF increases.
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Figure 5.10: Dependence of PSF Elongation on Extracted Rotation Curve. Left:
Extracted rotation curves from simulated observations with the 4×2JIT PSF at angles
of 0◦ (magenta crosses), 45◦ (blue squares) and 90◦ (red diamonds), and comparison
with our fiducial cube (green circles). Right: Same, for the 6×2 PSF at 0◦ (magenta
crosses), 45◦ (blue squares) and 90◦ (red diamonds).

This is important to understand, as it shows that good knowledge of the instrument

and AO PSF is critical for correctly interpreting results of observations made with HAR-

MONI. This is even more important when the residual jitter is not aligned with an axis of

the IFU. We have shown here that asymmetries introduced into the PSF reduce our ability

to extract an accurate rotation curve from the data, and this is heightened as the level of

jitter is increased. As HARMONI can utilise a tip/tilt star of up to 60 ′′ separation when

observing with Laser Tomographic Adaptive Optics (LTAO), it is vitally important that

the shape of the PSF is well understood.
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5.5 Conclusions

From this investigation we find that we can derive kinematic parameters of this galaxy and

obtain a rotation curve after simulating realistic observations with HARMONI. Using a

2D kinematic fit with DiskFit the rotation curve recovered in the fiducial case closely

matches the intrinsic rotation of the galaxy when we account for the impact of our finite

spatial resolution.

We investigated the impact of exposure time, and thus integrated SNR of the galaxy,

on the ability to extract a reliable rotation curve for our galaxy. We conclude that for a

galaxy of this type at redshift 1.44, we can obtain this in 1 hour of integrated exposure

time on HARMONI. This gave us sufficient data above our spectrally integrated SNR

threshold of 7 per spaxel, below which we found our fits to be unreliable.

We do see the impact of beam smearing in our results, smoothing out our rotation

curves and flattening the peak of rotation, which has been seen previously. However

additionally we saw a systematic reduction along the flat part of the rotation curve, which

we conclude is caused by large wings of the AO-assisted PSF convolving data from larger

radii and reducing the magnitude of our observed line of sight velocity.

Related to this, we finally find that our observed rotation curve is strongly dependent

on the instrument and AO PSF. In addition to lowering the flat part of the rotation curve,

having asymmetries in the shape of our PSF affects the rotation curve we recover. This

is found to be worse when the elongation is not aligned with an axis of the IFU. We

therefore conclude that detailed knowledge of the instrument and AO PSF is crucial to

correctly account for biases in data of this type taken with HARMONI.
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Chapter 6

Conclusions

We present conclusions from the three investigations that we have completed during this

work, all of which have revolved around improving the science that will be conducted with

HARMONI. Initially we conclude the work conducted on infrared detector noise, then we

summarise the findings from the telluric correction work, and end with a summary of the

gas kinematic simulations. Our closing paragraphs summarise this entire thesis, and look

forwards to the future of integral field spectroscopy.

6.1 Infrared Detector Noise

Chapters 2 and 3 focus on investigating the impact of infrared detector noise. Through a

study of KMOS H2RG detectors and a MOONS engineering grade H4RG detector, we

showed results of the types of noise present on these devices. We then implemented these

into HSIM and ran numerous simulations to understand the dominant noise impacts.

6.1.1 Conclusions

Through analysing multiple KMOS dark exposures, our primary findings were to obtain

a distribution of pixel read noise, that was similar for each detector. We were also able to

confirm that this distribution held true over long timescales. Furthermore, we were able
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to test our initial assumption that H4RG devices, such as will be used by HARMONI,

behave the same as the H2RGs on KMOS. We repeated our analysis on an engineering

grade H4RG detector procured for the MOONS instrument. From this we were able to

recover a read noise distribution of the same shape as those found on the KMOS detectors.

We then combined this information, along with an existing HxRG noise generation

tool, to make a substantial improvement to HSIM’s capabilities. As a result of this, it now

simulates read noise in a more realistic manner, as well as including sporadic bad pixels,

correlated and uncorrelated pink noise, picture frame effect, and alternating column noise.

It also now creates simulated detectors and a method for converting from the (x, y, λ)

datacube to the spectrograph focal plane, mimicking the dispensed spectral format on the

infrared detectors, and vice versa, allowing for future upgrades to be easily implemented.

With this in place, we conducted simulations to understand the contributions from

each of the new noise processes included. Our tests focussed on point source sensitivity,

spatial variation, ability to recover the true flux, and impact on the SNR. From this, our

findings showed that all these additional noise processes contribute in different ways and

should be accounted for accordingly. Aside from read noise, which causes an overall

reduction in sensitivity, all these effects are spatially varying. Pink noise was found to be

particularly problematic, as it can vary significantly between different observations. ACN

and picture frame noise can also cause issues in areas of the detector in which they occur.

We have suggested a number of options for minimising these effects should they man-

ifest in the HARMONI detectors. Read noise is hard to mitigate, however as this is a

flat effect, it primarily costs additional exposure time to counteract. Bad pixels need to

be carefully considered, as these can skew data disproportionately on areas in which they

are present. However, we have seen that there are some pixels that return ‘hot’ values

that are consistent, and therefore could potentially be used, providing they are considered

correctly in the noise.

Pink noise should be removed as much as possible, and we suggest reference pixel

subtraction is the best method for this. This should be done in combination with identi-
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fying bad pixels, both static and transient, as bad pixels within the reference columns can

cause further issues. Where possible, observations should avoid placing targets of interest

such that they fall near the edge of a detector, to minimise the impact of the picture frame

effect. With HARMONI, this may mean that targets are placed off-centre from the field

of view.

6.1.2 Continuing Work

Advancements are continually being made in infrared detector technology, and during the

course of this work the engineering grade H4RG for MOONS was further characterised

to reduce the amount of noise present (Ives et al., 2020). As further science grade H4RGs

become available, the understanding of the levels of noise present will be improved, along

with potential new issues that haven’t yet been considered. HSIM has been set up such

that these can be incorporated into the simulator as required.

In addition, there are known sources of noise that are seen on infrared detectors that

are not yet simulated in HSIM. One such effect is persistence, which is where trapped

charge from previous exposures slowly leaks out over time, potentially appearing in future

observations. There are ways to mitigate the impact of persistence, and potentially correct

for it afterwards (e.g. McLeod and Smith, 2016; Neeser, 2021), however a procedure for

including this in HSIM could be considered in future.

A major upcoming milestone will be characterising the HARMONI H4RG devices

to understand the extent to which we see the noise sources that we have investigated.

This can then be used to refine the predictions that we have made, and make informed

decisions about minimising the impact of the noise on the science observations. Part of

this is working in alignment with the pipeline development team, so as to ensure that the

relevant processes are implemented for optimal data extraction.
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6.2 Impact of Under-Illuminated Slit on Telluric Correc-

tion

Chapter 4 looked at issues associated with telluric correction, with a focus on the impact

of the LSF. We modelled this effect, and took data with SINFONI to investigate it empir-

ically. We then reduced our data and attempted four different telluric correction methods

to determine which was the most effective.

6.2.1 Conclusions

We produced detailed models of the SINFONI LSF, convolving functional forms for the

input slit, spectrograph, grating and output slit to obtain an idealised but representative

LSF. We then changed the input slit from a 2 pixel wide boxcar function to a 0.48 pixel

FWHM Gaussian function, to simulate the impact of an under-illuminated entrance slit,

such as would be the case when observing a point source with good AO correction at a

coarse spaxel scale. We determined that this would result in a 14% reduction in the overall

LSF.

We then obtained time with SINFONI on the VLT to take a series of observations set

up to reproduce this effect and analyse its impact. We observed a star suitable for use as

a telluric standard, CD-23 13701, and an extended science object, Callisto, both with AO

correction at the coarsest 250×125 mas spaxel scale. We additionally used 25×12.5 mas

data to confirm the performance of the AO, and to determine the amount by which the

entrance slit was under-illuminated.

We reduced this data and extracted spectra for both targets. We then used molecfit

to fit the data and recover a corresponding LSF. We found that there was a difference

between the CD-23 13701 data and the Callisto data of 14.0±2.1%, in agreement with

that predicted by our models.

We then used four methods to attempt telluric correction on our Callisto data. We used

the telluric standard, CD-23 13701, directly, molecfit to both CD-23 13701 and Cal-
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listo, and finally the molecfit results for CD-23 13701, but broadened to the Callisto

LSF. To determine the effectiveness of each of these methods, we divided out a solar irra-

diance spectrum from Callisto, and determined the corresponding residual sum of squares

(RSS) for each of our approaches. We also repeated this for multiple spaxels of Callisto

data. From this we determined that the best correction could be obtained by directly fit-

ting to Callisto, however with good LSF knowledge we could almost replicate that by

convolving the fit using CD-23 13701.

From this we conclude that where possible, correcting the telluric features directly on

the science data has the potential for the best results. This is because in this case there

is no difference in the atmospheric profile between the model telluric spectrum and the

science spectrum. However in cases where this is not possible, we conclude that when

the entrance slit is under-illuminated, correcting ‘blind’, without knowledge of the LSF,

will give a worse result. However, when we add in the knowledge of the LSF, we can

almost recover the same correction as the direct fit to the data. It is therefore of great

importance to have a good understanding of the HARMONI LSFs, to enable accurate

telluric correction.

6.2.2 Continuing Work

The importance of good telluric correction will always be relevant to ground-based as-

tronomy in the infrared. Tools such as molecfit (Smette et al., 2015) assist in this by

fitting the molecular absorption features to the spectra so they can be divided out. This

software is continuously being developed and improved to increase the reliability and ac-

curacy of the results. One of the current aims of this software is to be able to perform an

entirely ‘blind’ correction. This requires accurate wavelength calibration, relatively stable

or well-known molecular abundances, and good knowledge of the LSF (Smette, 2020).

As we have seen in this work, using an incorrect LSF when correcting for telluric

absorption will cause additional residuals in the science data. In order for a ‘blind’ cor-

rection to be possible, one of the future tasks would be to accurately characterise the LSF
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of HARMONI in every offered configuration. This process also requires good external

wavelength calibrations, particularly if correcting a large range simultaneously. The abun-

dance of each molecule to be corrected for must also then be known with high accuracy,

either through radiometry data, or through separate calibrations. All of these must be

taken into consideration during the development process of HARMONI.

The goal of this is for fast, accurate telluric correction without the need for long cal-

ibration exposures, which reduce the amount of potential science time with the ELT.

Molecfit will then be integrated as a telluric correction method into the instrument

data reduction pipelines, as it already is for KMOS (Coccato et al., 2019).

6.3 Recovering Gas Kinematics using HSIM

In Chapter 5 we used HSIM to simulate a galaxy at redshift 1.44, and determine how well

we could recover the kinematic properties. We also conducted an investigation into the

impacts of the AO PSF when determining these characteristics.

6.3.1 Conclusions

We conducted a full simulated observation of a mock galaxy, including data reduction

and analysis. We took a galaxy from the NUTFB suite and added Hα emission to create

an input cube that could be simulated with HSIM. We artificially placed this galaxy at a

redshift of 1.44 so that the Hα line fell within the observable range of HARMONI. The

pipeline through which this was done has been made publicly available for use.

We then ran multiple simulations with HSIM, primarily varying the exposure time,

however we also investigated the impact of the spectral resolution. From these, a data

analysis pipeline was developed to convert our output cubes into velocity maps from

which we could extract the galaxy kinematics. This was primarily done using DiskFit,

a software package designed to extract rotation curves from a 2D velocity profile, although

we also applied a traditional long-slit approach for comparison.
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Our results showed that we were able to closely recover the intrinsic rotation profile

of the galaxy when we account for beam smearing effects in our observations. These

served to flatten out the peak of rotation, lowering it and causing it to appear at larger

radii. One hour of simulated observation time was sufficient to extract a reliable rotation

curve, with longer exposures increasing the SNR of our data. We did not see a significant

difference when observing at a higher spectral resolution, as would be expected when we

were already sufficiently sampling the Hα line. As would also be expected, not including

the full 2D data by using a pseudo-slit returned less reliable kinematics.

We also found that our results were strongly dependent on the instrument and AO

PSF. Large wings in the PSF convolve data from larger radii, reducing the magnitude of

the observed line of sight velocity. In addition, we found that asymmetries in the AO PSF

affected the recovered rotation curve. This was worse when our PSF was elongated in a

direction not aligned with an axis of the IFU. We therefore conclude at the end of this

work that it is vital to understand the instrument and AO PSF. Any biases that are present

should be compensated for in order to be able to conduct the best possible science with

HARMONI.

6.3.2 Continuing Work

In the time prior to the completion of HARMONI and first light on the ELT, planned at the

time of writing for 2027, there is the potential for more science simulation and prediction.

Within the scope of the work we have carried out here, we could expand our study to a

more physically realistic galaxy, or consider a galaxy at other redshifts that still fall within

the wavelength range of HARMONI. Additionally, we could use different emission lines

to determine the capabilities of the instrument to achieve other since goals, such as the

work conducted by Grisdale et al. (2021) on Population III stars.

HSIM is ideally situated to work alongside the James Webb Space Telescope (JWST;

Gardner et al., 2006), which was successfully launched in 2021. JWST will be operational

for many years prior to the completion of the ELT, and features an IFU covering much
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of the spectral range of HARMONI. JWST will enhance our overall understanding of

infrared astronomy, and it is predicted that we will discover things that were entirely

unexpected. Through tools such as HSIM, it is possible to determine the capabilities of

the ELT to act as a follow-up instrument for the new and exciting discoveries that will be

made with JWST.

6.4 Closing Statement

This work has covered a number of elements of infrared spectroscopy, both using existing

integral field spectrographs and looking forwards to the upcoming HARMONI IFS for the

ELT. As part of this we have shown the importance of understanding the noise behaviour

of the infrared detectors, minimising it where possible, and characterising it where not.

We have also shown that we must be careful when performing telluric correction using

a star which under-illuminates the slit of the spectrograph. These are both issues that

could potentially impact the science that will be carried out with HARMONI, therefore

studying and understanding these whilst it is still in development is crucial for the final

performance of the instrument.

For an understanding of the potential of HARMONI, we used HSIM to perform a

set of simulations investigating the ability to recover spatially resolved gas kinematics

at redshifts of ∼1−2. We determined that HARMONI will be able to utilise the greater

spatial resolving power of the ELT to recover the kinematics of a galaxy at z=1.44 with 1

hour of observation time. However, in the process of this, we identified that our recovered

kinematics were strongly dependent on the AO PSF, and thus good knowledge of this is

also very important to be able to conduct the best science that HARMONI will be capable

of.

We are entering a very exciting era for visible and near-infrared spectroscopy, and it

is hoped that this work will help towards achieving the science goals of HARMONI on

the ELT.

Science with HARMONI 166



Appendix A

Running HSIM using ADS

In this appendix we explain the new inputs and options required to run HSIM using the

advanced detector systematics (ADS) option. This is entirely contained within HSIM, and

requires no additional dependencies or modules to be installed. When selected, HSIM

creates eight detectors for use in the simulation, and divides the HARMONI field of view

across them. All the same outputs will be created as before, along with a number that are

unique to the ADS mode.

A.1 ADS Mode Inputs and Options

There are two new options that must be passed to HSIM, whether it is run from the com-

mand line or through GUI. These are:

• Using ADS Mode [True/False]: The flag to tell HSIM to use advanced detector

systematics.

• Detector Temporary Path: A file path to which the user has write permissions, to

save temporary detector files to.

In addition, there are a number of parameters that define the nature of the created detec-

tors, that are contained within the config.py file. These are as follows, with default

values in brackets:
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• rd (2.845 e−): The peak amount of read noise to include in a standard observation.

• rd lowexp (12.0 e−): The peak amount of read noise to include in a short exposure.

• rn file (kmos rn.fits): A fits file containing the distribution of read noise to use.

The default file is included with the HSIM distribution and is based off of analysis

of the KMOS detectors (see Chapter 2).

• pedestal (4 e−): Magnitude of pedestal drift. Not currently used.

• c pink (3 e−): Standard deviation of correlated pink noise.

• u pink (1 e−): Standard deviation of uncorrelated pink noise.

• acn (0.5 e−): Standard deviation of ACN.

• pca0 amp (0.2 e−): Standard deviation of pca0, used for incorporating the picture

frame effect.

• ktc noise (29 e−): Amount of kTC noise to include if creating a SUTR detector

cube. Not currently used.

• bias amp (500): Factor by which to multiply the pca0 file by to include a bias

pattern in SUTR detector cubes. Not currently used.

• bias offset (5000 e−): Level at which to start integrating pixels if creating a SUTR

detector cube. Not currently used.

• force new (False): Option to force HSIM to create new detectors even if it finds

existing ones in the detector temporary path. By default, HSIM will use these if

it can, for both computational efficiency and to ensure the same detectors are used

between multiple simulations. If this is not desired, set this flag to ‘True’ to create

a new set of detectors on subsequent simulations.
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A pca0 file is required to simulate the picture frame effect, with nirspec pca0.fits in-

cluded as a default file with the distribution. If the user wishes to change this, or the read

noise distribution, they can be found in the folder ‘sim data/detectors’ within HSIM.

A.2 ADS Mode Output Cubes

Alongside the standard outputs of HSIM, there are a number that are unique to the ADS

mode, and can be utilised to give further insight into the simulation results. These are:

• all dets.fits: A cube of size (8, 4096, 4096) containing all of the detector noise

used, in detector space. This is multiplied by
√

NDIT to approximate the accumu-

lative noise over multiple integrations.

• detector SNR.fits: The signal to noise ratio, including the exact amount of noise

taken from the used detectors in the simulation. This is better than would be re-

alistically possible to know in a real simulation, but gives an indication of spatial

differences in the SNR as a result of detector noise.

• det std.fits: The noise standard deviation, using the detector noise in the same

manner as the detector SNR output.

• used dets.fits: A cube containing just the detector noise included in the simula-

tion, of the same dimensions as the input datacube.

If the input datacube was larger than the HARMONI field of view, or covered a spectral

range greater than is possible to fit on the detector, the ADS mode will crop it such that

only the central region is simulated, and a warning will be raised in the .log file. In this

case, all the returned outputs will be equal in size to the spatial and/or spectral limits of

HARMONI.
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Käufl, H.-U., Ballester, P., Biereichel, P., Delabre, B., Donaldson, R., Dorn, R., et al.

(2004). CRIRES: a high-resolution infrared spectrograph for ESO’s VLT. In Moor-

wood, A. F. M. and Iye, M., editors, Ground-based Instrumentation for Astronomy,

volume 5492 of Society of Photo-Optical Instrumentation Engineers (SPIE) Confer-

ence Series, pages 1218–1227.

Kausch, W., Noll, S., Smette, A., Kimeswenger, S., Barden, M., Szyszka, C., et al. (2015).

Molecfit: A general tool for telluric absorption correction. II. Quantitative evaluation

on ESO-VLT/X-Shooterspectra. A&A, 576:A78.

181 Laurence Routledge



BIBLIOGRAPHY

Kaviraj, S., Laigle, C., Kimm, T., Devriendt, J. E. G., Dubois, Y., Pichon, C., et al.

(2017). The Horizon-AGN simulation: evolution of galaxy properties over cosmic

time. MNRAS, 467(4):4739–4752.

Kay, S. T., Pearce, F. R., Frenk, C. S., and Jenkins, A. (2002). Including star formation

and supernova feedback within cosmological simulations of galaxy formation. MNRAS,

330(1):113–128.

Kellerer, A. (2007). Assessing time scales of atmospheric turbulence at observatory sites.

PhD thesis, Université Paris-Diderot.
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