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Future space exploration will inevitably require astronauts to have a higher
degree of autonomy in decision-making and contingency identification and resolu-
tion. Space robotics will eventually become a major aspect of this new challenge,
therefore the ability to access digital information will become crucial for mission
success. In order to give suited astronauts the ability to operate robots and ac-
cess all necessary information for nominal operations and contingencies, this thesis
proposes the introduction of In-Field-Of-View Head Mounted Display Systems in
current Extravehicular Activity Spacesuits. The system will be capable of feeding
task specific information on request, and through Augmented Reality technology,
recognize and overlay information on the real world for error checking and status
purposes. The system will increase the astronaut’s overall situational awareness
and nominal task accuracy, reducing execution time and human error risk. The aim
of this system is to relieve astronauts of trivial cognitive workload, by guiding and
checking on them in their operations. Secondary objectives of the system will be the

introduction of electronic checklists, and the ability to display the status of the suit



and surrounding systems as well as interaction capabilities. Features which could
be introduced are endless due the nature of the system, allowing extreme flexibility
and future evolution without major design changes. This work will focus on the
preliminary design of an experimental Head Mounted Display and its testing for
initial evaluation and comparison with existing information feed methods. The sys-
tem will also be integrated and tested in the University of Maryland Space Systems

Laboratory MX-2 experimental spacesuit analogue.
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Chapter 1
INTRODUCTION

Space exploration will be this century’s great adventure. Hopefully it will see
people walking once again on the Moon, perhaps living there, establishing outposts,
and roving the lunar surface in search for answers to the many scientific questions
that fill our minds. Perhaps it will also see people on Mars, in search of traces
of life. Many are the quests that await ahead, all with a common trace: human
presence. Scientists and engineers are today involved in defining these missions,
and addressing the technical difficulties and goals; in brief, setting the baseline for

tomorrow’s philosophy of space exploration.

1.1 Problem Statement

This thesis wishes to contribute to this effort by studying a visual information
display system that would increase astronaut’s overall situational awareness, grant
them a higher level of independence from mission control, and enable a more intuitive
and efficient human-robot interface. The above are just a small set of the possibilities
of what the introduction of an in-field-of-view digital display system could deliver.
The main reason for devoting attention to this subject lies in the shortcomings of
current mission planning and execution methodology and their requirements, which
will probably be inapplicable on a Lunar or Martian mission. The current mission

planning for EVA operations relies on two main aspects:

1.1.1 Training :

Astronauts are trained thoroughly in every detail of the mission they are going
to fly. They choreograph and rehearse the mission for several months before launch.
Training focuses mainly on nominal tasks, and problem diagnosis and resolution.
The knowledge acquired during this preparation phase will serve as a baseline for
the mission. Although this approach has been very successful in the past, it has
limitations that are intrinsic in human nature. While the reliability of astronaut’s
memory decreases as the information load increases, the affordable training du-

ration cannot increase without limit. Also the number of contingency scenarios,



and therefore mission complexity, are related to the mission duration and number
of systems to be handled, making these new missions potentially more complex.
Also intrinsic in space flight is the reality that not all contingency scenarios can be
predicted. Training provides the astronauts the necessary skills and knowledge to
attempt the diagnosis and resolution of possible failures, and when this fails, astro-
nauts currently rely on mission control for procedures and instructions. In brief,
if the current training philosophy were to be applied in preparing for future plan-
etary missions, it would inevitably lead to a more generic training, leaving to the
astronauts the responsibility of making decisions on their own, possibly without the

necessary information, since communications might be prohibitively delayed.

1.1.2 Ground Communications :

Radio communications between astronauts and mission control, play an impor-
tant role in nominal scenarios for purposes of control and verification, but these com-
munications become crucial during contingencies, when they provide semi-realtime
aid to the astronauts. This means of assistance has been extensively used in the
past, and it is still the main (and almost only) external source of information for
the astronauts. Unfortunately, as missions move further from Earth, time delays
between astronauts and mission control will increase until the point where radio
communications will no longer be acceptable for this purpose. This could leave
the astronauts on their own for several minutes therefore they must be given the
means to indipendently acquire the necessary information to diagnose and resolve

contingencies rapidly.

1.2 Information Feed Methods :

During the Apollo missions, astronauts were equipped with a small book con-
taining checklists and task-specific information. This system revealed itself to be
very useful, although not optimal by alowing the astonauts to acess critical informa-
tion withouth relying on just their memory. Astronauts had to handle this booklet
from within their spacesuits, but mobility was restricted and searching for infor-
mation was difficult and time consuming. Also of note, the information provided
by this means was limited, and required the use of at least one hand. Astronauts

still use this method because it’s simple and reliable, although they prefer to talk



to mission control for help. A full library is needed on current spacecraft to pro-
vide astronauts with all the relevant information, but Volume and Mass constraints
prohibit this from being available in book form to an astronaut in both EVA and
IVA. Expansion and flexibility of this system is also limited making it not the ideal
choice for future long duration missions. Despite all the drawbacks of this method,
it still finds application as a back-up system; therefore, the proposed systems are
not aimed at replacing the previous methods, but merely optimizing and expanding
them.

Today, we hardly see analogies between space flight and everyday life, but
interestingly, solutions to the problems above can be found in our daily behaviors.
In the last fifty years, we have seen the rapid evolution of computers and later
networks, which changed our approach to information research and availability as
possibilities have expanded. Today, we cannot imagine what it would be like to
conduct our everyday lives without a computer and the internet. Computers and
wireless technology enable us to access almost all of human knowledge from anywhere
in the globe, greatly enhancing our autonomy. Why not introduce the same concepts
into future space suits? First of all there are many technological challenges that need
to be addressed in order to allow us to introduce theese concepts in the space suit
environment. Another major difficulty lies in the the interfaces that can be used.
Electronics difficulties are intrinsic in the development of any space-rated system,
often the result of stringent limitations on dimensions and masses. Mobility is also
highly restricted, therefore interfaces such as keyboards and mice are inapplicable,
leading to the necessity of new solutions.

This work attempts to define the capabilities that an enabling system should
have, as well as define possible means to implement it using current off-the-shelf
technology and components. It will also attempt to define the strengths and weak-
nesses of two proposed systems, as well as hopefully justify the introduction of a
higher complexity system as compared to traditional methods of conveying infor-
mation, such as booklets. This study will eventually set the baseline for a more
detailed and focused development of future in-suit digital information displays and

implementable features, such as augmented reality.



1.3 Proposed Systems Overview

1.3.1 Head-Up Display (HUD):

This system was the first to be developed, and it relies on an off-the-shelf
modified LCD screen (Specifications can be founf in Appendix A). Its purpose is to
deliver information to suited astronauts without obstructing their primary field of
view. The system is connected to a computer that manages the displayed content
and through which the astronaut interacts via voice commands. This system was
designed specifically for integration in the MX-2 spacesuit analogue for validation

and testing.

1.3.2  Head-Mounted Display (HMD):

This second system is an evolution of the HUD which allows the suited as-
tronaut to access information within their primary field-of-view with limited ob-
struction. The system is also designed to deliver all the HUD features, as well as
to recognize what the astronaut is looking at and overlay synthetic content on ob-
jects. The system is composed of several subsystems such as a head-mounted visor,

a webcam, and a head mount (”snoopy-cap”).

1.4 Thesis Structure

This thesis is divided into five chapters. The next chapter will focus on describ-
ing the previous work done in the matter of space suit information feed methods,
as well as augmented reality techniques. Chapter Three will describe the systems
design phase by initially defining and describing the requirements derived from the
previous chapter, and how they were met. Chapter Four will cover the testing of
the proposed systems, describing the methods and procedures, as well as the results
achieved. Finally, chapter Five will include my conclusions and proposed future
research in the matter. Appendices are provided, including code, data-sheets and

documentation.



Chapter 2
BACKGROUND AND PREVIOUS WORK
2.1 Augmented Reality

Augmented Reality (AR) is a variation of Virtual Environments (VE), or Vir-
tual Reality (VR) as it is more commonly called. VE technologies completely im-
merse the user inside a synthetic environment. While immersed, the user cannot
see the real world around him. In contrast, AR allows the user to see the real
world, with virtual objects superimposed upon or composited with the real world.

Therefore, AR supplements reality, rather than completely replacing it.

‘ Mixed Reality (MR) |

< >

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Figure 2.1: Paul Milgram and Fumio Kishino: Virtuality Continuum

Figure 2.1 represents a concept in computer science that there is a continuous
scale ranging between the completely virtual,and the completely real. The reality-
virtuality continuum encompasses all possible variations and compositions of real
and virtual objects. The concept was first introduced by Paul Milgram. The area
between the two extremes, where both the real and the virtual are mixed, is the so-
called Mixed or Augmented reality. While immersed in an AR environment, it would
appear to the user that the virtual and real objects coexisted in the same space.
Figure 2.2 shows an example of what this might look like. The AR environment
includes real elements such as the astronaut, the rover and the background as well as
synthetic elements such as the 3-D map, suit and system status and video feed from
the rover camera. Although in this work AR will be referred to exclusively as visual

augmentation, it is important to understand that this concept can be extended to

bt



all the human senses [1].

VIRTUAL VibEOo
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Low O
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Figure 2.2: Martian EVA concept with AR overlays. (courtesy of
NASA\Pat Rawlings, SAIC)

2.1.1 Definition

Some define AR in a way that requires the use of Head-Mounted Displays
(HMDs). To avoid limiting AR to specific technologies, AR systems are here defined

to have the following three characteristics:

e Combines real and virtual objects in a real environment;
e Runs interactively, and in real time;

e Registers (aligns) real and virtual objects with each other in the 3-D space.

This definition includes other technologies other than see-through HMDs such
as monitor—based interfaces, monocular systems, and various other combining tech-

nologies while retaining the essential components of AR [2].



2.1.2  Augmented Reality Space Related Applications

2.1.2.1 Life Support Control and Comfort Control

Life support control and comfort control for the EMU are provided by the
chest-mounted DCM, which can interfere with the work area of the astronaut. Life
support information can be viewed by the EVA astronaut on the DCM or by support
personnel monitoring telemetered lifesupport data. Current limitations of the DCM
display make its presentation of life support data useful primarily for intermittent
status checks in which it is scrolled through the various parameters of interest or
for the investigation of alarms or warnings automatically generated by fault detec-
tion logic. Routine awareness of activity levels, thermal state, expendables status,
etc., is primarily maintained by support personnel and, to the extent that the EVA
astronaut’s involvement is required, communicated by voice link. Future EVA infor-
mation interfaces for life support control and comfort control are likely to maintain
dedicated controls for critical life support functions. Integration of life support sta-
tus information into improved information displays could reduce communications
chatter, and provide the capability for more autonomous operation in environments
with reduced real-time mission-control support (e.g., reduced local mission support
crewmembers and/or long time delays). This would provide astronauts with the
capability to monitor and manage their own work rates and to manage constraints

including thermal loads and consumables margins [13].

2.1.2.2 Mission and Task Planning

During current operations, astronauts participate in mission and task planning
as part of their training, but do not generally plan whole sequences of actions or tasks
on-orbit because of the extensive verification and validation required to develop a
viable EVA plan. Current operations can be described as an attempt to dance a
ballet. The goal of the EVA is to execute a predetermined, practiced plan, follow
rehearsed contingencies when necessary, and improvise only as absolutely required.
Future EVAs are likely to entail dramatically increased task uncertainty and an
increased number of potential contingencies, making current levels of preparation
impractical. EVA astronauts will take on a larger mission and task planning role
by making observations and measurements that will affect the remainder of their

EVA goals and objectives. One example might be the inspection of a failed piece of



equipment external to the ISS; the remaining goals and objectives for the EVA could
depend strongly on a surface inspection or electrical measurements made by the
astronaut. During planetary exploration, a geologic traverse could be driven largely
by observations made earlier in the geologic traverse. Thus, information interfaces
should enable astronauts to acquire, record, analyze, and communicate the data
required to support mission and task planning. In addition, when more autonomous
operations are required, EVA information interfaces should enable astronauts to
perform their own mission and task planning to the extent required to maximize
the value of EVA within operational constraints. With one-way line-of-sight light-
travel-time delays of 4.5 to 21 minutes between Earth and Mars, EVA operations on
the Martian surface are likely to be autonomous or semi-autonomous. One might
imagine a geologist replanning the rest of their geologic traverse for the day based on
an important discovery. The geologist might use an information interface to specify
limited temporal, spatial, and other characteristics of their new planned traverse
and submit an EVA plan (analogous to a pilot filing a flight plan) after validating
that the new traverse meets all applicable flight rules including expected thermal

loads and consumables margins [13].

2.1.2.3 Localization and Situational Awareness

Localization and situational awareness continue to be a problem in micrograv-
ity EVA operations due to spatial disorientation (including inversion illusions), a
lack of direction cues, contrast challenges, and limited visibility (especially to the
rear of the spacesuit). While the same orientation challenges experienced in micro-
gravity are not encountered in partial gravity, the Apollo lunar surface astronauts
had difficulty with localization because of the undulating and self-similar nature of
the lunar surface. The EVA information interface should assist in localization by
providing cues to astronaut orientation and position relative to visible landmarks.
Likewise, information interfaces should enhance situational awareness by making
available to the astronaut basic status information (for example, time on EVA or
time on task), progress compared to plan, consumables, upcoming events (for ex-
ample, time to events like sun-up or sun-down), or other contextual information.
Visual displays could also highlight landmarks, keep-out zones, or other hazards,
and could illustrate the location and characteristics of other EVA events. Provid-

ing behind-the-back clearance sensing might also be useful to prevent astronauts



from bumping into and potentially damaging objects that are behind them. Many
traditional localization techniques can be applied to planetary surface operations,
including identification of landmarks, observation of sun-angle, radiolocation, and
localization schemes like the global positioning system (GPS). Because localization
is likely to be such a routine activity during planetary surface exploration, EVA
information interfaces for localization should be highly automated. Localization
schemes can be built upon surface-based communications and networking infras-
tructure if a GPS-like localization scheme is not available. Information interfaces
for planetary exploration could use a traditional map view to illustrate topography,
landmarks, keep-out zones, locations of ongoing EVA events, and temporal events
such as comparing actual progress on a geologic traverse to the nominal planned
traverse. A visual display might serve as the EVA equivalent for planetary explo-
ration to today’s multi-function flight displays for pilots, integrating temporal and

spatial data into a single view [13].

2.1.2.4 Navigation

During microgravity operations, translation routes are learned during ground-
based training or via study prior to EVA. Nevertheless, translation can be disori-
enting over significant distances on large space structures. During Apollo lunar
surface exploration, navigation was hampered by a lack of landmarks, self-similarity
of the terrain, reduced line-of-sight distances, and visual challenges with some sun-
relative directions of travel [14] [15]. In addition, reliance on dead-reckoning naviga-
tion sharply reduced navigational accuracy until the deployment of the lunar rover.
During microgravity operations, visual display of preferred translation routes or
techniques could be used to assist astronauts while translating from site to site, for
example, during an unplanned EVA. Extensive surface data is likely to be available
for most, if not all, future planetary surface missions. An integrated display of these
data combined with aforementioned data such as landmarks, hazards, and keep-out

zones could provide a highly functional aid to navigation [13].

2.1.2.5 Task Execution

Task execution during extravehicular activity has been enhanced by continued

(but limited) improvement in mobility of spacesuit joints and gloves, standardization



of mechanical interfaces, and evolution of a limited but powerful set of tools that
provide position and orientation control and mechanical advantage. Task execution
often includes one or more (and often many repetitions of) steps including physical
manipulation, measurement, recording, processing, communication and verification.
During Apollo, astronauts read out measurements from a gravimeter over their ra-
dios. LEO operations still utilize the same techniques when tightening a bolt, an
EVA astronaut will count out loud the number of cranks and degrees per crank
made while turning a torque wrench. EVA information interfaces should be devel-
oped that reduce the time and energy (mental and physical) required to execute
a task. Significantly improved data automation is required to achieve this goal by
improving the task efficiency or the efficiency with which task outcomes are commu-
nicated. Efficient task execution requires that EVA astronauts have access to accu-
rate task-related information, especially for complex tasks or for tasks for which an
astronaut has not recently trained. EVA information interfaces could deliver video,
text, and graphics, possibly acquired in real time over a wireless network, to the
astronauts. These information interfaces should also permit real-time collaboration
among members of the EVA team to support routine discussions, troubleshooting,
and contingency or emergency operations. Delivery or display of information could
be initiated by a remote operator on request by an EVA astronaut [7] in response to
voice commands, [9], or based on contextual data such as tool usage, position, ori-
entation, posture, or time. For example, an electronic torque wrench could measure
and wirelessly transmit the total number of degrees of rotation it has been turned
since being reset. Grasping or resetting the torque wrench could wirelessly activate
a torque-wrench display, and data from the device could be displayed on a visual
display in the space suit or viewed by support personnel. In the context of planetary
exploration, geographical information systems (GIS) may serve as a useful model for
automation of many of the components of task execution. Physical manipulations,
observations and measurements can be tied to contextual data (such as position,
time, etc.) and integrated into a virtual world model that can be subsequently an-
alyzed or communicated. Research should be devoted to enable activities that are
common during terrestrial field work such as imaging, note taking and sketching.
Interfaces for these activities may require some physical movement or may be based

on voice commands [13].
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2.1.2.6 EVA Human-Robot Interfaces:

The future EVA astronaut will not be without helping hands. Robotic systems
are currently used mainly to position astronauts in manned human-robotic on-orbit
operations, but will likely fulfill a multitude of functions in future EVA activity. In
fact recent work indicates that robots can successfully be employed together with
their human counterparts in complex operations like repairing the Hubble Space
Telescope [16]. The robots would be teleoperated from Earth, and perform simple
routine tasks like site preparation and cleanup, but also more dexterous tasks like
fastening bolts and supplying tools to the EVA astronaut. Teleoperated robots are
also being equipped with dexterous hands and immersive teleoperation interfaces,
that give them capabilities similar to those of EVA astronauts [17].

Some work has also been performed on allowing the EVA astronaut to take
direct control of robotic systems, including ESA’s EVA Man Machine Interface
(EMMI). This is a portable teleoperation interface designed for the European Robotic
Arm (ERA) aimed for use at the International Space Station (ISS). More work is
needed to assess the most suitable type of input device for teleoperation from an
EVA suit however.

A similar robotic presence is envisioned for potential lunar exploration. To
expand its capabilities, increase its safety, and augment its operations, the lunar
outpost will by necessity have to incorporate extensive use of robotic systems. Given
the short speed-of-light time delay from the Moon to the Earth (usually around a
minute), it makes little sense to have humans in a local habitat directing robots
when Earth-based support crew can perform most robotic control tasks just as well.
Getting human eyes, hands, and minds to the exploration or development sites will
involve learning to work efficiently and effectively in planetary surface EVA, in-
cluding direct interactions with supporting robotic systems. Certainly, the primary
operating mode of these robots will be autonomous, directed and monitored by the
local EVA crew. As tasks become more difficult or the robots encounter unplanned
conditions, the human /robot interaction will have to move from high-level supervi-
sory control (e.g., come here) to lower-level command structures (e.g., go to the right
of that rock, then back to the left) to full teleoperation (e.g., remote driving). The
most effective human to issue these commands is the human standing on the site; a
human in a pressure suit. They must receive disparate data in multiple forms, cog-

nitively process it while incorporating a knowledge base of objectives, procedures,
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and diagnostics, and issue commands ranging from high-level goal direction to spe-
cific motions of individual actuators. Thus, in future space operations spacesuits
will become portable command and control stations for the accompanying robotic

systems [12].

2.1.3 Augmented Reality Interfaces

A basic design decision in building an AR system is how to accomplish the
combining of real and virtual. Two basic choices are available: optical and video
technologies. Fach has particular advantages and disadvantages. This section com-

pares the two and notes the tradeoffs.

2.1.3.1 Video Interfaces

Video see-through HMDs work by combining a closed-view HMD with one
or two head-mounted video cameras. The video cameras provide the user’s view
of the real world. Video from these cameras is combined with the graphic images
created by the scene generator, blending the real and virtual. The result is sent to
the monitors in front of the user’s eyes in the closed-view HMD. Figure 2.3 shows
a conceptual diagram of a video see-through HMD.

Video composition can be done in more than one way. A simple way is to use
chroma-keying, a technique used in many video special effects. The background of
the computer graphic images is set to a specific color, say green, which none of the
virtual objects use. Then the combining step replaces all green areas with the corre-
sponding parts from the video of the real world. This has the effect of superimposing
the virtual objects over the real world. A more sophisticated composition would use
depth information. If the system had depth information at each pixel for the real
world images, it could combine the real and virtual images by a pixel-by-pixel depth
comparison. This would allow real objects to cover virtual objects and vice-versa.
AR systems can also be built using monitor-based configurations, instead of HMDs.
Figure 2.4 shows how a monitor-based system might be built.

In this case, one or two video cameras view the environment. The cameras may
be static or mobile. In the mobile case, cameras mounted to a robot would move,
with their locations tracked. The video of the real world and the graphic images

generated by a scene generator are combined, just as in the video see-through HMD

12



Head Head
. Tracker
_ locations Video cameras
g;deo l ~ Real
: ~— World
real
world Scene
generator q_[ -
Graphic ) Monitors
images
Y ¥

Video compositor

Y

Combined video

Figure 2.3: Video interface conceptual diagram. [1]
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Figure 2.4: Monitor-Based video interface conceptual diagram. [1]

case, and displayed in a monitor in front of the user. The user does not wear the
display device. Optionally, the images may be displayed in stereo on the monitor,

which then requires the user to wear a pair of stereo glasses.
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2.1.3.2 Optical Interfaces

Optical see-through HMDs work by placing optical combiners in front of the
user’s eyes. These combiners are partially transmissive, so that the user can look di-
rectly through them to see the real world. The combiners are also partially reflective,
so that the user sees virtual images bounced off the combiners from head-mounted
monitors. This approach is similar in nature to Head-Up Displays (HUDs) com-
monly used in military aircraft, except that the combiners are attached to the head.

Figure 2.5 shows a conceptual diagram of an optical see-through HMD.

* Head Graphr’c
Head Tracker images
locations

Scene -l Monitors
generator
] —
- Real
world
Optical
combiners

Figure 2.5: Optical see-through interface conceptual diagram. [1]

The optical combiners usually reduce the amount of light that the user sees
from the real world. Since the combiners act like half-silvered mirrors, they only
let in some of the light from the real world, so that they can reflect light from
the monitors into the user’s eyes. For example, the HMD used later in this study,
transmits about 30 percent of the incoming light from the real world. The level
of blending is a design parameter. More sophisticated combiners might vary the
level of contributions based upon the wavelength of light. For example, such a
combiner might be set to reflect all light of a certain wavelength and none at any
other wavelengths. This would be ideal with a monochrome monitor. Virtually

all the light from the monitor would be reflected into the user’s eyes, while almost
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all the light from the real world (except at the particular wavelength) would reach
the user’s eyes. However, most existing optical see-through HMDs do reduce the
amount of light from the real world, so they act like a pair of sunglasses when the

power is cut off.

2.1.3.3 Optical/Video Interface Comparison

Both optical and video technologies have their roles, and the choice of technol-
ogy depends on the application requirements. An optical approach has the following

advantages over a video approach:

1. Simplicity: Optical blending is simpler and cheaper than video blending. Op-
tical approaches have only one stream of video to worry about: the graphic
images. The real world is seen directly through the combiners, and that time
delay is generally a few nanoseconds. Video blending, on the other hand, must
deal with separate video streams for the real and virtual images. Both streams
have inherent delays in the tens of milliseconds. Digitizing video images usu-
ally adds at least one frame time of delay to the video stream, where a frame
time is how long it takes to completely update an image. A monitor that com-
pletely refreshes the screen at 60 Hz has a frame time of 16.67 ms. The two
streams of real and virtual images must be properly synchronized or temporal
distortion results. Also, optical see-through HMDs with narrow field-of-view
combiners offer views of the real world that have little distortion. Video cam-
eras almost always have some amount of distortion that must be compensated
for, along with any distortion from the optics in front of the display devices.
Since video requires cameras and combiners that optical approaches do not
need, video will probably be more expensive and complicated to build than

optical-based systems.

2. Resolution: Video blending limits the resolution of what the user sees, both
real and virtual, to the resolution of the display devices. Optical see-through
also shows the graphic images at the resolution of the display device, but
the user’s view of the real world is not degraded. Thus, video reduces the

resolution of the real world, while optical see-through does not.

3. Safety: Video see-through HMDs are essentially modified closed-view HMDs.

If the power is cut off, the user is effectively blind. This is a safety concern
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in some applications. In contrast, when power is removed from an optical
see-through HMD, the user still has a direct view of the real world. The HMD

then becomes a pair of heavy sunglasses, but the user can still see.

. No eye offset: With video see-through, the user’s view of the real world is
provided by the video cameras. In essence, this puts his "eyes” where the
video cameras are. In most configurations, the cameras are not located exactly
where the user’s eyes are, creating an offset between the cameras and the real
eyes. The distance separating the cameras may also not be exactly the same
as the user’s interpupillary distance (IPD). This difference between camera
locations and eye locations introduces displacements from what the user sees
compared to what he expects to see. For example, if the cameras are above the
user’s eyes, he will see the world from a vantage point slightly taller than he is
used to. Video see-through can avoid the eye offset problem through the use
of mirrors to create another set of optical paths that mimic the paths directly
into the user’s eyes. Using those paths, the cameras will see what the user’s
eyes would normally see without the HMD. However, this adds complexity to
the HMD design.

Offset is generally not a difficult design problem for optical see-through dis-
plays. While the user’s eye can rotate with respect to the position of the HMD,
the resulting errors are negligible. Using the eye’s center of rotation as the
viewpoint in the computer graphics model should eliminate any need for eye

tracking in an optical see-through HMD.
Video blending offers the following advantages over optical blending:

. Flexibility in composition strategies: A basic problem with optical see-through
is that the virtual objects do not completely obscure the real world objects,
because the optical combiners allow light from both virtual and real sources.
Building an optical see-through HMD that can selectively shut out the light
from the real world is difficult. In a normal optical system, the objects are
designed to be in focus at only one point in the optical path: the user’s eye.
Any filter that would selectively block out light must be placed in the optical
path at a point where the image is in focus, which obviously cannot be the
user’s eye. Therefore, the optical system must have two places where the image

is in focus: at the user’s eye and the point of the hypothetical filter. This makes
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the optical design much more difficult and complex. No existing optical see-
through HMD blocks incoming light in this fashion. Thus, the virtual objects
appear ghost-like and semi-transparent. This damages the illusion of reality

because occlusion is one of the strongest depth cues.

In contrast, video see-through is far more flexible about how it merges the
real and virtual images. Since both the real and virtual are available in digital
form, video see-through compositors can, on a pixel-by-pixel basis, take the
real, or the virtual, or some blend between the two to simulate transparency.
Because of this flexibility, video see-through may ultimately produce more

compelling environments than optical see-through approaches.

. Wide field-of-view: Distortions in optical systems are a function of the radial
distance away from the optical axis. The farther one looks away from the center
of the view, the larger the distortions get. A digitized image taken through
a distorted optical system can be undistorted by applying image processing
techniques to unwarp the image, provided that the optical distortion is well
characterized. This requires significant amounts of computation. It is harder
to build wide field-of-view displays with optical see-through techniques. Any
distortions of the user’s view of the real world must be corrected optically,
rather than digitally, because the system has no digitized image of the real
world to manipulate. Complex optics are expensive and add weight to the
HMD. Wide field-of-view systems are an exception to the general trend of

optical approaches being simpler and cheaper than video approaches.

. Real and virtual view delays can be matched: Video offers an approach for
reducing or avoiding problems caused by temporal mismatches between the
real and virtual images. Optical see-through HMDs offer an almost instanta-
neous view of the real world but a delayed view of the virtual. This temporal
mismatch can cause problems. With video approaches, it is possible to delay

the video of the real world to match the delay from the virtual image stream.

. Additional registration strategies: In optical see-through, the only information
the system has about the user’s head location comes from the head tracker.
Video blending provides another source of information: the digitized image of
the real scene. This digitized image means that video approaches can employ

additional registration strategies unavailable to optical approaches.
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5. Easier to match the brightness of real and virtual objects.

2.1.3.4 Image Focus and Contrast

Image focus can be a problem for both optical and video approaches. Ideally,
the virtual should match the real. In a video-based system, the combined virtual
and real image will be projected at the same distance by the monitor or HMD optics.
However, depending on the video camera’s depth-of-field and focus settings, parts
of the real world may not be in focus. In typical graphics software, everything is
rendered with a pinhole model, so all the graphic objects, regardless of distance, are
in focus. To overcome this, the graphics could be rendered to simulate a limited
depth-of-field, and the video camera might have an autofocus lens. In the optical
case, the virtual image is projected at some distance away from the user. This
distance may be adjustable, although it is often fixed. Therefore, while the real
objects are at varying distances from the user, the virtual objects are all projected
to the same distance. If the virtual and real distances are not matched for the
particular objects that the user is looking at, it may not be possible to clearly view
both simultaneously.

Contrast is another issue because of the large dynamic range in real environ-
ments and in what the human eye can detect. Ideally, the brightness of the real
and virtual objects should be appropriately matched. Unfortunately, in the worst
case scenario, this means the system must match a very large range of brightness
levels. The eye is a logarithmic detector, where the brightest light that it can han-
dle is about eleven orders of magnitude greater than the smallest, including both
dark-adapted and light-adapted eyes. In any one adaptation state, the eye can cover
about six orders of magnitude. Most display devices cannot come close to this level
of contrast. This is a particular problem with optical technologies, because the user
has a direct view of the real world. If the real environment is too bright, it will wash
out the virtual image. If the real environment is too dark, the virtual image will
wash out the real world. Contrast problems are not as severe with video, because
the video cameras themselves have limited dynamic response, and the view of both
the real and virtual is generated by the monitor, so everything must be clipped or

compressed into the monitor’s dynamic range.
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2.1.3.5 Portability

In almost all Virtual Environment systems, the user is not encouraged to walk
around much. Instead, the user navigates by "flying” through the environment,
walking on a treadmill, or driving some mockup of a vehicle. Whatever the tech-
nology, the result is that the user stays in one place in the real world. On the
contrary space related AR applications, will need to support a user who will move
in a large environment. In space related applications, usually AR scenarios require
the user to be at the place where the task is to take place, Robot teleoperations
are an exception, but will be regarded as a simplified case of nominal EVA AR ap-
plications. Therefore, AR systems will place a premium on portability. The scene
generator, the HMD, and the tracking system must all be self-contained and capable

of surviving exposure to the environment.

2.1.3.6 Registration

One of the most basic problems currently limiting Augmented Reality appli-
cations is the registration problem. The objects in the real and virtual worlds must
be properly aligned with respect to each other, or the illusion that the two worlds
coexist will be compromised. Registration problems also exist in Virtual Environ-
ments, but they are not nearly as serious because they are harder to detect than in
Augmented Reality. Since the user only sees virtual objects in VE applications, reg-
istration errors result in visual-kinesthetic and visual-proprioceptive conflicts. Such
conflicts between different human senses may be a source of motion sickness. Be-
cause the kinesthetic and proprioceptive systems are much less sensitive than the
visual system, visual-kinesthetic and visual-proprioceptive conflicts are less notice-
able than visual-visual conflicts. For example, a user wearing a closed-view HMD
might hold up her real hand and see a virtual hand. This virtual hand should be
displayed exactly where she would see her real hand, if she were not wearing an
HMD. But if the virtual hand is wrong by five millimeters, she may not detect that
unless actively looking for such errors. The same error is much more obvious in a
see-through HMD, where the conflict is visual-visual. Furthermore, a phenomenon
known as visual capture makes it even more difficult to detect such registration
errors. Visual capture is the tendency of the brain to believe what it sees rather

than what it feels, hears, etc. That is, visual information tends to override all other
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senses.

Registration errors are difficult to adequately control because of the high ac-
curacy requirements and the numerous sources of error. These sources of error can
be divided into two types: static and dynamic. Static errors are the ones that cause
registration errors even when the user’s viewpoint and the objects in the environ-
ment remain completely still. Dynamic errors are the ones that have no effect until
either the viewpoint or the objects begin moving. For current HMD-based systems,
dynamic errors are by far the largest contributors to registration errors, but static

errors cannot be ignored either.

2.2 Vision Based Sensing Techniques

Registration based solely on the information from inertial tracking systems
is like building an ”open-loop” controller. The system has no feedback on how
closely the real and virtual actually match. Without feedback, it is difficult to
build a system that achieves perfect matches. However, video-based approaches can
use image processing or computer vision techniques to aid registration. Since video-
based AR systems have a digitized image of the real environment, it may be possible
to detect features in the environment and use those to enforce registration. They
call this a "closed-loop” approach, since the digitized image provides a mechanism
for bringing feedback into the system. In some AR applications it is acceptable to
place fiducials in the environment. These fiducials may be LEDs (Light Emitting
Diodes) or special markers. The locations or patterns of the fiducials are assumed
to be known. Image processing detects the locations of the fiducials, then those are
used to make corrections that enforce proper registration. These routines assume
that one or more fiducials are visible at all times; without them, the registration
can fall apart. But when the fiducials are visible, the results can be accurate to one
pixel, which is as close as one can get with video techniques. Instead of fiducials,
template matching could be used to achieve registration. Template images of the
real objects are taken from a variety of viewpoints. These are used to search the
digitized image for the real object. Once that is found, a virtual wireframe can
be superimposed on the real object. Recent approaches in video-based matching
avoid the need for any calibration. Another approach could be extracting contours
from the video of the real world, then use optimization techniques to match the

contours of the rendered 3-D virtual object with the contour extracted from the
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video. Note that calibration-free approaches may not recover all the information
required to perform all potential AR tasks. For example, these two approaches
do not recover true depth information, which is useful when compositing the real
and the virtual. Techniques that use fiducials as the sole tracking source determine
the relative projective relationship between the objects in the environment and the
video camera. While this is enough to ensure registration, it does not provide all the
information one might need in some AR applications, such as the absolute (rather
than relative) locations of the objects and the camera. Absolute locations are needed
to include virtual and real objects that are not tracked by the video camera, such as
a 3-D pointer or other virtual objects not directly tied to real objects in the scene.
Additional sensors besides video cameras can aid registration. Laser rangefinders
can acquire an initial depth map of the real object in the environment. Given a
matching virtual model, the system can match the depth maps from the real and
virtual until they are properly aligned, and that provides the information needed

for registration.
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2.3 Previously Implemented Interfaces for Space Application

Current methods of information management in the space suit are largely
unchanged from those used during the Apollo lunar missions of 1969-1972. A small
booklet of emergency procedures (Figure 2.6 ) is mounted on the left arm of the

space suit.

Hooklet

Figure 2.6: Small booklet of emergency procedures mounted on the EMU

left arm. (courtesy of James Blair )

Control of radio communications and monitoring of space suit life support
functions is accomplished using the display and control module (DCM) on the front
of the suit, which includes a small alphanumeric display. The communications car-

rier assembly (CCA), a headset with redundant noisecanceling microphones, en-
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ables hands-free voice communications. Intra-vehicular activity (IVA) astronauts or
ground personnel help choreograph EVA activities by communicating each step in
a task sequence over the radio to the EVA astronauts. Benefits of suit-accessible
hands-free information access and a visual information display were recognized by
NASA in the 1980s, when a voice activated computer system with a helmet mounted
display (HMD) was proposed for extravehicular activity [8] and a prototype system
was developed [9]. This system included a suitexternal HMD that achieved 320 by
220 resolution but suffered from high power consumption (45+ watts versus the
EMU total of 58 watts) and field-of-view obstructions. Three additional HMD de-
signs were subsequently developed but none of the four designs was considered for
implementation because of great increases in packaging required to incorporate each
design into the low profile helmet, protective visor, and solar visor subassemblies of
the EMU [10]. A prototype electronic cuff checklist (Figure 2.7 ) was later devel-
oped and flown during four Shuttle flights, but problems of glare, lack of contrast,
small font size, cold intolerance, and work envelope interference were noted [11] [7].

Subsequently some attention was devoted to IVA AR wireless visors [6] for
robot control and teleoperations, but technological implementation challenges lead

to the abandonment of the concept.

2.4 SSL In-House Software Suites

The Space Systems laboratory at the University of Marlyand has developed
several software suites in the past that allow communications, monitoring and con-
trol of the various systems developed. The MX-2 is equipped with an on board
computer (Mac-Mini) that allows the execution of these applications. The aim of
this section is to introduce these programs since the AR software implemented in

this research effort will be using them.

2.4.1 DMU: Data Management Unit and the HUB

The DMU allows us to acquire and convert analogue readings from all the
sensors in the MX-2 spacesuit analogue in digital data. These readings are funda-
mental for all operations since they allow the support team to monitor the subject
and the suit status at all times. The sensors in the suit primarily monitor pressures

of: suit, ambient, electronics box, emergency air supplies, and the pneumatic seal.
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Figure 2.7: NASAs electronic cuff checklist prototype using a liquid

crystal display and touch screen control interface. (courtesy of NASA )

The MX-2 is also equipped with a CO2 sensor and a heart rate monitor that help
assess the subject’s physical workload and health. The DMU in particular acquires
the voltage outputs from the sensors and then through the RCL passes the raw data
to the HUB that distributes it through the network. Both the DMU and the HUB

are run on the embedded computer in the MX-2.

2.4.2 (CS: Control Station

The CS is the support team application for monitoring the MX-2 during oper-
ations. This application can be run on any machine that is on the SSL network. It
acquires the raw data from the HUB and converts the voltage readings in adequate
physical units of the quantity the specific sensor is reading. The support team uses

the CS to monitor that sensor readings are within nominal ranges. Experimental
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applications of the CS allow alternative in-suit CS data access to the test subject

through voice commands.

2.4.3 RCL: Ranger Communications Layer

The Ranger Communication Layer (RCL) function is to interface programs
enabling them to pass data to one another. The MX-2 System utilizes the RCL
to send and receive commands and data thought the SSL network. In particular
the MX-2 broadcasts the suit status parameters such as system pressures, subject’s
heart rate, CO2 readings, etc. MX-2 also transmits and receives voice-recognition
commands through this system. The AR software suite uses the RCL to commu-
nicate to the suit’s DMU and access all suit parameters and voice commands. The
use of the RCL will be fundamental in the future when the AR software suite will
be able to, for example access data stored on a server and respond to voice com-
mands. The possibilities are endless. RCL technology allows extreme flexibility in
future interfaces and AR features implementation without requiring fundamental

modifications or redesign of currently implemented software applications.
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2.5 ARToolkit

ARToolKit is a C and C++ language software library that lets programmers
easily develop Augmented Reality applications. Augmented Reality (AR) is the
overlay of virtual computer graphics images on the real world, and has many po-
tential applications in industrial and academic research. One of the most difficult
parts of developing an Augmented Reality application is precisely calculating the
user’s viewpoint in real time so that the virtual images are exactly aligned with
real world objects. ARToolKit uses computer vision techniques to calculate the real
camera position and orientation relative to marked cards, allowing the programmer
to overlay virtual objects onto these cards. The fast, precise tracking provided by
ARToolKit should enable the rapid development of many new and interesting AR

applications. ARToolKit includes features such as:
e Simple framework for creating real-time augmented reality applications

e Multiplatform library (Windows, Linux, Mac OS X, SGI)

e Overlays 3D virtual objects on real markers ( based on computer vision algo-
rithm)

e Multi platform video library with:

Multiple input sources (USB, Firewire, capture card) supported

Multiple format (RGB/YUV420P, YUV) supported

Multiple camera tracking supported

GUI initalizing interface

e Fast and cheap 6D marker tracking (real-time planar detection)
e Easy calibration routine

e Simple graphic library (based on GLUT)

e Fast rendering based on OpenGL

e 3D VRML support

e Simple and modular API (in C)
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e Other language supported (JAVA, Matlab)
e Complete set of samples and utilities

e OpenSource with GPL license for non-commercial usage

ARToolkit source: (http://www.hitl.washington.edu/artoolkit/) This collec-

tion of libraries is open source and is avaliable for free on the web.

2.5.1 Computer Vision Algorithm

ARToolKit is based on a basic corner detection approach with a fast pose

estimation algorithm. The ARToolKit tracking works as follows:

1. The camera captures video of the real world and sends it to the computer.

2. Software on the computer searches through each video frame for any square

shapes.

3. If a square is found, the software calculates the position of the camera relative

to the black square.

4. Once the position of the camera is known a computer graphics model is drawn

from that same position.

5. This model is drawn on top of the video of the real world and so appears stuck

on the square marker.

6. The final output is shown back on the display, so when the user looks through
the display they see graphics overlaid on the real world.

Figures 2.8 , 2.9 and 2.10 summarize these steps. ARToolKit is able to
perform this camera tracking in real time, ensuring that the virtual objects always

appear overlaid on the tracking markers.
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Figure 2.9: ARToolkit marker identification
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2.5.2 Limitations of AR Systems

There are some limitations to purely computer vision based AR systems. Nat-
urally the virtual objects will only appear when the tracking marks are in view. This
may limit the size or movement of the virtual objects. It also means that if users
cover up part of the pattern with their hands or other objects the virtual object will
disappear. There are also range issues. The larger the physical pattern the further
away the pattern can be detected and so the great volume the user can be tracked
in. Table 2.1 shows some typical maximum ranges for square markers of different
sizes. These results were gathered by making marker patterns of a range of different
sizes (length on a side), placing them perpendicular to the camera and moving the

camera back until the virtual objects on the squares disappeared.

Pattern Size (inches) | Usable Maximum Distance (inches)
2.75 16
3.50 25
4.25 34
7.37 50

Table 2.1: Tracking range for different sized patterns

This range is also affected somewhat by pattern complexity. The simpler the
pattern the better. Patterns with large black and white regions (i.e. low frequency
patterns) are the most effective. Replacing the 4.25 inch square pattern used above,
with a pattern of the same size but much more complexity, reduced the tracking
range from 34 to 15 inches. Tracking is also affected by the marker orientation
relative to the camera. As the markers become more tilted and horizontal, less and
less of the center patterns are visible and so the recognition becomes more unreliable.
Finally, the tracking results are also affected by lighting conditions. Overhead lights
may create reflections and glare spots on a paper marker and so make it more
difficult to find the marker square. To reduce the glare, patterns can be made from
more non-reflective material. For example, by gluing black velvet fabric to a white

base.
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2.5.3 Benchmarks

In order to evaluate accuracy of the marker detection, detected position and
pose were recorded while the square marker with 80[mm] of side length was moved
in depth direction with some slants. Figure 2.11 shows errors of position. Figure
2.12 shows detected slant. This result shows that accuracy decreases the farther the

cards are from the camera [3].
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Figure 2.11: Effective Range vs Pattern Size
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Figure 2.13: Tracking Offset Error vs Angle

2.6 Speed versus Accuracy Decisions in Task Performance

Previous studies adress that subject’s regulatory focus influences speed ver-

sus accuracy decisions in different tasks. According to the regulatory focus theory,
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promotion focus concerns with accomplishments and aspirations produce strategic
eagerness whereas prevention focus concerns with safety and responsibilities produce
strategic vigilance. It has been shown that faster performance and less accuracy in
simple tasks were achieved for participants with a chronic or situationally induced
promotion focus when compared to participants with prevention focus. It was also
shown that as participants move closer to the goal of completing the task, speed
increases and accuracy decreases for participants with a promotion focus, whereas
speed decreases and accuracy increases for participants with a prevention focus.
A promotion focus leads to faster proofreading compared to a pre- vention focus,
whereas a prevention focus leads to higher accuracy in finding more difficult errors
than a promotion focus. Through speed and searching for easy errors, promotion
focus subjects maximize proofreading performance.It is shown that speed/accuracy
(or quantity/quality) decisions are influenced by the strategic inclinations of partic-

ipants varying in regulatory focus rather than by a built-in trade-off[18]
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Chapter 3

HARDWARE AND SOFTWARE DEVELOPMENT

In this chapter the hardware development phase of the HUD, the HMD and
the digital pin-hole board will be described in detail. The main philosophy behind
the development, was the use of available off-the-shelf components which lead to
modifications and combinations of the previous. The first system is an LCD based
Head Up Display built for integration in the MX-2 spacesuit analogue of the Uni-
versity of Maryland’s Space Systems Laboratory. This HUD was very useful for the
development of the HMD beacuse initial experimentation identified important fea-
tures and details that needed to be considered in future designs. The second system
is based on a see through Head Mounted Display. This upgraded system has a dif-
ferent typology from the HUD but there are many common features. This chapter is
divided in three main sections respectively associated to each system. Each section
is then divided in subsections describing: requirements, system development, design
considerations, and software developed. Appendices will be referenced for hardware

specifications data sheets and software source code.
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3.1 HUD:

The first attempt made was to build a Head Up Display that would use an
LCD screen because of its partial transparency, small packaging and low power
requirements.An off the shelf LCD screen was selected for implementation. Due to
availability a 47 LUMIX LCM 480234GF-40CF screen was used. Specifications of
the LCD can be found in Appendix A.

Figure 3.1: HUD in the MX-2 Spaceuit Analogue (UMD SSL, 2008)

This simple and robust interface has been a great source of information for
developing increasingly complex applications of In-Suit Digital displays, The HUD
has undergone qualitative testing in the latest MX-2 operations, and rapidly demon-
strated that it could be a very useful, non critical interface. Although it is by far not
an optimal solution for displaying digital information, its testing has defined highly

desirable features that should be introduced in the future spacesuit environments.

3.1.1 Design Requirements

Design requirement for the system are as follows:
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The system shall fit in the current MX-2 helmet assembly without interfering

with installed equipment and with the subject’s head workspace

The system shall be non-critical for operations purposes.

The system shall have small power requirements.

The system must be located outside the subject’s main workspace field of view.
The system must not be a source of electrical or mechanical hazard.

Wires, connectors and casing shall allow easy removal and servicing.

The system shall be integrated with the current MX-2 systems.
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3.1.2  System Development

Figure 3.2: HUD Assembly in the MX-2 Spaceuit Analogue (UMD SSL, 2008)

The initial purpose of the HUD was to enable the test subject in the suit to
have hands-free access specific task to information such as checklists and diagrams.
The system was developed by stripping down the original LCD screen. The back-
lamp was removed in order to clear the back of the screen, allowing the user to see
through it. The electronics that were originally mounted behind the back-lamp were
relocated on the side of the LCD and finally, the original mount was removed and

a new mount was designed and built. The mount is divided in three main sections:
e The electronics casing:

The electronics casing is an aluminum box divided in two halves. The bottom
half is rigidly connected to the L. mount bracket through two screws and it is at-
tached to the top half by four screws. The top half is rigidly connected to the LCD
electronics by three pass-through screws. The electronics and the casing are not in
direct contact in order to avoid short circuit paths due to the metal casing, therefore

a separation layer was introduced between the two elements. The separation layer
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is composed of two elements: An insulation layer and a vibration damping medium.
Insulation is achieved by coating the bottom of the electronics board with electric
insulation tape, while vibration damping is achieved through a 1/4 in thick soft foam
layer. The foam is then positioned between the board and the metal casing and it
is held in place by mechanical pressure induced by the three mounting pass-through
screws. The top half also incorporates the power and video-in connectors, an on/off
switch and the attachment points for the LCD frame mounts. The bottom half in-
cludes a pass-through hole for the video feed ribbon connector from the electronics
board to the LCD.

e The L mount bracket

The L mount bracket allows the HUD to be mounted inside the MX-2 helmet.
It is attached to the suit’s HUT (Hard Upper Torso) through the drinking bag
mount screw. Due to mount points availability the HUD had to occupy the drink
bag mount, therefore relocation of the previous was necessary. An additional drink
bag mount screw was introduced on the L. mount bracket, allowing the system to
coexist with the drink bag. The mount is a curved L shaped aluminum beam, that
runs on the right side of the HUT helmet section with a velcro lip on the bottom.
The curvature of the beam is slightly bigger than the HUT’s allowing the mount to
be pressure fit in the HUT when the mount screw is tightened. A velcro lip was also
added to avoid accidental rotation of the mount and it anchors on the drink bag
bottom velcro restraint. The L mount bracket is then connected to the HUT and
required to be bent in order to locate it inside the helmet assembly. Although fairly
stiff, it could still allow the HUD to vibrate and impact on the helmet bubble. For
this reason, foam padding has been added on the back side of the mount in order

to dump such vibrations and provide adequate separation between the two.
e The LCD frame support

The LCD frame is composed of two U shaped aluminum beams in which the
LCD frame is pressure fit. These two beams are each connected through a single
screw to the top half of the electronics casing. The two beams are also bent inwards
in order to reduce the viewing angle of the screen, and to avoid impact of the LCD

edges on the helmet bubble.
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In order to satisfy design requirements, all hardware edges were rounded to
avoid accidental injury of the test subject. An element of concern was also a particu-
lar HUD failure scenario that induced the LCD to shatter. The LCD walls are made
of glass that due to the fragile nature of the material could induce small pieces of
collide with the test subject’s face potentially causing severe injury. On this matter
research was conducted to assess the risk involved in this scenario. After analyzing
the LCD screen it was noticed that the screen is coated with a plastic adhesive layer
that bonds the two sides of the screen avoiding fragment diffusion in the event of
a screen fracture. Power requirements were also satisfied since the nominal power
consumption of the original screen was estimated to be 5 W, which included the
electronics, LCD and backlamp. Since the backlamp was removed, we can safely

assess, although it was not measured, that power consumption has been reduced.

Figure 3.3: HUD Assembly in the MX-2 Spaceuit Analogue Closeup
(UMD SSL, 2008)

As part of the integration process, in order to connect the HUD to the electron-
ics in the MX-2 electronics box, a pass through connector was necessary. The first

pass through connector was designed to pass: Power (17.5V DC), video feed (NTSC
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composite), and also incorporated several signal channels cables for future interfaces.
The pass through connector is a hollow double side threaded plug in which the ca-
bles were passed and kept in place by filling the empty space with epoxy. The filling
was necessary since the pass through would connect two section of the suit which
have to be kept isolated due to different pressurization. The pass through mount is
located just below the communications. connector on the suit entry door assembly,
therefore the wires coming from the plug to the HUD had to be routed inside the
HUT in order to avoid interference with the test subject. The routing of the cables
was achieved through velcro pads that hold together and in place the wires while
they pass through the suit. Inside the electronics box the wires are connected as
follows: Power is attached to the main power line mammoth connector that feeds
17.5V DC, while the video signal is connected to the SVGA-to-Composite adapter
connected to the suit’s Mac-mini.

The system integrates in the MX-2 operations procedures easily since it just
requires to be turned on through the switch mounted on the back of the electronics
casing before the test subject gets in the suit, and it requires to be turned off once

operations are complete.
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3.1.3 Design Considerations

Qualitative testing of the system [12] revealed much useful information such

as:

Figure 3.4: HUD displaying text and font sizes.

e Color, Contrast and Pixelation:

During testing in the tank, it was noticed that there are several colors which
are practically unusable such as cyan, yellow and orange. In the original LCD
setup, the backlamp provided an homogeneous source of white light that increased
contrast on the LCD. Its removal induced a large reduction of contrast capabilities
therefore dim colors became indistinguishable. This result limits the capabilities of
the HUD especially when colors are required for task information such as checklists
that include wire color coding or video display. Also the low resolution of the screen
and the dimensions of it delivered a displayed image in which each pixel could be
distinguished. Images of diagrams that were displayed were poor in quality and

looked blurry.
e Proximity to the subject’s eyes
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Due to the relatively confined available space in the MX-2 helmet, the HUD had
to be positioned relatively close to the subject’s eyes (approximate distance: 10-12
cm, while a comfortable distance would be around 18-20 c¢m), making it hard to
focus on. Although the HUD was always readable by the subject, it was noticed
during testing that whenever information had to be accessed through the HUD the
subject would pull their head back to increase the distance. This comfort factor
cannot be disregarded for two main reasons: The first is that the MX-2 Helmet
is much larger than current spacesuit helmets therefore moving the head back is
an option for MX-2 operations but in general this cannot be guaranteed. Second,
reading the HUD would require the subject to re-focus on a very different distance,
but in this case also to change radically their focus of attention. This would cause
a temporary reduction in situational awareness, and would not satisfy the main

assumption behind this study.
e Transparency

Although the LCD screen is partially transparent (approximatley 10 / transparent),
during testing we noticed that the subjects would hardly try to look at objects
through the HUD. The main reasons lies in the fact that the LCD alters colors
and the sharpness of the objects behind it, making it very uncomfortable to look
through. Details are hidden and shapes are blurred. This effect was noticed early
in the development phase and it was the main rationale behind the introduction of

the ”out-of the main workspace field-of-view” requirement.

3.1.4 Software Development

Software wasn’t specifically designed for the HUD since it integrates in the
standard computer video output capabilities. However, applications that benefitted
from the HUD’s capabilities, were many. Just to mention a few: Voice recognition,
allowed to display multimedia content on the HUD on command, such as Checklists,
Data sheets, Diagrams, video streams, etc. The test subject was also able to access
the suit’s CS (Control Station), allowing them to know the real-time status of the

suit.
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3.2 HMD:

Figure 3.5: Final HMD assembly on Support (UMD SSL, 2008)

The HMD system was developed after the HUD in order to compensate on
some of the drawbacks of the first system such as: Poor transparency, uncomfortable
eye relief, limited color and contrast display capability. Also, research done in the
HUD development pointed to several very desirable features that we wanted to
implement in the new system including: Augmented Reality and in field-of-view
information display techniques. These new features required a different approach
on the system design. The monitor based interface approach was abandoned and
an optical see-through design was used instead. This approach required the use
of optical combiners and video input devices in a Head Mounted Display (HMD)

assembly.
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3.2.1 Design Requirements

Design requirements for the system are as follows:

e The system shall fit in the current MX-2 helmet assembly without interfering

with installed equipment and with the subject’s head workspace
e The system shall be non-critical for operations purposes.
e The system shall have small power requirements.
e The system shall be light weight and shall not induce discomfort to the subject.
e The system must not be a source of electrical or mechanical hazard.
e Wires, connectors and casing shall allow easy removal and servicing.
e The system shall be integrated with the current MX-2 systems.

e The system shall be as transparent as possible, and shall not compromise

operations that do not require the use of the specific system.

e The system shall be capable of recognizing and tracking targets for AR pur-

poses

3.2.2  System Development

Due to availability, a SONY Glasstron PLM-S600 HMD system was selected.
Additional information on the original system can be found in Appendix A. The
HMD was initially tested and it was noted that modification to the original system
was necessary. The first thing that was noted, was that the HMD was both AR
and VR capable. This was achieved through a secondary black and white LCD
mounted after the optical combiners that could be darkened or lightened by the user
through the HMD integrated control module. This flexible LCD was not necessary
for the application we were interested in and it also caused a reduction in the
transparency characteristics of the system. An additional layer meant to prevent
dust and mechanical damage to the HMD optics was also present and participated
in reducing transparency. While testing the HUD we understood the importance

of transparency therefore it was chosen to remove both layers. This resulted in a
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Figure 3.6: Final HMD assembly electronics and mount colseup (UMD SSL, 2008)

significant, although still not optimal increase in the transparency characteristics of
the system.

Further preliminary testing of the system also revealed that the original casing
of the HMD was designed to reduce glare on the optical combiners but as a draw-
back, it inhibited the peripheral vision of the subject. Due to our specific application,
we had to keep in mind comfort and claustrophobic effects of the HMD while worn
in a constrained environment such as the MX-2 spacesuit analogue. In order to
regain peripheral vision, the HMD assembly was removed. The system was also
separated from the integrated headphones and head restraint, therefore requiring the
development of a new mount. The new mount was designed to be fitted on the MX-2
comm. system assembly (snoopy-cap) and it is composed of an aluminum curved
beam and two support brackets. The support is then mounted on the snoopy-cap
through two screws positioned on the upper headphones assembly. The support was
intentionally left free to rotate on the snoopy-cap for personal adjustment reasons,
and it is kept in place by two adjustable velcro strips. Further modifications to the
HMD were necessary in order to implement a video input device. On this matter,

several solutions were developed. The first attempt , was to mount a webcam on
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the HMD original casing, but due to the subsequent removal of the casing, it was
necessary to relocate it. Later, a small spider aluminum mount was built and rigidly
mounted to the webcam electronics. This mount was then attached to the HMD
assembly and it used the three legs to adjust the camera alignment. Unfortunately
the webcam used (GENERAL ELECTRIC EasyCam, further information can be
found in Appendix A) delivered very poor performance when connected to the Mac-
mini due to lack of specific drivers for this system. In the preliminary testing of
the camera, we were constrained to use a generic driver application (MACAM) for
Mac OS-X that didn’t enable us to use the full resolution of the webcam and refresh
rate. Although the system was functional, its performance was not sufficient for AR
related target tracking, therefore a new setup was necessary. The initial camera was
chosen due to availability and small packaging, but test results and bechmarks with
AR applications lead to the conclusion that a better and more compatible camera
had to be used. The final camera chosen was an APPLE i-sight firewire camera.
Although this second camera is larger, it delivered acceptable performance, and
included very useful features such as autofocus and compatibility with the OS-X
system. The i-Sight camera was then mounted to the HMD mount through two
velcro strips that enabled the user to align the camera with the HMD.

3.2.3 Design Considerations

Qualitative and quantitative testing of the system generated many interesting
considerations that will be useful in further development of the system, addressing

the specific points that will require more attention.
e HMD Resolution, interpupillary distance and focus distance

The HMD resolution was an item of concern since the early development and testing
of the system. Text was generally hard to read in normal font sizes. Increasing font
size increased readability of text at the price of reduced amount of text that could
be displayed. On the other hand, graphics lacked in detail and were far from being
realistic. Although resolution was an item of concern it was not the main constraint
of the system. Interpupillary distance on the other hand was noted to be a more
severe problem when combined with focusing distance and synthetic overlays of
objects at different distances. The HMD system relies on two separate micro LCD

screens that generate the synthetic image that is combined with the real world by
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the optical combiners. The two identical images are then projected in the user’s field
of view with a certain separation that allows the user to see a single, in-focus image
at about 5 feet of distance. The system is not designed to change the separation of
the two images, therefore if the user focuses at any depth other than 5 feet, they will
see two separate unfocused synthetic images overlaid on an in-focus view of the real
object of attention. This problem could be mitigated but not solved by introducing
independent control of the screens and stereoscopy techniques. This would allow the
user to see a single but not in-focus image. Variable focus of the synthetic image
would be a very desirable feature of future HMD systems although very difficult to
achieve, since it would require variable focus optics as well as recognition of what is

the focus depth of the user.
e HMD field of view, transparency and optical combiners induced distortions

Field of view is one of the major drawbacks of this specific system. The restricted
display area, does not allow to display wide objects or even small object in the
near field of view. This characteristic as it will be later seen will influence greatly
the testing results, and will require the user to orient their head in order to cover
wider objects of attention. The tunnel view effect also reduces the overall immersive
experience of the user, and feels unnatural so it also may induce claustrofobic effects.
These effects if combined with reduced transparency and induced distortions from
the optical combiners, require the user a significant adaptation time. During testing
it has been also noted that although the user might have adapted to the system, it

is highly suggested to limit the time of use to avoid the appearance of side effects.
e HMD Color Display
e Webcam Resolution, view angle, refresh rate and registration

Video input device performance revealed to be crucial for marker identification and
tracking. The higher the resolution of the device, the higher the probability to de-
tect a marker. Resolution also plays a role in the maximum distance at which a
marker could be detected, but on the other hand, one has to keep in mind that the
higher the resolution, the more time it will take the computer to process said images.
More important than resolution is refresh rate. The refresh rate of the camera is
the number of pictures that the camera is able to acquire in a second. Generally

this is limited to 30 fps on general use webcams that although sufficient for video
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acquisition and playback purposes, it is not for optical see-through AR applications.
The main reason behind this is that if a user is looking at a monitor that is dis-
playing a video, the user attention is devoted to the screen and the subject’s head
and eyes are not moving. Therefore although the eyes refresh rate is much higher
than the video/camera refresh rate, the subject doesn’t detect a disturbing delay
between frames since the video is and feels synthetic. When we introduce optical
see-through AR, the user’s mind is tricked to believe that the real and the synthetic
worlds coexist, therefore ambiguities in the two are greatly enhanced. As it will
be seen in the next chapter, during testing, the subjects were very disturbed by
the camera refresh rate since their head and eye movements were much faster than
the camera, which often resulted in delayed and non-registered synthetic images.
Another very important factor in cameras and HMDs is field of view. Current tech-
nology in HMDs and cameras do not allow acquisition and display of fields of view
comparable to the human eyes, this limitation induces an additional discrepancy
between what the user feels as the real and the synthetic world. Lastly, registration
of the HMD with the camera also demanded attention. In the setup that was used
in this study, the camera above the HMD had to be registered by the user each time.
the purpose of this procedure was to make sure that the camera was looking at the
same field of view that the subject was looking at through the HMD. This allowed
the virtual images and the real world to be aligned and overlaid. Unfortunately ideal
registration was often not achieved due to differences in the subjects eye distance
from the HMD, distance from the HMD and the board, etc. The reason behind this
was that, the HMD and the camera optics induce distortions in the viewed images
that are a function of distance from the object of attention and eye-HMD distance.
The HMD was initially calibrated for compensating such distortions under specific
circumstances, and although these effects were secondary if compared to the ones

previously described, they added not negligible discrepancies.

3.2.4 Software Development

The HMD system enabled the introduction of Augmented Reality technology,
therefore software had to be developed in order to recognize, and display registered
synthetic content. Several application were developed using ARToolkit as a starting
point. As described in the previous chapter, ARToolkit is a collection of C++

libraries that allow us to acquire an image from a video input device, analize it,
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and detect if any markers were present. Once a marker has been detected, we can
display 2D or 3D multimedia on the HMD overlayed with the marker. ARToolkit is
an extensive collection of functions, but only a few have been used in this specific

applications, including:
e Single marker detection and 3d VRML content display;
e Single marker detection and 2d or GL content display;
e Multiple marker detection and single 2d or GL content display:

In order to integrate the HMD with the MX-2 system, we also had to integrate
in our software the ability to access RCL data. This enables us to acquire suit
sensors information as well as enabling the user to access data from other systems
that broadcast data through this medium. This feature will probably enable in the
future the ability of the HMD to display robot status information, birds-eye views
of robot mounted cameras, and will increase the supervisory capability of the suited
astronaut. The code developed can be found in Appendix B where each application

is also described in detail.
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3.3 Digital Pin-Hole Board:

Figure 3.7: Digital Pin Hole Board (UMD SSL, 2008)

The digital pin hole board purpose is to provide a simple task for the test
subjects to execute, while allowing the investigator to record execution performance
an accuracy automatically. The board was designed to simulate a nominal repetitive
EVA task as removing screws from, for example, a plate on the ISS or HST. The sys-
tem allows variation of the information feed methodology allowing the investigator

to study the variations in performance and accuracy in a controlled environment.

3.3.1 Design Requirements

Design requirements are as follows:
e The system shall be capable of recording pin insertions times

e The system shall be capable of determining which pin was inserted in which
hole
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the system shall record digital data and shall be compatible with MAC OS-X

systems

The system shall not be a source of mechanical or electrical hazard

The system shall easily be re-configurable

The system shall allow task execution without increasing its complexity

3.3.2  System Development

The pin-hole board is based on a 45 x 25 x 12 ¢m wood tabled, on which 14
holes have been equally distributed in two separate rows. The two horizontal rows
are 15 cm apart. Each row has seven holes each 5 cm apart from the others. All
the holes have been trimmed to allow easier pin insertion. The board also includes
a cable pass through hole in the lower center side. Included in the system are seven
acrylic, hollow, cylindrical pins of dimensions 10 ¢cm in length and 5 mm in diameter.
A cable is then passed through the pins. On the back of the board, two NI-DAQ USB
6008 cards are placed and connected as follows: Holes 1 through 4 are connected
to the analog channels ai0 through ai3 of the first card, while the remaining three
holes are connected to the second card. Unfortunately both cards had only 4 working
analog channels each, hence the two cards. The pin cables are then connected to
the 5V output port of the first A/D card through a voltage divider so that each pin
carries a different voltage. In conclusion, by applying different voltages to each pin,
and different channels on the A/D card to each hole, we can distinguish which pin

has been inserted where.

3.3.3 Design Considerations

e Cables tangling

For the board to record pin insertions, the pins needed to be connected to the
electronics on the back of the board. Connection was achieved through a single cable
attached to each pin. These cables tangled easily during task execution therefore
the task procedure was modified in order to reduce the chances of it affecting the
recorded data. Initially the procedure saw the user leaving the pins in the holes

once inserted. It was later assessed that the procedure could be changed without
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Figure 3.8: Digital Pin Hole Board Electronics (UMD SSL, 2008)

affecting the task by asking the subjects to insert and remove the pins in the holes
leaving the pins hanging on the bottom side of the board. Although not optimal
this procedure avoided: cables tangling during testing and marker occlusion. Future
implementations of the board could see a wire-less pin configuration that would

eliminate this problem.
e Holes clogging

Due to the brittle nature of wood, the extensive use of the board caused it to splinter
and clog the holes after several pin insertions. This phenomenon did not compromise
excessively the data acquisition process, although it required the holes to be cleaned
often. Holes were cleaned by blowing in the hole and removing the wood splinters

from within.
e Holes identification study

Preliminary testing of the system focused mainly on debugging the pin-hole board

software and hardware configuration as well as assessing an effective method of
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distinguishing pins and holes. Several configurations were tested where the pins
were identified by numbers and the holes by first letters, then shapes, and finally
colors. Results showed that letters and numbers were the most effective solution

since they provided an order reference to the subject, reducing the task complexity.
e Pins reconfiguration after each task

The board, required the subjects to reconfigure the pins after each trial. This task
was not timed during the experiment and it was necessary since the board has no

capability of determining the initial configuration of the pins.

3.3.4 Software Development

For testing purposes three specific software applications were developed for use
with this board. The applications enable us to acquire digital data from the board
such as, which pin was inserted where, and when it was inserted. The applications
also evaluate if the trials were executed correctly and return a log file that includes
all the experiment history. These applications are independent of the type ofthe pin
hole identification method used, as long as the reference file is formatted properly.

Further details on the specific applications can be found in Appendix B.
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Chapter 4
TESTING: Performance and Accuracy Impact on Simple
Unrehearsed Tasks

In the previous chapters, it has been seen that the introduction of digital
information displays would enable several interesting features for future EVA and
IVA. Intrinsic benefits aside, the point of interest of this study is to understand the
main features and characteristics of see-through HMDs on which future development
should focus in order to increase usability, user response, task performance and
accuracy. Unfortunately previous experience on these systems for this particular
application is very limited, therefore nothing could be assessed beforehand. In this
experiment a simple unrehearsed task was simulated by asking the subject to remove
a specific peg and insert it in a different hole on a digital pin-hole board. Similar
tasks (although not unrehearsed) can be seen on current EVAs. A good example
for this would be the future STS-125 mission, where astronauts will service the
Hubble Space Telescope and will have to remove several hundred screws and bolts
from the external panels of the telescope before being able to service the internal
systems. In the previous example, one could struggle to see similarities since the
described task, is rehearsed extensively and assisted through voice communication
with Mission Control. But what if a similar task had to be executed a few years
from now either on the Lunar or Martian surface or in orbit around Mars to repair
an unforeseen system failure? In this case, similarities are easier to see. Voice
communication would be impractical and it would be reasonable to assume that
the astronauts would not have rehearsed the task extensively beforehand. So given
the actual state of EVA systems, the following experiment was designed to compare
today’s information display systems (paper checklists) with an HMD based system
in two different configurations. Relevant aspects in the comparison will be task
execution performance and accuracy in the execution. The experiment was divided

in three sections in the attempt to isolate and identify these factors:

e Set a baseline. For this purpose, the first test (Paper Cards) was included in
order to measure: The time it takes a subject to find and focus on the deck of

cards; Find, read and understand a specific instruction; Focus on the board;
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Find the specific pin and hole, and finally execute the motory task.

e The second Test, was included in order to measure performance when the
subject was not required to find and focus on the deck of cards. This was
achieved by including an HMD system capable of displaying the task informa-
tion directly in the user’s field of view, while still allowing them to see through

it.

e Finally the third test, was designed in order to reduce or ideally eliminate
the subject’s cognitive processes as: Finding the instruction, reading and un-
derstanding it and identifying the pin and the hole. This was achieved by
displaying on the HMD a graphical overlay with lines connecting the pins and
the holes. In this case, the subject was not required to recognize or read

anything, the only thing that they would have to do is to follow the lines.

This experiment was designed to be a within subjects experiment indicating
that each subject would execute all three tests, in the same order. In each Test,
subjects would use one of the three sets of cards that were generated and the order
in which they would use the cards was randomized for each subject. The three sets
of cards were equivalent for statistical purposes. The cards and instruction sets will

be further described later in this chapter.

4.1 Experiment Hypothesis

The experiment’s purpose is to study performance and accuracy benefits if any,
resulting from the use of in-field-of-view information display system when executing
a simple unrehearsed task. Secondary goals are the identification of fundamental
HMD characteristics for future hardware development, as well as studiing the user

reponce to the system.

4.2 Experimental Protocol

4.2.1 Test Subject selection

Subjects will be adult students (over 18 years of age), faculty or staff from the
College of Engineering of the University of Maryland. The number of subjects in the
study will be between 10 and 15. The subjects will not be selected for race, ethnic
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origin, religion, or any social or economic qualifications. Ineligibility to the study
will be caused exclusively from physical impairment that is expected to reduce speed
and accuracy in movements. Subjects will be recruited formally through email. The
recruitment email will be sent exclusively to the SSL Faculty, Students and Staff.
Study participation will be completely voluntary. Subjects can withdraw from the

study at any time for any reason.

4.2.2 Method

4.2.2.1 Test 1: Paper Cards

In this first set of trials, the user will receive a small deck of cards, containing
the sequences of pin insertions to execute. The deck is made of regular paper and
contains 30 cards stapled together in the upper left corner. Each card contains a
random set of insertions that vary in number from card to card; from a minimum of
2 insertions to a maximum of 7. Each instruction is displayed as a number indicating
the pin identifier followed by an arrow and a letter indicating the hole identifier. In
the experiment, the subject will be asked to execute each sequence of insertions from
the first to the last in vertical order. Three separate decks named DeckA, DeckB and
DeckC were created in matlab by generating two random permutations of numbers
from 1 to 7 and ignoring the the last 0 to 5 numbers in each sequence. The number
of ignored digits, was random as well but the cards were generated in such a way
that the number of insertions per card was equally distributed in each deck. For this
reason, each deck contains a number of cards multiple of 6, containing as many 2
pin insertions cards as 3, 4, 5, 6 and 7 pin insertions per cards. The matlab code for
generating the cards can be found in Appendix B. Once the subject was introduced
to the cards, they were asked to run a minimum of 5 test trials to familiarize with
the system. For this practice trial a different set of cards from the one that would
be used for data acquisition was used, and performance data were not acquired.
Subjects were invited to execute as many familiarization trials as desired. During
the familiarization trials, the subject was taught how to execute each task. The

subject execution sequence can be summarized as follows:

e The subject was asked to position the deck facing downward on a flat surface
in the vicinity of the board. The deck could be positioned anywhere except

directly on the board. Notes on where each subject positioned the deck were
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taken for later comparison and analysis.

e During this experiment a computer was used for recording the subject’s per-
formance. Recording was triggered by the user in each trial by pressing the
“Enter” key on the keyboard on their side. The user could reposition the key-
board during the familiarization trials in order to maximize confort and ease
of use. A note on keyboard position was also taken for later comparison and

analysis

e The subject would then verify the pin’s initial configuration, then once ready
they would flip the deck and simultaneously press the “Enter” key on the
keyboard. This action would initiate the timer on the computer, and give

access to the trial information to the user.

e Once the deck is flipped, the subject was asked to execute as rapidly and
as accurately as possible each set of instructions displayed, starting from the
first to the last, by extracting the first indicated pin from the lower part of
the board, and inserting it in the upper part. Once the pin is inserted, the
computer would recognize the insertion, and return an audio feedback tone

indicating that the insertion was recorded.

e After the audio feedback tone is received by the user, they are asked to extract

the pin and let it hang from its wire on the lower part of the board.

e Once the first pin insertion is executed, the subject will repeat the insertion

sequence until all indicated pins have been inserted.

e After all the indicated pins have been inserted, the timer is stopped and the
subject is asked to reposition each pin in its relative hole and flip a page on

the deck, without looking, and reposition it face down on the chosen surface.

e Once again, when ready, the subject would repeat the sequence for at least 5
times during familiarization or until the last card in the deck during the real
test.

During the test, data was acquired and recorded on a computer in the form of
a log file containing the insertion times of each pin, as well as the pin and the hole

identifiers in which it was inserted. The log file also included an accuracy check, and
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returned for each insertion if it was executed correctly of not. Although the system
is able to distinguish between correct or incorrect insertions, the user is not made
aware of it. Due to the experimental setup, the subjects were also advised on what
to do in case they recognized a wrong insertion. To note is that in each trial, each
pin and hole could be used only once. The recording system would record a pin
insertion, and then disable further readings from the used hole, therefore if the user
misplaced a pin, and then attempted to insert a different pin in the same hole, they
would not receive any audio warning. In this case, the user was told to skim through
the instructions and find a unused hole and insert the pin there. For later analysis,
all the data was filtered beforehand by ignoring any data point corresponding to a
wrong insertion as well as datapoints larger in magnitude than the mean insertion

time for the entire trial plus or minus two standard deviations.

4.2.2.2 Test 2: HMD Virtual Cards

For this part of the experiment, the user was introduced to the HMD system
that would display virtual cards within the user field of view. The experiment setup

was identical to the previous except for the following details:

e The virtual cards were displayed on the HMD system color inverted as in white
text on a black background. The reason behind this choice lies in the HMD
display methodology. The HMD displays information by controlling two micro
LCD screens that filter the light coming from a small white backlamp. In order
to keep the screen transparent, we would have to send a black screen input
to the HMD. In this case, the micro LCD’s would filter all the light coming
from the backlamp and allow the user to see through the optical combiners.
Due to this technical detail, since in this part of the experiment we wanted to
allow the subjects to see both the instructions and the board, the information
display was triggered in order to maximize contrast between the virtual and

the real image, hence the inverted color cards.

e In this second test, due to software implementation difficulties, the user would
use two keyboards instead of one. The two keyboards would be controlling two
differnet computers, one on which the recording software is running and the
other where the cards are displayed and sent to the visor. In order to initiate

each task, the two keyboards were positioned one above the other and the user
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was asked to press simultaneously the “Enter” and the “right arrow” key on

the two keyboards. This would flip the card page and initiate recording.

4.2.2.3 Test 3: HMD Augmeted Reality Graphical Overlay

In the last part of the experiment, the subjects would use, once again, the HMD
system, and although the methodology behind the experiment execution remained
essentially the same as in the previous tests, the information display typology was

very different. Differences from the previous setups are as follows:

e The HMD will make use of the integrated camera to acquire visual information
on the subject’s field of view, it will then recognize, if visible, the fiducials on
the board, and overlay a synthetic image indicating which pin to insert where.
For the system to know where the board is, only one fiducial is necessary.
In this case three fiducial are used for redundancy and due to the fact that
the camera cannot see the entire board at once. The three fiducial allow the
system to recognize where the board is even if the user/camera can see only a
portion of it. Also to note is that multiple fiducials, if detected simultaneously,
increase the accuracy in the estimation of the board position. Instructions were
displayed in the form of a line connecting the pin to be moved and the hole
where it would have to be inserted. The HMD would also display indicators

for both the pins and holes in the form of circles.

e Since the HMD does not allow stereoscopic registration, in order to avoid
confusion to the user, subjects were asked which was their dominant eye and
they were asked to cover the optical combiner on the opposite eye with a small
post-it. This would prevent the user from seeing two different sets of lines
(instructions) due to the different focal distance between the HMD’s optical

combiners and the board.

e Since the HMD configuration and calibration was user dependant, each subject
was asked before commencing the familiarization trials, to calibrate the HMD’s
camera, by rotating it and registering the virtual overlay on the physical board.

Once this was achieved the familiarization test would begin.

e In this scenario, only one keyboard was used to start the timer, and although

the methodology was identical to the first test, in this case, the user would see
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only one instruction at a time. The HMD would display a single line at a time
and once an insertion was recognized the next line would appear. Once all
the trial insertions were executed, the image would freeze and the user would

reset the pins and press “enter” to continue.
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4.3 Experimental Results Analysis

In this section the data analysis will be described in detail. The general ap-
proach during this phase, was to initially validate the data statistically and then
study eventual trends or interesting features. qualitative data was also used in order
to determine the semantics behind the results. The experimental data was acquired

mainly in two ways:

e Questionnaires : Each test subject, was asked to fill in two questionnaires,
one before commencing the experiment and one at the end. In the first ques-
tionnaire, the subject, was asked to fill in his personal information, in order
to define the subject population that participated in the study. The second
questionnaire, on the other hand, was supposed to give the principal investi-
gator feedback on each setup. this data, combined with the performance and
accuracy measurements, allowed a much deeper understanding of the scenarios
that took place.

e Performance and Accuracy Data : Specific software was developed in order
to read from the digital pin-hole board the time at which each pin insertion
occurred. Times per each set were acquired between when the enter button on
the keyboard was pressed and when the first pin was inserted. After the first
insertion of the set, times were recorded between the previous and the next
insertion. The accuracy at which the times were acquired was in the order
of milliseconds, this was dictated by the accuracy of the computer’s internal
clock. Pin insertion accuracy was also recorded by appending, in a log file,

the pin and hole identifiers and the insertion time.
In the same log file, each insertion was identified by the following characteris-
tics:

— Insertion Time

— Pin #

— Hole #

— Accuracy in the form of “Right” or “Wrong” (this parameter was evalu-
ated by comparing the recoded pin and hole identifiers with the desired

ones.)
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— Difficulty from 1 - 7 (this parameter was evaluated by associating distance

that the pin had to be moved with a number from 1 to 7)

Other qualitative data was also acquired during the tests in the form of notes.
These notes were taken by the principal investigator, and they mainly focused on
the subject’s personal procedures, preference in the positioning of the equipment

and also relevant comments that were not included in the questionnaires.

4.3.1 Subjects Population

This experiment ideally would have had to be proposed to a population of as-
tronauts, but due to obvious difficulties in gathering such subjects, students within
the university’s department of Aerospace Engineering were chosen as a suitable ana-
logue. In total 11 subjects participated to the experiment, mostly male graduate
students. Interestingly, the female population in this experiment was comparable
in percentage to the astronaut core (20-30 % ). Within the eleven subjects, only
two had some previous experience with HMDs and it was mainly with VR systems
for gaming purposes. Previous experience was also very limited, therefore it was far
from being a representative parameter for defining a subgroup of subjects. This last
consideration was interesting since it pointed out that although the general popula-
tion is aware of the existence of these devices, they rarely have the opportunity to
use them, indicating that even in the everyday life, HMDs are not too popular. Pre-
vious experience, age range and reduced vision parameters can be seen as the main
differences between this and the ideal population. User preference also pointed out
that subjects could be divided in two significant subgroups: people who preferred
the physical cards and people who preferred the virtual cards on the HMD. As it
will be shown later on in the analysis section, this subgroup division is not plausible
and will be explained later. Lastly an important piece of information was given on
sideffects. From the questionnaires, it resulted that 8 subjects experienced either
headache, eye fatigue or in general disconfort while using the HMD. These sideffects
were described as mild and the subjects did not want to terminate the experiment
prematurely. Although there was no real trend between subjects preference and the
experience of sideffects, it was noted that these were common in subjects who had
difficulties adapting to the system. Further information on HMD adaptation was

gathered both through notes and through the last section of the second questionnaire
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which will be expanded later in the chapter.
The following table summarizes the above description and was acquired in the

first and part of the second questionnaire.

Subject Population and Setup Preferences.

Subjects 11

Age 21-27

Gender 8 Male, 3 Female
Uni. Affiliation 10 Grad, 1 Undergrad
Left/fight Handed 9 Right, 2 Left
Reduced Vision 7

Corrected Vision 7

Color blind 0

Reduced Arm Mobility 0

Previous HMD experience | 2

Experienced Side Effects? | 8

Preferred System

Setup 1 5

Setup 2 5

Setup 3 1
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4.3.2 Performance analysis

A preliminary view to the test results is given by the following graph that

shows the mean pin insertion time per subject for the three tests.
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3-6 T T T
— 6 —Testl é
A4r 4
3 Test 2 //
3.2k /\ — © —Test3 / i
/
\
) o g
o 3} i
8 / \ o) /
N Gﬁ /\ /
) % \ /
£ 28+ ~ | /A g
= & \ /o /
c /
S 26} \ S ]
3 \ , ! ﬁ
Q \ e
o 24f ! ) \ o s\ A
g \ / . Y \ /
_ (4 L ry \ /
%22, & N , @ \G}\< , \ , i
° o / W/ D
E\ / ) Vi
2F N / \ \ / i
\ / @
o ~ @
1.8 b
1-6 Il Il Il Il Il
0 2 4 6 8 10 12

Test Subject ID [1-11]

Figure 4.1: Mean Execution Time per Subject per Test

As it can be seen clearly seen in the above graph, the differences in performance
are small between the first and second setups, while there is no doubt of statistical
difference betwen these two and the third. A second set of results, is the analysis
of the time trend of insertion times. The following graph shows, the time trend for

each subject, for each test.
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Test Subjects Data Slope Comparison
Test 1 mean slope = —-0.0020902
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Figure 4.2: Test Subjects Data Slope Comparison

The previous graph was plotted in order to determine if there were any learning
or fatigue effects during the tests. This was achieved by calculating the mean slope
between data points and insertion order on the entire set of acquired data for each
test. As it can be seen, the slopes are all in the order of millisec/insertion #

From this plot, we can safely assess that learning or fatigue effects was negli-
gible. Overall the time increase or decrease due to these effects would not be more
than 0.1 sec over the entire duration of each test.

Performance were intially analyzed through SAS (Statistical Analysis Soft-
ware). This tool was used to determine if the data acquired in the three setups was
statistically relevant. SAS was setup to run ANOVA (Analysis of Variance) analysis
on a series of scenarios where different sets of data were fed with different statistical
models. SAS was used to acquire raw scattered data and return the probability of
that data to be dependant on certain parameters. The parameters to be analyzed
where defined in the statistical model. Two models have been used, a third order
model and a linear model. The reason why it was chosen to run these two models,

was to quantify the error that we would make when assuming that any eventual de-
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pendand variable was a linear function of time. In order to compare these models,
we had to compare the -2 Residual Log Like Parameter, which indicated the accu-
racy of fit between the model and the data. The assumption behind the comparison
is that the third order model, in general is more reliable, therefore if the -2 Residual
Log Like Parameter for the two models are comparable, it is reasonable to assume
the parameter in question to be a linear function of time. Several scenarios were fed

to SAS and results can be summarized as follows:
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e Generic Mixed Model SAS Input file:

filename resfile ’/homes/maxdc/SAS/DataSAS’;
*Read from file;
data subjects;
infile resfile DLM=’,” FIRSTOBS=2;
input SubjectID PinPerTask Pin Hole Difficulty TestID Time Correct;
run;
*Create model;
proc mixed data=subjects;
class PinPerTask Difficulty TestID SubjectID;
model Time = PinPerTask—Difficulty—TestID ;
random SubjectID /subject=SubjectID;

run;

e SAS: ANOVA Mixed Model Analysis

The first model fed was:

Time = PinPerTask — Difficulty — TestID

The above syntax in SAS will return the dependency probability of all possible
combinations of the PinPerTask, Difficulty and TestID parameters. The analysis was
done on 7 different sets of data in order to compare the three test setups. First SAS
was input the complete data from all three setups, then the single tests and finally

the three combinations. Results are as follows:

67



SAS: ANOVA Mixed Model Analysis Results

Parameter All Tests Test 1 Test 2 | Test 3

Cov. SubjectID 0.1270 0.09969 | 0.1017 | 0.3264

PinPerTask 0.8482 0.6716 0.5451 | 0.0864

Difficulty i-0001 0.4736 0.0028 | 0.0007

PinPerTas*Difficulty 0.3197 0.9996 0.1410 | 0.7523
TestID i.0001 - - -
PinPerTask*TestID 0.0262 — — -
Difficulty*TestID 0.0532 - - -
PinPer*Diffic*TestID 0.9599 - - -

Parameter Test 1-2 | Test 2-3 | Test 1-3

Cov. SubjectID 0.0750 0.1491 0.1128
PinPerTask 0.4750 0.6647 0.7137
Difficulty 0.0159 i.0001 0.0156
PinPerTas*Difficulty 0.7685 0.1048 0.9921
TestID 0.1206 i-0001 i-0001
PinPerTask*TestID 0.8249 0.0383 0.1363
Difficulty*TestID 0.8513 0.1539 0.1272
PinPer*Diffic*TestID 0.9974 0.8840 0.9902

In the above tables, except for the Covariance between SubjectIDs, all the
numbers indicate wether the parameter was significant or not. In order to quantify
this, SAS examines the model by normalizing the dependant variable (time, from
1 to 0), then analyzes the dependencies of the model when each factor is assumed
to be 0. The result shown above is the normalized value of the dependant variable
when the relative term is 0. Therefore we can see that the smaller the term, the more
the model depends on said variable. The covariance parameter follows a different
trend, the bigger the parameter, the greater the differences between subjects. The
covariance in this case, is expressed in seconds.

In order to assess that a certain parameter is significant, we would have to
define a threshold below which the condition is verified. In this case, the threshold
will be a variable parameter, since the aim of this analysis is to identify possible
trends.

The first thing we see from the All Tests results is that there are only two
significant parameters to consider; the Difficulty and the the Test ID. This second
result was expected, since as seen from Graph 4.1 the three tests show significantly
different mean values per subject, at least between the first two tests and the third.
On the other side the fact that data is dependent on the difficulty parameter, al-

though expected, it was not visible form the previous summary graph. It was also
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interesting to see that the covariance between subjects is small (0.0127 sec 1% of
the mean) therefore we can safely asses that the considered population is consistent
and statistically significant.

The All Tests analyses did show some interesting results, but it just says that
there are differences between the three tests and not wether there are any differ-
ences between the tests, or within the tests. For this reason, separate analysis were
executed. From these we can say that the Difficulty parameter remains significant
at least for test 2 and 3 while it looses significance in test 1. What we can also
say is that it remains significant within the combinations of tests. As expected, we
can also see that differences between the first / second and the third are significant,
but differences between the first and the second can be assessed only within a 12 %
uncertainty.

Following the previous results, the Mean execution time per subject were plot-
ted versus the insertion difficulty. As SAS predicted an increasing trend is visible,

and appears to be somewhat linear.
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Figure 4.3: Mean Execution Time Vs Pin Insertion Difficulty
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e SAS: ANOVA Linear Model Analysis

As previously seen, all the other parameters, especially the higher order terms
seem to be negligible. This last point raises a question. Would it be possible to
consider the difficulty parameter as a linear function of time? In order to do so, the
following model was fed to SAS:

Time = PinPerTask Difficulty TestID

The above syntax in SAS will run the ANOVA analysis with a linear model
where only the first order interactions between parameters are considered. Three
cases were ran, corresponding to the single tests setups. The results we are interested
in comparing in this case are mainly the fit “goodness” parameter or as it is called
in SAS; the -2 Res Log Like. If the parameter from the previous and the one from
the model fall within a tolerance level usually defined as 5 % we can reasonably

assume the trend to be true.

Test Non-Linear Model | Linear Model | Difference (%)

Test 1 5992.8 6011.7 0.3 %
Test 2 4477.7 4479.2 0.03 %
Test 3 5475.5 5508.2 0.5 %

From the above results we can see that it is reasonable to assume the trend

linear, therefore it was evaluated and plotted in the following graph:
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Mean Execution Times Vs Task Difficulty (Linear Extrapolation)
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Figure 4.4: Mean Execution Time Vs Pin Insertion Difficulty Slope Extrapolation

Although the apparent trend between the first and second tests, it is not
possible to adress any conclusions since the two curves are two close toghether
dening any possible distinction. Also the slope of the third setup is higher than
both the first and second, therefore it will never intersect the previous resulting in
poorer performance constantly. The same results are achieved if insead of plotting
the data with the difficulty parameter, we plot it with the actual distance that the
pin had to be moved. According to Fitt’s law we should see an exponential trend in
the insertion time when the distance increases. Unfortunatley the pin movements
were confined in a very small region, therefore there it was not possible to detect

such trend.
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Mean Execution Times Vs Pin Movement Distance
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Figure 4.5: Mean Execution Time Vs Pin Insertion Movement Distance

Mean Execution Times Vs Pin Movement Distance (Linear Extrapolation)
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Figure 4.6: Mean Execution Time Vs Pin Insertion Movement Distance

Linear Extrapolation

4.3.3 Error Analysis

A preliminary view to the error distribution is given in the following graph,

where errors are plotted as a function of insertion # for each test and each subject.
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Error Temporal Analysis
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Figure 4.7: Error Distribution over Time per Subject

The following graph on the other hand shows how the number of errors were
distributed when compared with the mean insertion time for each subject.

The following graphs show instead the error percentage in the three setups and
the insetion time at which they occourred. Each column indicates the percentage of
wrong insertions given the total number of insertions executed in a certain time.

As for the performance analysis, the Error analysis was executed in SAS and

returned the following results:
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Errors Vs Mean Execution Time
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Figure 4.8: Errors made vs Mean insertion time

e SAS: ANOVA Mixed Model Analysis

SAS: ANOVA Mixed Model Analysis Results

Parameter All Tests Test 1 Test 2 Test 3
Cov. SubjectID 0.000176 | 0.000232 | 0.000154 | 0.000269
PinPerTask 0.2887 0.0244 0.7367 0.4765
Difficulty 0.0176 0.0008 0.2099 0.1587
PinPerTas*Difficulty 0.0565 0.0116 0.0129 0.3764
TestID 0.0099 - - -
PinPerTask*TestID 0.2415 - - -
Difficulty*TestID 0.0219 - - -
PinPer*Diffic*TestID 0.0127 - - -
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Errors % Vs Execution Time on Test 1 Errors % ¥s Execution Time on Test 2
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Figure 4.9: Error Distribution over Time per Subject

Parameter Test 1-2 Test 2-3 Test 1-3

Cov. SubjectID 0.000154 | 0.000158 | 0.000163
PinPerTask 0.4811 0.3288 0.2091
Difficulty 0.0356 0.2119 0.0048
PinPerTas*Difficulty 0.0402 0.1284 0.1252
TestID 0.4870 0.0178 0.0669
PinPerTask*TestID 0.0528 0.8142 0.2212
Difficulty*TestID 0.0073 0.1316 0.2218
PinPer*Diffic*TestID 0.0092 0.2415 0.2675

The results above indicate that there is no real trend in the Error distribution
and therefore it is safe to assume that errors are random. The results also indicate

that subject’s variance on errors was negligible, therefore consolidating the hypoth-
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esis of a statistically significant population. The only relevant trend that one might
see was in the first test model where results seem to indicate that errors depended
on difficulty. This hypothesis was denied by looking at the raw data and assessing
that for test 1 only 15 errors were made. The very few samples, make the error

analysis very unreliable, and therefore results might indicate false trends.
e SAS: ANOVA Logistic Regression Model Analysis

Now the next question would be, what is the probability of an error occurring
in each test? In order to answer this question a Logistic Regression analysis was
executed in SAS.

e Generic Logistic Regression Model SAS Input file:

filename resfile ’/homes/maxdc/SAS/DataSAS’;
*Read from file;
data subjects;
infile resfile DLM=’,” FIRSTOBS=2;
input SubjectID PinPerTask Pin Hole Difficulty TestID Time Correct;
run;
*Create model;
proc logistic data=subjects;
class Correct PinPerTask Difficulty TestID SubjectID;
model Correct = PinPerTask Difficulty TestID SubjectID ;

The following analysis evaluated the odds of a error occurring for each of the

three tests:

Test | Error Probability (%)

Test 1 0.5 %
Test 2 0.8 %
Test 3 1.3 %
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4.3.4 User Experience

User responses to the three setups can be summarized by the following tables:

Cards (Responce varies from 1 (disagree) to 5 (agree))

Mean responce | Interpretation
Were the trials easy? 4.45 Trials were very easy
Were the cards hard to read? 1.82 Cards were easy to read
Did you have any difficulty distinguishing the pins? 1.36 Pins were easy to distinguish
Did you have any difficulty distinguishing the holes? | 1.5 Holes were easy to distinguish
Were the feedback tones clear? 4.55 Tones were very clear
Were you satisfied with your performance? 4.18 Satisfied

From the above results we can see that in general subjects found the first test
to be very simple and intuitive. Overall they were satisfied with their performance.
From the experiment notes, it was interesting to note that all test subjects kept the
deck of cards on their dominant hand side. All test subjects kept the deck on the
table in front of them, except for one who kept it on his lap. It was interesting to
see that 60 % of the subjects occasionally, before the insertion of the pin, verified
the information on the card and then inserted the pin. This practice was not always
adopted but it seemed to happen more often thowards the end of the trial. Other
important notes were that in general subjects used only their dominant hand when
executing the task. Only 3 subjects used two hands but not all the time. It was
interesting to note also that subjects in general repeated outloud the instruction

they were executing.
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HMD (cards) (Responce varies from 1 (disagree) to 5 (agree))

Mean response | Interpretation
Were the trials easy? 4.27 Trials were easy
Was the HMD hard to use? 2 HMD was easy to use
Did you have any difficulty distinguishing the pins? 1.73 Pins easy to distinguish
Did you have any difficulty distinguishing the holes? | 1.55 Holes easy to distinguish
Was the HMD interface intuitive? 4.27 HMD Interface was intuitive
Did the HMD obstruct your view too much? 2.55 HMD somewhat obstructed FOV
Was the HMD comfortable? 2.83 HMD somewhat confortale
Did you experience any side effects? 2.36 Mild sideffects
Were sound warnings clear? 4.27 Tones were very clear
Were you satisfied with your performance? 4.18 Satisfied

, During this second trial, subjects found the task to be slightly harder than the
previous. Form the responses, this could be due to the different focal distance
between the virtual cards and the board. Some subjects found it very hard (or
impossible ) to focus at a virtual object in the visor, and decided to raise their head
positioning the virtual image outside their main workspace. By raising their head,
they saw that if no objects were located in close proximity they could focus on the
visor image. Apparently they found it unnatural to focus behind a real object that
was located directly in their main field of view. It is important to note also that in
general mild sideffects were experienced and possibly they were due to the unnatural
focusing exercise that was required. Generally sideffects faded once the HMD was
removed. No test subject asked to remove the HMD during the test although they

were asked several times.
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HMD (Graphical Overlay) (Responce varies from 1 (disagree) to 5 (agree))

Mean responce | Interpretation
Were the trials easy? 3 Trials were moderately hard
Was the HMD hard to use? 3.82 HMD somewhat hard to use
Did you have any difficulty distinguishing the pins? 291 Pins neither hard nor easy to distinguish
Did you have any difficulty distinguishing the holes? | 2.91 Holes neither hard nor easy to distinguish
Was the HMD interface intuitive? 3.73 Interface not too intuitive
Did the HMD obstruct your view too much? 2.73 HMD slightly obstructed FOV
Was the HMD comfortable? 2.73 HMD not very comfortable
Did you experience any side effects? 2.82 Mild sideffects
Were sound warnings clear? 4.36 Tones were very clear
Were you satisfied with your performance? 3.09 Neutral

In the last trial as the user responce assesses, subjects found the task to be
much more difficult. It is reasonable to assume that this was due to the HMD char-
acteristics more than on the semantics behind the test. In this scenario the user was
asked to cover one eye and this reduced their depth perception. Test subjects were
noticeably slower also due to difficulties in finding, grasping and inserting properly
the pins. There were also other aspects of the HMD setup which did not make it
optimal. First, the HMD field of view did not allow the subject to see the entire
board and second, the camera refresh rate didn’t allow smooth projections of the
graphical overlay. These factors plus the different focal distance between the graphic

overlay and the board, probably caused the evident performance deterioration.
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The final questionnaire also included two optional sections where test subjects

could note their impressions and comments. Comments are summarized below.

Features that you would like to see in future HMD’s:
e Fine adjustment of glasses
e Stereo vision
e Better camera mount for easy adjustment
e More confortable head mount
e Larger Field of View
e Image stabilization to reduce virtual image wobbling
e Faster resolution time
e Better registration
e Variable HMD focus distance
e Higher camera refresh rate
e Lighter system
e Less cables, possibly wireless system

General Comments:
e Consider bolting down the Pin-Hole Board
e Wireless pins would be better in the future
e HMD checklist with less jitter
e One subject preferred to look up into visor rather than have it overlay board (Test 2)
e One subject felt like he could perform additional mental tasks during test 3
e Subjects though that the board could be done better
e Holes happend to clog

e Cables happend to tangle
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Chapter 5
CONCLUSIONS AND FUTURE WORK

5.1 Summary

Augmented Reality and most of all see-through HMD technology captured
our attention in the first place due to their ability to give the user access to digital
information rapidly, easily and in confined spaces such as the spacesuit environment.
Future space missions will see astronauts on their own, facing complex challenges.
This scenario somewhat resembles our life here on Earth where everyday we face
new challenges that not necessarily we know how to tackle. This train of though
lead to the following question: “If I was on Mars and I had to execute an experiment
while on EVA or if I had to service a system, what would I ideally need or want?”
The answer today would probably be, first of all the tools required for the task,
and then a laptop with internet access so that if I don’t know or I don’t remember
something, I could look it up. As funny as it can sound, computers and access to a
database, have become the main source of information today. By then, the question
was defined. How do we give astronauts the ability to access information from a
computer while in a spacesuit?

The SSL at the University of Maryland was the perfect setup for answering
this question, and the MX-2 space suit analogue an extremely useful tool. Modern
spacesuits, are small, uncomfortable and do not give the astronaut too much hand
mobility, therefore simply giving them a laptop would not work. In the specific
case of the MX-2, a computer was already present in the suit’s PLSS, therefore the
challenge focused mainly on how to give access to it to the subject in the suit.

In the SSL research was made in terms of voice recognition, therefore the
user interaction part was being studied. On the other hand, the only output to
the subject was audio feedback, and it wasn’t nearly sufficient. The fist attempt
made was to introduce a PDA outside the suit that allowed the user to access video
feedback, followed by an internal Head Up Display. Both systems gave the subject in
the suit a better situational awareness and the ability to access digital information
such as checklists and diagrams. This first system, was meant to be unintrusive

and was positioned outside the user’s main field of view. Although very useful, the
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HUD was merely a substitute for a monitor. By this time bibliographical research
pointed out that if we could introduce an in-field-of-view display system, we would
have been able to not only do what we were achieving with the HUD, but also
introduce AR technology. AR would give us the ability to recognize objects and
display important information specific to the object of attention. This last feature
gave birth to a new concept as: If we can recognize objects and display information
within the users filed of view, we might also be able to relieve the user of some
mental workload. The HMD was the first attempt toward this concept. It was soon
seen that see-through HMDs were not the most wide spread and affordable systems,
therefore due to availability an old and rahter low performance HMD was found
and used in order to learn more on these systems. The poor performance of the
HMD rapidly pointed out a new set of questions. Undertanding and defining the
fundamental characteristics that would make HMD systems first of all, useful, then
efficient was paramount. Testing was necessary and the experiment basic concept

was born.

5.2 Conclusions

Many were the question we asked ourselves in this work. All of them found and
answer but most of the time answers lead to more questions. The first conclusion
drawn was that this work is by no means conclusive, and a lot of effort is still
necessary in order to deliver a functional and efficient AR HMD. All the phases in
this reseach were very useful in defining the problem in increasing detail and led to
understanding the fundamental parameters that could make an HMD system usable.
It is not possible to say at this point in time if the system would be more efficient
than current systems, but this hypothesis is not denied either.

The previous experimental data analysis could mislead the reader by assessing
that the HMD system didn’t deliver the expected performance, on the other side,
what should be leared from the results is that the HMD was not ready yet to be
compared with simpler systems. It is important to note that the experiment taught
us many things. First of all, it was possible to execute a simple task without any
prior knowledge and without asking the user to read or understand anything. This
was not happly accepted by the test subjects since it gave them an uncomfortable
feeling of not being in control of what they were asked to perform. This result tells

us that mental workload and user acceptance is not a linear function, and there is
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a point where if one reduces the mental workload too much, a task no matter how
simple, could become uncomfortable to execute and prone to errors. During the
HMD graphical overlay testing it was often seen that subjects tried to complicate
the task by trying to gather more information. Subjects counted the displayed holes
and pins and executed the derived instruction instead of just following the displayed
line.

Another important aspect of the experimental setup to keep in mind was that
the HMD delivered in general poor performance due to its intrinsic characteristics.
The HMD used is not able to display stereoscopic images at different focal distances
or separations, therefore the user had to continuously change focus depth to receive
the task information and they were forced to cover one eye and lose depth perception
to eliminate ambiguities in the displayed information (Test 3). Also, the HMD field
of view did not allow the user to see the entire board and required the subjects to
continuously move their head. This pointed out another problem with the setup
which was the camera refresh rate. The camera and the computer were not nearly
as fast as the human eyes and mind in re-recognizing an object and displaying the
new virtual image. The lag between the real and the synthetic worlds caused the
subjects to have to wait for the system to stabilize and this might have been one of
the reasons for a general overhead in the performance acquired. Lastly as it was seen
previously sideffects could not be ignored, but they could be reasonably reconducted
to the previously described flaws in the HMD. It is very possible that by using a
more efficient HMD, these sideffects, could at least be mitigated, if not eliminated.

In conclusion the third experimental setup was not comparable in difficulty
to the first two and some major modifications to the HMD systems will have to be
made in order to repeat the experiment and compare the results.

In regard to the first two scenarios, results showed that there is no significant
difference between the two setups. This result denied for the time beeing the ini-
tial hypothesis therefore we cannot assess any particular benefit in performance or
accuracy due to the use of in-field-of-view information displays.

This work allowed us to understand where to focus our attention, and assessed
that there is a very likely possibility of achieving a more efficient HMD system in

the near future.
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5.3 Future Reseach

5.3.1 Hardware Development

Hardware development of the HMD system will be fundamental for future
experimentation and should mainly focus on wider virtual displays that would allow
a more natural coexistence of the virtual and real worlds. Higher resolution and
contrast would increase the amount of information that could be displayed as well
as increasing the coexistence illusion. Very important will be the introduction of
stereoscopic capabilities and variable focus distance. This last features will possibly
reduce or eliminate sideffects and might increase the user performance dramatically.
It might be intersting to increase also the camera’s field of view and resolution
in order to improve target recognition but more important would be the camera
refresh rate. On this point it might be usefull to equip the system with an inertial
measurement unit which bandwidth would reduce the effects of the slow refresh rate
of the cameras. In this case the system would rely on the IMU for fast motion, and
it would recalibrate and register the virtual image through the cameras, which at
that point would not require a higher refresh rate. Lastly, the HMD and camera
mounting should be improved and should allow easier individual configuration of

the system as well as improve confort.

5.3.2 Software Development

Software development will play a major role in the future implementations of
the system. Many are the features that could be implemented, a few near term
objectives could be 3D interactive maps, video display and database acess. It will
be important also to improve the pattern recognition algorithm in order to minimize
the image processing time, and accuracy. It will also be fundamental to integrate
the AR software with the voice recognition suite. It might also be intersting to
introduce asynchronous stereo cameras on the HMD in order to increase the depth
perception of the system as well as its refresh rate. More research should also be
devoted in defining display modes that avoid cluttering of the visible workspace and

that increase the subject’s situational awareness.
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5.3.3 Experimental Research

Experimentation should be oriented mainly in the assessment of the user expe-
rience and their performance with the new HMD system. In the previous experiment
it was noted that the proposed task was possibly too simple, and it did not return a
lot of information regarding higher complexity tasks. It might be interesting to re-
peat the previous experiment with a much more complex task and see how subjects
respond. It is reasonable that the trends found in the previous analysis could be
very different if the task difficulty is increased, especially if the mean execution time
allowed the HMD overhead in performance to be negligible when compared to the
overall execution time. A possible experimental setup could be to ask the subjects
to disassemble, identify a fault and reassemble a system while receiving information
from a manual and from and HMD with graphical overlay. As long as the system is
compatible in dimensions with the HMD field of view, it might be very interesting
to see how performance and accuracy in the execution varies. The previous experi-
ment results could also be seen as an upped boundary in performance and accuracy,
therefore it will be interesting to study the ideal lower boundary. In order to do so,
Video interfaces could be used in order to mitigate the sideffects of optical inter-
faces. These would allow us eliminate the focal distance and stereoscopy problem.
In order to do so, a possible setup would see the subject’s executing a simple task
displayed on a computer monitor. The task in particular could be very similar to
the pin-hole task seen before, with the only difference that the entire setup would be
virtual. This would allow us to acquire accuracy, performance, as well as movement
trajectories, etc. In conclusion, although performance is a fundamental parameter,
for the specific application we are considering, more attention should be given in
finding a display interface that increases accuracy more than anthing else. For this
purpose future system developpment could include the integration of automatic er-
ror checking. This last point would open new study areas such as how to check for

errors and display the adeguate information.
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A.2 SONY Glasstron PLM-S600

Features:

e Video Playback From any source with phono connections. Plug into a VCR,

DVD Player, Video Walkman or Camcorder using standard phono connections;

e 52”7 Virtual Viewing Glasstron reproduces the feel of viewing a 527 televisoin

at 6-1/2 feet; you’ll think you're watching a large screen system;
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PLM-100

e HiFi Stereo Sound with 3 Modes Personal headphones deliver full stereo sound
and with surround sould you feel like you're right in the action of your fa-
vorite movie. The AVLS (Auto Volume Limiter System) limits the sound that
escapes from the headphones, preventing you from disturbing others in the

earea;

e Adjustable Head Support System Using two adjustable straps you can cus-
tomize the fit of your Glasstron. Adjust the back strap for a snug front to
back feel and the suspender head piece for proper viewing. A step by step

menu system helps insure proper LCD screen alignment;

e Various Viewing Modes -See Through Mode: Allows for a variable degree of
viewing your picture, you can adjust how much of your outside environment

you let in or close out;
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- Screen Mode: Places your picture in the middle of the screen and surrounds

the picture with the outside environment;

- A/V Mute: Turns off the sound and picture, and lets in the outside environ-

ment;
Color / Hue / Brightness Control;

Indoor Outdor Use A custom three digit password is available for child protec-

tion (Glasstron PLM-100 is not recommended for children age 15 or younger).
Resolution: 648 x 486 (NTSC);

Transparency: 30/100;
Supplied Accessories:

A/V Cable (mini-to-mini plug);
A /VCable (mini-to-mini RCA pin);
A/C Adapter;

Soft Carry Case;

Optional Accessories:

Lithium Ion Battery NP-F550, NP-F750, NP-F950

Weight:
Headset: Approx. 12 oz;

Control Unit: Approx. 4 oz .

Dimensions:

10 1/4” X 4 3/47 X 10 1/47

(Source: http://www.acadia.org/competition-98 /sites/integrus.com/html/
library/tech /www.sel.sony.com/SEL /consumer /ss5/home/camcorder/

camcorders8mmaccessories/ plm-100_specs.html)
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A.3 Apple iSight Camera

Manufacturer: Apple Inc.

Part number: M8817LL/C

Device Type: Web camera

Optical sensor size : 1/4 in

Weight: 2.3 oz

Optical sensor type: CCD

Type: Color

Audio Support: Yes

Lens Aperture: F/2.8

Video input features: Digital noise reduction
Focus Adjustment: Automatic

Min Focus Range: 2 in

Interfaces: IEEE 1394 (6 pin FireWire)
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A4 GENERAL ELECTRIC EasyCam

Key Features:

Interface Type: USB

Video Capture Resolution: 640 x 480

Digital Video Capture Speed: 30 frames per second

Still Image Capture Resolution: 640 x 480

Other Features:

e Digital Zoom: 2x

e Color Depth: 24 Bit
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A5 NATIONAL INSTRUMENTS USB-6008

Low-Cost Multifunction DAQ for USB
—

NI USB-6008, NI USB-6009

» Small and partabla Operating Systems
# 120 145t input resclution, + Windows 2000/

atup bo dB kS # Mhc 05 %
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Hardware Description

The National Instruments USB-G008 and USE-G008 muttifuncticndata
acquisiticn {DA modules privide ralisble data acquisition ata lew
price. With plug-and-play USB connectieity, thase modules are smple
entugh for quick measurements but versatile encugh for mere complax

meazrement applicativns.

Software Description

The HI USB-6008 ard LISE-6009 use MI-DADme high-performance,
multithreaded driver software for interactive cunfiguration and data
acquisition on Windows 03z, All NI data acquisition devices shippad
waith NI-C e alse include W Looger Lite, a configuration-bazed
data-logging software package.

Mac 05X and Linux users can downlead NI-DWOme Base, &
multiplatherm driver with a limited NI-DA0me programming interface,
“fou can uza MI-DA0me Baze todevelop customized data acquisition
applications with Mational Instrumants LabVIEW or C-based develupment
erminonmentz. NI-DAOme Base includes a ready-to-run data logger
applicaticn that acqures and logs up to eight channels of analog data.

PO users can download MNI-DATmx Bass for Pocket PC and Win CE
o develop custemized handheld data acquisition applications,

Recommended Accessories

The USE-6008 and USE-G009 have remavable screw terminals for easy
signal comnectivity. For extra flesbility when handling multiple wiing
cenfiqurativns, Ml offers the USE-G008,08 Accessory Kit, which includes
twe entra sets of screw temindlz, extra labels, and 2 screwdriver.

I addition, the USE-G008,08 Protutyping Accessory provides space for
adding mure circuitry to the inputs of the LISE-E008 or USE-G00,

Common Applications

The UZE-6008 and USB-5000 ane ideal for a numbser of applications
where economy, small size, and simplicity are essential, such as:
= [ata legging— Log emvironmental or voltage data quickly and easily,
= Aeademic b usa — The low price facilitates student cwnership
of DA hardware for completely interactive lab-basad courses.
{Acadamic pricing available, Visit ni. com/academic for details.)

= Embedded OEM applications.

NATIONAL
INSTRUMENTS"
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Low-Cost Multifunction DAQ for USB

Information for Student Ownership

T supplement simulation, measurement, and automation theory coursss
with practical experiments, NI has developed the USB-G008 and LEB-G009
student kits, which include the LabWIEW Student Edition and a ready-to-nun
data logaer application. Thesa kits are exclusively for shudents, giving them
apuwerful, low-coet hands-on learning toal. Visit nicom/academic for
rmare details.

Information for OEM Customers

For infamnation on special corfigurations and pricing, call (800) 813 3653
(LS. onlyl or wisit ni.com/osm. G to the Ordering Information section
for part numbers.

Ordering Information

HIUSE-Gma’....
NI USB-G0m1....
N1 USE-Gma OEM .
N1 USE-G0m OEM ...
N1 USE-6m08 Student Kitl2 .
N1 USB-G00 Stodent Kitl2
Incluces M-0 D sottvane, NI ready-te-run data legger softaare,
ard a LER rable.

*Includes Lab' EW Sudent Edifon

BUY NOWI

For complats product specifications, pricing, and accessary
information, call 880 265 9851 (.5, only) or go to ni.com/fush.

EUY ONLINE =t nicom or CALL (B00) 813 3683 [U.5.)
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Low-Cost Multifunction DAQ for USB

Specifications

Typical at 25 °C unless ctherwisa noted.
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Successive approvimation
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LEER B 12 n
LR -ENE 14 12
Maximuom zampling rate |system dependent)
Fbadala Muxinum Sanpling Rars (ki)
LER-BE (1]
LER £l 48
Inputrange, single-ended. .. 10V
Input range, differential...... +20), 2100, +5, £4, +25, +2,
+125,+1V

IMazimum working vohage ... ...
(naraltage protection
FIFC! buffer ziza
Timing resclution ...
Timing accuracy
Input impedance
Trigger source.

System nuize

Analog Owtput
Abzolute acouracy ino lvad) ...

Mumber ¢f channelz
Type of DAL
DAL rezoluticn
Iaximum update rate ...

10V

35V

51ZB

4157 ns i24 MH: timehass)

100 ppm of actual zample rate
144k

Stftware or ectemal digital trigger
0.3 5B 210V ranga)

T mV typical, 35.4 mV masmum
at full scale

2

Successive approximation

12 bits

150 He, softeare-timed

Imput woliages may net exceed the werking voltage range.

Durtput FANGE . o st i i s
Cutput impedance
Cutput eurrent dri

Shortcircuit curren

Digital 'O

Murnber of channals............... 12 total
BP0« 721
40P <0 35)
Diirection comtnal ..o e e Each channel individually
pregrammable as input or output
Cutput driver type
USB-E00E.. Opan-dran
LSB-G00E.. Each channel individually
pregrammable as push-pall or
pen-drain
Cormpatibility ..o e e e CMOS, TTL LVTTL
Irtemal pul bup resistor A7 k@2 to+b W
Input thigh impedance)
Abzlute maximum woltage rangs...... 5t 45.8Y
Digital logic levels
Laval Min Mes Unitz
Irgunt ke vtz a3 0§ ¥
Inputhigh veliage m 58 ¥
Ingurt kadcapp cumant - 51 A
thrput b vk 1= 85 mdl 5 0% v
Curpu high velfoga (push.pull, 1 = 35m m 15 v
Curiiuk high cltoga iopendkai, |« {06 mé; reminall 20 50 v
Cupet high wolton fopenska, | = RS,
_with sdemal pullup rasistor) p ] b W
Counter
Murnber of courtars 1
Rezolution. ........... 2 hits
Counter measwrements.. Edae counting (falling edgei
Pull-up resistor A7k ta BV

Maximum input Fraquency .

Iinirnumn high pulss width ...
Minirmum low pulse width.
Input high veltage.
Irput bow woltags ..

Power available at M0 connector
+5 W output (200 md maximumi ........

+2.5V output (1 mA maximumi..
+2.5 W culput accuracy
Weltage reference temperatuore drift...

5 MH:
100 ne
100 re
20V
oay

+5 W typical
+4.85 W minimum
+2.5 V typical
026% mee

B0 ppm/=C max

BUY ONLINE st ni.com or CALL [B00) 813 3653 (UL.5.)
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Low-Cost Multifunction DAQ for USB

Physical Characteristics

1 you need te clean the module, wipe it with a dry towel.
Dimensicns fwithout connectors ) 636 by 851 by 231 cm
(2,50 by 235 by 0.91 in.)
818 by 851 by 231 em
(322 by 335 by 091 in.)

Dimensicns fwith cornectors)

Weight twithout comnectors) . .......... B gi21 ozl

Weight fwith conrectors) B gidea)

/0 connectors UUZH =aries B receptacle
12} 16-pusition (screw-tarminal)
plug headers

Serew-terminal wiring 16 to 28 AWE

Serew-termmnal tarque 022 o025 Nemn
Z0te2.2lb=n)

Power Requirement

LR (.10 10 525 VOC e e B0 m typical
500 mé mazimum

[ T T 300 P& typical

500 P& maximurn

Environmental
The USB-E008 and USB-G00 are intended for indoor uzs only.
(Operating emvironment

Ambient tamperature range 010 55 °C [tested in accordance
with |EC-G00G8-2-1
and | EC-E0069-2-2)
10t 0%, noncondensing
{tested in accordanca
with |EC-E063-2 56

Relative hurnidity range

Storage environment
Ambient temparature range -40 to 85 °1 itested in

accordance with [ECGO0GE-2-1

ard |EC-G00RS-2-2)

510 20%, noncondensing

ftested in accordancs

with [EC-B00E3-2.56

Relative hurnidity range

tlammum altitude. ..o 2000 m
{at 25 T ambient temparature]
Pallution degres ... oo e e 2

Safety and Compliance

Safety

This product is designed to meet the requirements of the follzwing
standards of safety fur electrical equipment for measurement, control,
and laboratory uss:

= |EC G1010-1, EM G1010-1

= LILG1010-1, CAN/CSA-C22 2 Mo, 6101041

Mota: For UL and cther safety cetifications, refer tothe preduct label
or wisit ni.comy/certification, search by modal ramber or product line,
ard click the appropriate link in the Certification column.

Elactromagnetic Compatibility

This product is designed to meet the requirements of the follzwing
standards of EMUC for electrical aquipment for measurement, control,
and laboratory uss:

= EN 61326 EMC requirements; Minimum [mmunity

= EN 55011 Emissivns; Group 1, Class A

= CE, C-Tick, ICES, and FCC Part 15 Emissions; Class &

Mota: For EMC compliance, cperate this device according to
product documentation.

CE Compliance

This product meets the essential requirernents of applicable European
Directives, as amended for CE marking, as follows:

= THZI/EEC; Low-Voltage Drective (safaty)

= BO/336/EEC; Electromagnatic Compatbility Directive (EMC)

Maota: Refer to the Declaration of Confermity (Dol for this product for
ariy additivnal regulatory compliance mfarmation. To obtain the Dol for
this product, wisit ni.com/eertification, search by modal number or
product lire, and click the appropriate link in the Cartification column,

Waste Electrical and Electronic Equipmeant (\WEEE)
EW Customers: At the end of their life cycle, all products must be
serit 1o a WEEE recycling certer. Fur mane information about WEEE

recycling centers and Mational Instramerits WEEE initiatives, visit
i comenvironmentise ee. hn.

BUY OMLINE at ni.com or CALL [B00) 813 3653 (U.5.)
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NI Services and Support

Il has the sardces and support to mest

yourneeds around the globe and through

the applicaticn life cycle — from planning

and development through deployment

ad ongoing maintanance. We offer
services and service levels to mest

customer requirements in ressanch,
dasign, validation, and manufacturing.
Visit mi comyservices.

Training and Certification

NI training is the fastest, most cartain route to productieity with our
products. Ml training can shorten your learning curve, save develupment
time, and reduce maintanance custs over the application life cycle. We
schedule instructor-led courses in cities warkdwide, orwe can held a
course at wour facility. W alse offer a professional certification program
that dentifies individuals who have high levels of skill and knowdedge on
uaing NI products. Visit ni.comtraining.

Professional Services
Cur Professional Serdces Tearn is compnzad of Nl applications engineers,

NI Consulting Services, and a wurldwide National Instruments Alliance
Partner program of mure than G0 indeperdent consultarts and

inteqgrators. Services range from
NATIONAL
INSTRUMENTS'

start-up assistance to turnkey
system mtagration.
Gainied A |lises Furimat Visit ni.comyalliance.

ODEM Support

‘W offer design-in consulting and product integration assistance ifyou
wantto usa cur preducts for OEM applications. For informeaticn about
special pcing and saraces for OEM customers, visitni.com/osm.

NATIONAL
INSTRUMENTS

ni.com « (300) 813 3693

Matioral Instruments # info@ni.oom

Local Sales and Technical Support

In uffices worldwide, our staff is leeal to the country, giving you access
to engineers who speak your language. Hldelivers industry-leading
technical support through online knowdedge bases, our applicativns
engineers, and access to 14,000 measurament and automation
professionalz within Nl Developer Exchange forume. Fnd mmediate
answers to your questions at ni.com/support.

'Wa alza offer sarvica programs that provide auteratic upgrades to
your application developrment envircnment and higher levels of tachnical
support. Visit ni.com/ssp.

Hardware Services

NI Factory Installation Services

I Factory Inztallation Servicas (FIS) is the fastest and sasiest way to
uze wour F¥] er FRISCH combination systemns night out of the box
Trained NI technicians install the suftware and hardware and configure
the system to your specifications. N1 extends the standand warranty by
une wear on hardware components fcontrollers, chassis, modules)
purchased with FIS. To useFIS, smply configure wour systerm online with
ni.com/priadvisar.

Calibration Services

NI recognizes the need to maintain properly calibrated devices for
high-accuracy measurements. We provide manual calibration
procedures, seraces o recalibrate your products, and automated
cal braticn software specifically dasigned for use by metmology
laboratories. Visit ni.com/'calibration.

Repair and Extended Warranty

NI provides complete repair servicas for cur products. Express repair
and advance replacament sarvices are also availabla, We offer
extended wamanties to help you meet project life-cycle requirements.
Visit ni.comy/zervices.

&0l

2086.-722-51-100-0

i 2006 Hatkanal Insrarants Corporatian. All Aghis resarad O, LabWIEW, Mallonal Instrunanis, Malonal Insrumenis Al0ancs Panner, HI, nloon, and 200 are trademanks of
Fatbonal Insiunanis. Linwed s aragisiared irademar kol Linus Tarvalds in tha LS. and adhar couniries. Othar product and conparny nanas listed are irasdamans of rada names of
thelr respacive companias. & Hatlond insinnmants Allanca Parinar s & budnass eniky indapandeni fom Nland has no agancy, parnamship, o [oei-venirs ralaionship wih HL
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Appendix B
CODE
B.1 Experiment Software: DAQacq.cpp

This program, is responsible for acquiring data from the two NI-DAQ 6008
cards. It identifies pin insertions, and compares them with the reference file. It also
produces a log file that includes pin insertion times and whether the insertion was
wrong or right. the program was written in C++ and uses specific NI libraries and

drivers. This version is only Mac OS-X compatible.
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B.1.1 Code:

#inclode

#inclode

ddefire DAQowEr cChkifunctioncall) | 4f{ DAQexFPalledia
using mamespace =td:

int mainiint 2r3=, char ‘argv[]
i

int3Z error = U

TaskHardle taskHandlel = O
TaskHandle taskHandle? = Of
char e rBufE [Z04B =10 bs
char anl(| = "Dewl/alD, Devlfall, Devl/all, Devl/aii"j
chaz chan?[| = "Devd/=il, Devifall, Devi/ail®;
char Filefamo [15
char
atring
int
floatid
floared
ulntéd samplesParChanl = 4
ulntEd samplesBerChan? = i
floatéd datal[d]}
floackd dataZ[1];
it datap [T{=|1, 2, B T
ink 32 pointsToRead]l
ink 32 paintsTokond?
Aink3E pointrRand;
Ffloacéd timegut = 10,
mpins;
std:imtring trash;
timeval stark, end;
double tmpl, tmp?, tottime, AVGtimer

int dataStaredl || -( 0, [
imt dataStoredZ(l=| @ 0, Okr
int tottrials;

int kk, 313;

e

printf "im A vm v Ao e e Un Wn Am An AR AR AR AR An hm hm Am vm vn o e e Un Wn Am e e e e AT g
cout < Entor Test Subject Id #r fes, 1234): ¥

cin »> FileMame ;

cont << "Enter Task File Namo:: (es. A): "3

cin > TaskFile |

ifstream myfile? {TaskFile);
i€ imyfiled is opanil) |printf{"Task Fila fpensd hnt |

| mlse |
printf {"ERROR: Could not open Task File \n" )
retum: [

get line (myfile2,line) s
istringstream buf fer |line) |
huffer »» tobtrisls;

cfstream myfile;
myf ile open Filetame ) §

myfile <t Enbject “ic (FileMama) <=" 4n¥;
myfilo <<" Task Fila oo TaskPile << \h"
myfile <<" Total Number of Trials 1 "<< tottrials An"

printf “Initi=lizing. .. vn"i;

DagmeErrChk |DAUmxBaneCreateTask (", itazkHandlel) )

mhdmcErzohie |AUmeEasecreateAlVo lEageC han | taskHandlel; chanl, "", GAQme Val Cfq Defanlt,min,max, Badme Val Volts,NULL))
OAdmxErrhk  |DAmxBanoftartTask {baskHandlel) |t

bAgmxErrChi {DAQmxBa seCreateTask|"", staskHardle) )

DAgmeErThk roateAlVoltageChan {taskHandle?, chand, ", Digme Val ©fg Default min,max, DAgme Val Voles,MILL) )7
oigmeErrchk |DAOmxBaneStart Task{taskHandle2) s . - o

Bar {ink ii=lrii<=totbrialss 1440
|

mpfile <<n rial waeLi: egn Wk
E {i=1 |

printf {"\n Trial o An", 413
|elsa -

couk << M REEET B1NS AR

printf {"Sn trial %o \n",ii))
|

gutline myfile?,lins);
ictringstream buffer {Linel;
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buffer »» npins:

Bin Movemente in Teial & * << mpims << " \n%

dataStoreds [I]=0;

printf ("Pross RETURM to START ha")y
brash="trash":
=1):{

zieim, trazh)g
std:rgatline istd:iclin, trashiy |
alse atd::getline (std:tcin, trash))
sattimeofday [Astact, MULL):
printf{"ha"]j

printE ("o START | Sa%i1g

fox 1141 |

DAgmE rrithie | BRI Basefeacdinia LogFéd |baskHandlel , pointstofead] , timeout, fAdme Val SroupBychannel (datal,
samp lesPe rihanl , apointsRead, NULL) ) 1

DAQMxETTChk | | DAGmK BaseRoading LogPed (taskHandled, podntsTaRead?, timeout, DAQmx Val GroupByChanmel ,datad,
samp lestae rithand |, ipoi ntshead, NULL) ) 1 : )

for dink =0 k= i#4) |
if {{idatalld] > 0.1) || Hatalfi]<
I

| &F {dataStosedl (1]==0))

printf{"\a")
gett imeofday | end, HULL) ;
tmpl = start.tv sec + (start.bw usec / 1000

tmp} = end.tv sec  + {end.tw usec
double timel
iE

if

if datal[i]<l_3) 3j=3
if dakal[i]<1.0

if daralfi]«

if

& datal [i]<3%

oetline (mpfile2, line);
istringstream huffer(linai;
buffer >> int line)

if {{int line /L0 == datap[jj|] &b {lint_line-jint lina/10)* LOJ==T-11) |
mpfile << setpreclsion{d) << (cimel) <<" " ¢ {datap[jj]1) =< " << |7-1) <" Corzect \n™
lalse |

myflile << setprecisionid) << fbimel) <<" " << idatap(ij]) <=" " << {T-i) <<" Mrang \a" &
I

datastared] [1]=1s

Kkt

tottime=timel+tobt imer

VGt ime-timel ‘npinssAVGEime;
ookt imeofday|fskart NULL) 1

printf {"Pin Insertion Acquized bu / % An", kk,npinsy
]

|
for ' fnk =0y =2y i |

if {{idata2[41| > 0.3) || dHataZ{i]< 5 ) &F i{dataStored? (i]
i

printf{"a")
gett imeofday | tend, MULL)
tmpl = start.ev sac + (start.bv usec /

tmpd = end.tv sec  + lend.tv usec
douhla timel = tmp? - tmply

4

if 0.7 &k darad(ifa-C
if ai daba2[i]<0.7)

if jdata2[il»l.] && dataZ[il<l.3)
if {dara2[i] 7 &k datald[i]«l.5)
if (datal[i] i data?i]<
A dataZ 1] G5 dabaR[i]<il]

getline (myfile?, line):
istringstresm bufferiline)r
buffer >> int line)

if {{int line /L0 == datap[jj|) &b {iint line-jint lina/10)*L0D
myfile <= setprecision{d) #= cimel) << * << {datap[3j]) e<"
|alea |

=y |
€% |31) <= Corzect ‘n"

myfile << setprecisionid) << fbimel) << " << idatap(jj]) <=" " << {31 <<" Mrang \B" 5
I

datasStared2|i]=1s

kit

tottime=timel+tobt imer

AGE ime=timal fnpins+RWGtine;
ookt imeofday|fzbart NULL) 1

printf {"Pin Insertion Acquized bu / % An", kk,npinsy
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1F | kie=rpinsy |
myfila <<f foral frial fime : Wesibaktima) €<®inly
myfila << forerage Insertion Time ¢ g {AUGEime) €<Mintg

print £{"%a") s
print E{"a) s
print £{"\aiy
break !

Error:
if| nmmxFailediercor) |
DAgmxBasedetExtendedE rrorinfo jarriuff
38{ taskHandlell=0 ) |
DAQmxBaces toplask (task Bandlel)
brgmxSazed LearTash {taskHandlel )

|

Aif| taskHandled!=0 | |
bigmxBases topTask {bask Harndled)
DAQmyAamsC LaarTa sk (EaskiandleZ) |

I

1if| oagmeFailed jprrar) )
printf {"DAOmKBass Erroxr: ks\n¥,errBuff);

printi ("Tast Completed | \n*);
myfile .close|i:

mypfile? clase)

raturn [
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B.2 Experiment Software: Multi.cpp

This application is an extension of DAQacq. It adds to all the previously
implemented features, the ability to recognize markers and overlay on the pin board
simple graphics. This application uses OpenGL functions to draw circles over the
pins and holes, and connects them with a thick white line. The position of the line
varies depending on which pin is to be inserted in which hole. As in the previous
application, the program acquires the necessary information through a reference file.
The marker recognition is done in such a way, that as long as the camera can see one
of the three markers, it will know where to register the overlay. This application is
MAC OS-X specific, and uses the ARtoolKit and NI libraries as well as NI specific

drivers.
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B.2.1 Code:

bt iontall)) | | goko
woonf = MHata \\IM_ camera £LipYV.oml "
Beoonf ="
int wsize, yslra)
int thresh = 10
char ‘Cparam name = “bata fcamesa para.dat" |
NRPazram cparam]
char config pame = "Data/maltd/macker. dac® o
ARvultiMarkesInfa? cconfigr
static void  init iwoid);
static void cleanopiveid);
static woid  keybvent | unsigned char key, int m int v
static waid mainLoop ivedd):
static woid draw{| douhle transl(i]|d], double trensd(3](1], int mode 13
int 2D error =
char errBuff (20 (8]
char Devl/ail, Dewl/ail, Bewl/al2, bevliaiiv;
char DevwZfail, Devdiail, Devd/ail" g
char 1
char Bl
string
t
uIntéd samples FarChanl
uintéd samplesberchand =
floatkd daral{d]y
floated data?|
int datap[7|=(l, 3, 3, &, 5 & T
ink 32 pointeTakeadl = &
ink 3z pointsTakead? =
ink 32 pointsiead)
floatéd timsook = 10

by
TaskHandle taskHandlel =0
TaskHardle tazkHandle2 = [

int npins |

atd: rstring trash;

timeval start, end,templ,temp?
doubla tmpl, tmpd, tobbime, AWGEime)
int dataStozedl[1=10y Iy uky

int dataStored?(|=
int tottrialsy
ok kk, Fir

ink iald=0;

imt ii=ly
int

BOSKL, POSHE
ofstream myfiles

ifntream myfiled;

ine mainling aroc, char Carov
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floarpa
floacsd

6% W AR AR WE D AR m hvm e o e hvm e e e e AR W oAR AR AR An n o Am hvm e hoohmohm et )y
Enter 'fest Subject Td &: fes. 1233t "y

cin =» FileHame |

cout << "Enter Task Fils Hamer des: Ajrc %y

oin > TaskFila |

myfilel open|TaskFile) )
if imyfileZ.is openi{i) |printf "Tazk File Oponed \n%is
| elsa |

printf |"ERROR: Could not opon Task Fils An" )|

e '

I
getline imyfile?.line]}

istringstream boffor{line);
buffer >> botbrimle:

myEile.open FileNane ;

myfile <t Eubiect weo (FileName) <o in"y
myfila <<® Task File Haz TaskFila £<" \n"
myfile <" Tatnl Humber of Trials r "< tottrials <™ Yo"

printf |"Initiallszing... \n ");

OMamxErrChk * {DAOmeBazaraatofask {"", staskHandlel ji1

DangmxErrchie {DAdmxBzxeCrenteflVo lbageChen (taskiandlel, chant, ", Dadme Val Cfg Default,min,max, Qdme Val Vaolts, HULL) 1y
DAQmErTChk |{DAQmXBageStart Task {tankHandlel))

bAQmErTchk {DAQmiEs seCreatelas k", itaskHandle2 i)

ORgmxErrihk {IAQmEaselreat Ao Liagethan {taskHandle?, chan2, ", hgmic Val Cfg befault,min,max, BAgme WYal Yolts, MULL)) g
DmeErrihk {DAOmMeBazeSrartTask [taskHandled));

glutinit learge, arge))

init ()4
arVidesCapSeart {1
gléaler3E{ 8.0, 0.0y 0.0 )1

argMainkoop | HULL, keyEvent, mainLosp):

Ermoz:
if) DAOmeFalledierror) |
bRgmxBzseGetExte ndedt rrorin fo dex cBuff, 20461
if{ taskhandlel!=D | |
DAQmxBazestopTas k{tankHandlel)
bAgmxBaseC learTask (taskHandlel )y

}
if{ taskHardled
RS

ankfEa
DAgmxBazec LearTask (taskHandled ) s
I

i€| DA adled ferrar) |
printf {"DACmxEane Error: &s\n",errBuff);

myfile . closed);
myfiled oloen )z
|

woid renderBitmapString (float x, £loat y,float = woid *fant, char *Stcing)
|

char *of
alkrasterPasdd oy, 1
for | jo=Stringr *oil= '\t eHt)

glutBitmaptharacter (font, *oir
|
static void  keyEvent | unsigned char key, int x ink y)

claamup (11
HAgmxiEa k itaskHandlel | ;

BAQmyHs e Loa rTazk {bazkHardlel )
OAQmxEn Fe8tonTask {taskHandled ) ¢
tAQmxEa seClea rTank (Easkhandled) 1
printf {"Pest Complated L An"js
el t 0y

8] by = '

thrash++
print£{"Thrashold = &d)+ ", threshis
print ("t
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printf{"rhreshold = Ad):
prinbf{"ia"

n Laeipy
static void mainboop (void)
i

AEtinEE
Afttarker Info

if {lirtortrials)
cleanup i)

*dataPtr;
smarker infa
marker Tum:
err;

", thrash) !

bAgmxBa meitopTask jeaskdandlel 15
DagmyBa paClearTack (backHandlal] )
bAgmxBa sestopTask itaskAandled ) f
DAQmyEa selearTask |tas kHand led | §
printf {*rest Completed |
myfile oloseils

myfilaZ . closs ()}

i b A
|
48 {d=iald) |
Lold=liy
myfila <<

myfile <<"4% Trial "e< i

if fd=1) |

1

A

=ik
L5a! " g

printf {("h\n Trial &g \n",ii)y

getline (myfile2,Lineis
Istringstrean tuffer|line);
huffer »5 npinaj

jalsai

oeuk €2 "\n

prinkf {"\n

gatline myfile?,line);
istringstrean buffer (Line) i
muffer >> ink Line;

myfila <o
k=l

botkime =0y
WGt ime=ly

ial % Avm",4i)y

L

R4 7. LI

L L

Pin Movements in Trial ¢ " <o npime <o " Ant

datattoredl (1

printf ("Press EETURH ta SOART \n");
Erash="trash*;

1 jii==1) ]

std:r:gatline |std:ioin, brash) )

getlinre (std:igin, trash)s

gettimesfday {astart, NULL))

princf |"\n START |

jalsai

Rt

std:r:gatline |std:ioin, krash) )
gettimeafday {astart, MULL)1

printfi"hat
printf("in SEART | An" )

0 gmicElr rhk:

foliYe

dinalogbsd

sampleste rthanl |, apol ntaRead; HULL) ) 1

dlel ,pointeToRead] ,timeout, DAOmx ¥al GrovpSyChanmel datal,

OAQmXEr ok {UAQmiEazeRandinaloghsl itaskBandleZ , paint fioReads ) timeout, Digni Val GroupEyChannel jdataZ,
samp lesPe rChan? |, ipoi nteRead, NULL ) 7

Errar:
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if)

for fot-i=0 i

print£{"\am

Ip i) |
if {{ldatalfi] = b.3) || {dabal[d]<-0.3) ) &é jdataStored] [1]==0
I

etk imeofdayliend, MULL);

I‘.mp]. = start.tv sec + (start.ktv usec /
tmp2 = end.tw sec /

double timel = tmpI - tmpl;

A8 (dmtalfi]=—1.5 & datal[i]e
if &i datal[i]

if Ak datalfi]e

if G§ datal(i]<l.5)
if ®i datal[i]<L.2)
if (datalfd]=Z datal[i]<2.7)
1f (|datalfi] &L datallil<i.T)

4F | {ink line/i0 == dacapiij]) &k {fint line-{int 1ine/10)~10)=7-i)}
mypfile <

lalsa

setprecisionid) <

dataStoradl[i]=1

kk+ 4

Eokk ime=timel+botk ime;
AWGEE imestimel /npines AVGEime;
gettimecfday{sstart, MULL)J

aetline

imyEile?, 1ine) s

intringstream buffer{linel
bhuffer > int limey
printf ("Fin Insertion Acguiced Yu / %u ‘n",kk,npins);

|
far fkmt i=0; de=Z; i+4) |

if {{idatal[i] > B3 ||

printE{"ian

telzbaZ (4]

gettimeafdayjaend, MULL) s

tmpl = start.tv Bec + (skart.tv usec /
tmp? = end.tw sac

dovhlae timel = tmp? - tmpls

if
if
if
if
if
if
if

Af {{int Line/10

data2[i]=1

&k datadii]<-|
®e data2[i]<D
®a datalfi]<l
KL dataZ[i]<l
ki datadii]e
fi datad[i]<3d.

+ {erd.tv_usec

(bimel)Tee® 0 oo Jeatap(q3]) e

4]

+ fand.tv_usec

{dataStoredd [1]==0

LiboobD. oy 5
FLoonenn. o)

- (data2{d]>1.5 & datad[i]e1.3) 5=0

idataZ[L] - 3=l

== datap[33]] #& {{int line—{int Line/10§% L0

myfifo << setprecisionid] << (timel) << " << Jdatap(ijl) =<"

|alsa |

mypfile <<

setprecisionid) <«

dataStored2[i]=1

e

tottime=timel+tatt imer

AVE ime=timel/npins+AVGtime;
gettimesfdayiistart, HULL)J
cetline (myflle?, line);
Intringstrenm buffer{line):
buffer >> int lire;

printf ("Pin fnsertion Acgolred %u / Vo An®, kk, opins)

|
if [kke=rplns &k Li==fald) |

myfile <"
myfile <<"
Ti=iiHls
npinsint_ Line:
print£{"Va"i;
printE{"\a");
print£i*haty;

Takal

Bamtl=int line/10;
pofx2=int line-{int line/10)*10)

(timel) << " o<

Trial Time
Average Insertion Tims ¢

"es(tottime) <<"hn'r
"o (AVGEime)

{dataPtr = {ARUintS *jarVideoGetImage {j) = HULL § |

arlitilBleep {2} §
Teturn;
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Idatap(33])

Wz 43k

i)

1
e

<=

<<"yn";

{3-L)

" Carrect hn"

< {3-1) <P Corzect \n®

" Wrong \n"

i
myfile €< :patprecision{d) << (timal) <2% " << (datapl§j]) €<" " << (7)) <£" Wrong At g

I

1
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if | arbetectMarkerjdataPtr, thresh, smarker info, smarker numj < 0.) |
cleanap i = =
L =R

argbrawtiodeb {1

argbispimage{ arimage, 0, 0

arVidesCaptext {11

1f] {err-arMultiGetTransMat jmarker info, marker mum, configi) < 0§ |

argSwapBuffers {j:
return;

! 3

tfjarz = LDL.D ) |
argSwapbuffers ||}
return;

I

ara Drandoden |1

argbrawddtamerai U, 0 §f

glflenrDepthi 1.0 17

glflens {GL DEPTH BUFFER BIT):

draw| config->trans, config->marker((].trans, 0 );

argSuapbaffers )]

static woid init| woid )
i
ARFaram wparam)

£ arvidectpen | woanE | < U 0 exit iy

ify arVideolngSize (kxsize; kysizel « 0 ) exitills
printf *image size {xy) = {bd,dd)\o", xsime, ysize);

if | arfaramload {cparam nams, |, iwparam) < G ) |
printf {"Camera parameter load error |lo' )y
el t{0)

|

arParanChangesize| swparam, xsize, ysize, tcparam i)

aripitCparam{ scparam |

printf{"*** Camera Parameter ***in"1;

arfaramfiispy &cpazam g

1f| jconfig = arMultiReadConfigFilejconfig name)) == NULL ) |
printf {"config data load error Lihn")1
el £10) 7

]

arglInit| Geparam, 1.0, 1, 2, 1, 0 )s
[
static woid -l eancp ivaid)
I
ofstream myfile;
ifstresm myfile? |TaskEile)
21V idectapStop {11

ariidestlaze {15
argtloanup i J

|
static woid draw| doubls tranel %] (d], double ktransl|1]|4], inkmode |
[

doubile gl parafic|;
GLfloat  mat ambientl{|
Giflont  mat_flashi ||
GLElgat mat flash shinyl ||
GLfloat light pasition|]|
GLfloat  ambi([]

GLE Laat light¥erotolor (]

argOratdsdedn (|}

argOraw3dcamera| 0, 0 17
glEnanle (GL OEETH TEST))
glbepthFunc fGL LEOUALY

gltatrixbiode (Gl MODELVIEW |
amtomGlpars {transl, ‘gl para);

glloaatrixd| gl para );
2rgtiarwGlpars {kranal, ol para);
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gltuleMatrivd | gl para )}

glEnable |Gt LIGHTING) ;

GlEnahle (GLTLIGHTD) ¢

gliight fvGL LIGHTD, GL_BOEITION, light position)
glLight v |Gl LIGHTD, GL AMBEIENT, amhi);
gllightfv {6l LIGHID, 4L _DIFFUSE, lightierslaloz))
glMaterial fwiGL FRONT, GL SPECULAR, mat flashlyy
glMaterial fir (GL FRONT, GL_SHININESS, maf flash shinyl)s
gliaterialfv(Sl FRONT, GL_AMBIENT, mat ambientl))

cglMatrixiode (GL_MODELVIEW) |

glLireWidth| LE.D Ay
glTranslatafi 0.0, 0.0y 25.0 )y
glbegin (UL LINE STRIE))
alvertesdf (POl 50
alvertexif (POSCI
alEndi)

glbisable| GL LIGHIING |

gliisable &L _DEPTH TEST 1)
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B.3 Experiment Software: Card Generator.m

This application is meant to generate four files. It generates the reference Card
file that includes the total number of trials in the deck, the numbers of pin insertions
for each trial, and the specifics on which pin goes were. This files is read by the
two test applications and serves as a reference for determining if the insertion was
correct or wrong, and how to acquire the data. This function, also generates three
latex files that will later need to be compiled, and that will deliver a printable deck
of Cards, an HMD friendly version of the Deck, and a reference file that was used
in the preliminary testing to assess which hole was which. The code was written in

matlab as follows.
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B.3.1 Code:

%% This Program Creates four files containing the definition of the tazksz to
%% be executed in the experiment, The Iiles ‘are generated as follows:

et e e

45 # of Cards

4 # of pins: in trial #1
25 # pin and hole #

%

«s0 8nd S0 on.

————— #444-C.tex and #444-CBlack.tex ####-Reference.tex——————-—

theese files are LaTex Cocde, and produoce an identical file; Ior the only
difference that the firs uses white background and black fonts; while the
other uges black background and white fonts. '(the first is te be printed,
while the second ig uzed to be displayed full ‘screen in the visor for the
second’ part of the test, The last file generates the legend for the

s

L]

e

% indicators ordered from 1 to 7.

%% The first file (###.txt) will need to be lpaded in the DAQaguisition

%% applet and will wverify whether the pin insetrions have been executed

%% gorrectly. The second and third files (###-C.tex ‘and ###-CBlack.tex|, will need to be ¥
compiled in a

%% LaTex enviropment, and wiil generate a .pdf file that will have to be

%% printed in order to have the phisical cards (###-C.tex] or digplayed fullscreen in the ¥
vizor (###-CBlack.tex).

%% NOTE:

¥ Immages in order to have a properly formatted Document must be: 116x7@

% pixel .eps files. and must be named lp,eps throug Tp.eps for the pins, lh.eps through
% Th.eps for the holes and arrow.eps for the arrow.

%% Massimiliano Di Capua S5L 2008

clear

okd

DeckName=inpat ('Insert the cards deck name \n','s"):

Noffards=input{'‘\nInsert the number of cards in the deck ‘n {wiil be rounded to the ¥
closest Integer multiple.of &) \a'):

intwarning off;

NofCards=intl6 (NofCards/6)*6;
DeckMNameEXT=[DeckName] }
DeckNameEXTTEX=[DeckName, "-.tex"];
DeckNameEXTTEXBElack=[DeckName, '-Black.tex'];
ReferencelocName=[DeckName, '-Reference.tex"];

Deck = fopen{DeckNameEXT, 'w'];

TexDeck = fopen (DeckNameEXTTEX, "w');
TexDeckBlack = fopen (DeckNameEXTTEXElack, "w');
Beferenceloc= fopen(ReferencelocName, "w');

%% Write on Cards

fprintf(Deck, '%d \n',NofCards);

Iprintf{TexDeck, "\ \documentcliassiarticle} \n\\usepackage(graphicx} ‘\o\\begin|[document) «
\n\\begin(canter} \n');

fprintf(TexDeckBlack, '\\documentclass{article} ‘\n\\uszepackage({graphicx) ‘n\\usspackage ¥
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[eolor} \ni\\colorf{white} \n\\begin(document} \nm\\pagecolor(black] \n\\begin({center)\n TEST &
\n \\newpage \n');

fprintf({ReferenceDoo, '\ \doocumer \n\\usepackage [graphicx} \n\\begin &

|docaoment} “n\\begin{center)
for ii=1:7
fprintf {Referencelog, "\\includegraphics{%dp.eps} 'n' . ii);
fprintf (ReferenceDog; '\\inecludegraphics {Arrow.eps} \n' )}
fprintf (ReferenceDog, '\\inciudegraphics{®dh.eps} \n'  ii);
end
SubCaxds=[0 0 0 0 0 0 .0f;

for i=l1:NofCards
TazkNumb=randint (1,1, [2,7]);

SubCardsID=0;
while SubCardsID==0
if SubCards (TaskNumb)<HNofCards/6
SubCards (TaskNumb)=SubCards (TaskNumb) +1;
BubCardsIb=1;
else
TaskNumb=randint (1,1,[2,7]):
end
end

Pin=randperm{7);
Hole=randperm(7) ;

fprintf (Deck, "#d ‘n", TaskNumb);

£F 45
fprintf(TexDeck,'\n\\newpaqe et i
fprintf (TexDeckBlack, '\n'i\newpage ‘nin');

for ii=1:TaskNunmh

fprintf (Deck, '3

id \n', Pin{ii), Hole(ii));

dp.epst ‘n'  Bin{ii) )

fprintf(TexDeck, '\\includegraphi
fprintf (Texbeck, '\\inciudegraphics (Arrow.eps} ‘\n');
fprintf (TexbDeck, "\\includegraphi 3dh.eps} \n'  Hole(ii));

fprintf (TexDeckBlack, '\\1
fprintf (TexDeckBlack, "\\1
fprintf(TexDeckBlack, "\\i

undegraphics{tdbp.eps} \n'  Pinf{ii)):
rrowbh,eps} ‘\n'j);
dibh.epst \n' Hole(ii)):

udegraphics{

cludegraphios

end
end
fprintf(Referencebog, "\‘end{center} ‘n\\end{document}" );
fprintf(TexDeck, '\\end{center} \n\\end{document}"' |;
fprintf (TexDeckBlack, '\\end{center} ‘\n\\end{document}j"' );:

felose all
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B.4 MX-2 Operations Software: MX-2-OPS.cpp

This application allows the user to access the suit status information through
the RCL, and display:

o Text
e 2D overlays
e 3D GL overlays

e 3D VRML overlays

Although still in the early development phase, this application is able to rec-
ognize multiple markers at the same time, display object centered text and window
centered text. It is also capable of displaying real time values read from the suit sen-
sors, etc. This application will be further developed in the future to accommodate
several other features as video playback capability and integration with the MX-2
speech recognition software. This C++ application uses many of the SSL libraries
and its specific for MAC OS-X.
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B.4.1 Code:

I’} simpleVRML.

File Edit View Go Help

n I
v [1 | of 9 | BestFit ¢ |
Next s - |

Thumbnails v @

>
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statie int prefiindowed = FALSES
statio int prefWidth = 00,
static ine prefboishb

static int prefbepth = 31
static int prefRefzosh = r

statio ARUiGEE  gARIImace = HULL;

static int gARTThreshhold: = 1007
static long gta llCountMarkerboteck = i

static ARPazam GRRTCparam )
statio ARGL COMTEXT SETTINGS REF girglSsttings = SULL)

static ObjectData T  *oUbjectbaba;
static int b Bckba b atount |

int CameraView = TRUE;

int TextDisplayMoviog = TEUE)
int TextDisplayFised = TROE)
int CleanModeMctive = FALSE)
ink Showtodel = TRUE;

int Showhelp =FALEE;

int DisplapSuirbtatus = PALSE;
int Morelnfo = ‘FALSES

char *DisplaySteacyStripg[17] = | "WELOOME T THE 5S5L°s AWMENTED REALITY SIMULATOR:®,

Wihls program similates cue islan far fubure space siplaration, .,
“mhat pon are ahout to see hers is esactly what™,
“you wuld see Lf pou weze im our MC-Z Suit |7,

"5a,. ., How about e little Same 7%,
W
“This is how it works:",
"1, flip two cards",
"I what do wou Eee? Are the two objects idontical?!,
¥ ~ 1f a0 put the two cards away! Good Job 11%,
- 1f nat, tuorn them back ard try again with another set. ™,
. The.game ir over when you've found nll the pairs and thers are no cards lafe! ,
.

"Have Funm 111 iBrézs 'RV far Help) " |t

shork int Xtextahi=(., Yrextohi=o., Ltextohy=
char *fhjectFixedString (6] = |"Subary Impreza®,

i
'Galilen”, “Aybble” , "IS5Y, "Space Shuttle®, "Tie Pightac};

woid
megTeleme bry (narssuit@omms SuitTelemsbry b *datal
[

bool By

assert {data != NULL):

b =suitbaca LockMutex|) s
aszert (b} :

sultfata . sampleTime.tv sec = ntohl {Hata->sampleTime seconds s

sul thata . sampleTime.tv neec = ntohlidaka->samplefime panosecands)
sui thata  ponylEressura = ntohf {data->pony lPres sure) 1

suithata ponyZEressure = ntohf {data->pony2Eressure) §

sulthats .preumaSealPressure = ntohf {data->preumaSenl Pressure)

sul tOata ambientPressure = ntohfidatn—ambientPressure) )

sul thaka, hac kpackEressure = nbohf [data->backpac kPressure ) |

sui thata  sui tPressure = ntohf{data-rsuitPressure)

sui thzta.heartRate = nebohf{data->heartRata))

sul thata digital ¥ = ntohsidata->digital i)
sultfaka digital ¥ = ntohs{data-—>digltal ¥)i

b= suitbata UnlockMutex ()
assert (b

assertjdats | = HULL)Y
assert ([ ¢ datalength)

switch ms3lh)

113



s
Srcinef iatdary, oot imvalid asg: magid = 4d4 ROL Emqi:
Bemak;

char
giPmrtachaeld ixy,
S ie=String; fe = 00
[l
watRLtmsCaractar  Font, ‘ohi
|

|

i Lnk SRR e shar AR e e "o, S e

ARFaTm waaras)
1n axize. ymize

14 Epmn e

be ol oo < 11
PrinEe Inaaes. “wetitamscal). Ubla £, mes. coraacton ba-casats.
=

1p (arvidealagiize ixaizs, Gpmize
forinss ietdeus, *Casece fmage wize

[ R

ratan
= I Nl exbze) peizeis

s i camarn cermatara, v

Loac (cparam cane, 3, swpran o)
il \pCamars |13 Bezor brading parasstar $1ls bs for cosars
Tatazn |[FAISRE

Folnaize snien. vnlam) trlald
Camara Paramste

mrind toparan isaran) 5

1E |arVidesCapStart
fprinst (staacr, ookt 3 Tt o Do e dabe SN 5
Fetarn (FALSE

sturn |TRIK)
|

T ppT— jactn ishar Isnams, T Frobtactiatabat,
1

ans mmmociatwd b

Lenme, .=
1he mawd VERLdsta raturmec sszer LNnR 07

1
Frintf (N act siimt = AdiEe, ‘chinctiataDnmtReE;

seturn |TRUE(

12 lae¥ictlmiode —
frint rtcece.
Ehdl\t! I=xtdmeE,

!

i

slasgafrochads == AR 3 . FROT_!
rm..u.m-r. eaa R PEL BRAGE

lwrlnkl'ln::rr. SFroMeda (X1t HALF DMAGEWR® )5
[

# \1rgiiodadet inpiCmbastinctinga) — AL DMNBY 01 SRipLPIEES) |

fprintt (stncr, “Orweice © 35, rea_FIRRE T

| mlam if AR_TIRAN_TEETIME_PULL_IMAGE) |
fprines (wtdece, *Drmdiess |I.'| & TEETURE MAFPING (FULL RESOLUTTONI\m® |1

fRrinsf istdece, *Temsbics (D ¢
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if jarTemplatefMatchingtiode — AR TEMPLATE MATCHING COLOR) |
fprintf {stderr, "Templatefatchingiode (M) t Color’ Template\n" | s
| alsa |
fprinkf istderr, "TemplateMatchingMods (M) : B Templatehn® 1y
|
if farMatchingPCAMode == AR MATCHING WITHOUT BCA) |
fprintf {stderr, "MatchingBlAMode (F) r Without BCAAR");

alsa |
fprintfistdeérr, "MatchingPCivicde (F) r With BERAGY )y

stacic woid Tuit lwoidl
I

argleleanup ghrglSettings 11
arVidestapStap {17

arVideot Losei )y

ok

Catininit ialize ()}

static void ¥eyboard lunsigoed char key, int x int y)
i
int thoeshhange = 07

switch {key) |

G b
case 't
threshChange = +5;
break:

casa '
case .
if CameraView = TRUE) |

CameraView = PALEE]

|else|
Cameratiew = THUE]

prafiindowed = FALSES

prefilndowed = TRUE:

casa 'U'':
if (PextDisplayMoving = TEUE) |
TextDizplayoving = PALSE;
lalsai
Texthicplagaving = TRUE;

braak:

case

caso bt 2

if (rexthisplayfized — TEUE) |
TextDisplayFixed = FALSE

lelsal

ToxtDi splayPixed = TRUE;
Morelnfo = FALSE!
timplaySultStatus = FALSE;
Shewbelp = PALEE

break:

casa o'

casa ‘o)

if’ ClearModedct ivar== TRUE] |
ClearModelctive = EALSE;

lelsal
ClearModefctive = TRUE;
break:
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caze .
if (Showdodel == TRUE) |
Showtdndel = PALSE;

Showdodel = TRUE;

break:
case 't
case t

if {DisplaySuitEtatus=— TRUE|
DisplaySuitStatus = FRLSE;
jalsai
DisplaySultStatos = TRUE;
Morelnfo = FALSE;
TextDisplayfixed = FALSE;
Showbelp = EALSES

if (Showhelp== TRUE) |
Shenbe lp = BALSE

lalsal
Showhelp = TRUES
Marelnfo = FALSES
DisplaySuitStatus = EMLSE;
TextDisplayfixed = BALSE;

break:
casa 1}
case D't

1f (Morelnfos= TRUE) |
Moreinfo = FALSE;
lelsal
Morelnfo = TRUE;
ShonBielp = BALSE
OisplaySultétatos = PALSE;
TexthisplayFixed = FALSE;
|

de fault:
break:
|

if jthreshChange) |
SAMhrashhald 4= thrashthangs s
if GNETThreshbald < () oARTThreshhald = ()
if hal 3 ok hold =

d->

printf{"Threshhald changed fa &%

+ GARTThreshhold) ;

static woid 1dleivoid

statia inmt ms prev;
ink ma;

float n elapsad;
ARDintE *image;

Mttarker Infa ‘marker_infoy
int markes rom;
int 1,03 b

me = glutGet {GLUL ELAPSED TIME:
©_elapsod = (Eloat) {ms - ms prewi * 0

iF |5 elapsed « [.01f) Dt t
ms_prev = msr

aryemlTimestpdated ) ;

if {{image - arVideoGetImage {)§ |= HULL) |

SARTImage = image;

FralloountMar kerbatact ++1 L1 '

if (azbetectMarkes|AKTImage, SARIThreshhold, tmacker_info, imarkes num «
wait (=113

a i 3 < marker pum JRH |
if {marker infofjl.id = gObjectbata (il .id) [
2 k=L k=5 ted,
wlsa if |marker info|k|.cof < marker info(3].cf) k= 37
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£ EA= Y |

4if |gdbjecthataldl,wisible = 0O |
arGatTransMat {imarker irdo(k],
gibjecthata [i] .marker certer. gibjectbatalil .marker width,
gibjectbata (i) . transis
| else |
arGetTransMatfont {amarkes_infolk|, gihjectbate[i|.trans,
gobjectDatafi] . marker center, gibjectData{i] . macker widch,
aihjecthata (1] . trens)}
I
gobjecthata 1] ,visible = 1;
| mlma |
gibjectiata(i] .visihle = O
I

static vaid Visinility it wisinle)
T

Af (wisible == GLUT. VISIBLE) |
1 ut Il pFune {Ldleds
| mlsa |

glutidlefuns (NULL ) |

static vaid Feships lint %, int R

1
gltlear 5t COLOR BUEFER BIT | GL DEPTH BUFFER BIT)
alViewpartil, 0, {GLsizel) w, (GLsizei) Hi;

glMatrixtods {GL_BROJECTION) §
gliioadbdentity {1}
alMatrixMode {GL MODELVIEN) |
glboadidentity{)

static woid tisplay fvoid)
|

int i, noly

Gldouble pll&]s

Gldouhle m{lé] )

char StatusStringZdisplay (50!
bool mutenc Sk

glnraﬁaﬁ_ffur.{éix__mjj . )
glelear il COLOR HUEFER BIT | GL UEPTH BUFFER BIT) | 1 ' 2

if (CameraVisw == TRUE] arglDispimace |gRET Image, (oARTCparam, | gArglSettings=is Ion

ar¥ idetapiext |) |
GARTImage = NULL] i na Lo 14a of A

arg lCame rafrus tumiH | AgQARTCparam, VIEW DISTAMCE MIN, VIEW OISTANCE MAX, D)
glidatristiodes (GL PROJECTION] | =

gltoadiatrind {p] ;

glMatrixtode (GL MODELVIEW] T

if (Cleaptodedctive=—FALSE) |

1 toin it
albandidentitydls

glutookRt|{0. 0, 0.0, Z50,0,.0,0.0.0.0,0.06, 1. 08.0.08))

Aif {Showhalp=—=TRUE] |
gléolor3f il 1,10
repderBitmapString {-110. 7
rendar8itmapString {-110. ;10

TenderBitmapString {-110,

4 GLUT BITMAF TIMES ROMAN 24, "Keybord Input Help"))
o GLUT BITMAP TIMES ROMRN 24,

]
. GLUT BITMAPR TIMES FoMAN 34, "Esc / Q {g)

=

Ercgram"

repderBitmapString {-110.

=L0:*5, 0, QLUT BITMAP TIMES KON 24, "A {a) =—=====a%
Suit Status*))
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alfolor3f {10
sprintf{ftatussStringldisplay "+ / - ==———————x> Incroaso/Decressa Contramt {(&)7, -gm‘l‘hmsnhald];
rencerBl tmapSering (-1 L0 10,%10,0 , GLUT BITMAR TIMES ROMBN. 2d, StatunsString2display)
if|Came raViow==FALSE) |q].0n1c|:’!fu, u,nj |
renderBitmapString | 0,411,0 , GLUP BITMAN TIMED ROMAN 24, "'C {g) =———=————=>
Hide /Show Webcam View");
gloolorif |

Ly

yF;
L {lext Bispl aponi ng—FALSE) [glcalar3E1L, 0,00 |
mndanimebr_angi ue.,70.-10 ;,I' ¥ GLLH‘ BITMAP TIMES ROMAN 34, T {t)
Ehow/Hide Modal fixed Text™))
aloolor3f {1,1,1);
renderBitmapString -110. 70 —LU 403, 0, GLUT BLCTMAR TIMES ROMAN 24, "S {a) =———==——==3 “Show/Hide
Window Fiwxed Text"is
if |Ehowiodel ==FALEE) [glCalardf (1,0, 0]
renderBitmapSering {-1100, 10 10, *1d, 0 , GLUT BITMAl TIMES ROMAN 24, "M qm] =——————==>

Show fHide Model") )
altolei3E (L, L, 1)y

renderSitmapSrring {-110. 70 .10, *15,0 , GLUT_BITMAE TIMES oMy 24, "8 {h) This Help!"
i
lalse|
i# iblsplaysSuititarus == TRUE] |

mutex ok = seitbata LockMutexd))

assest imutex okiy

alfolaxdfii,l, 1)

GLUT BITMAR TIMES RiMaN 24, # Soit Erarus Monitor®)

menderBitmapString (- 11
renderBitmapSt ring (- 11

L N

1, GLUT BITHAR TIMES BCMAN 24,

1f MARSSULT ! CONVERT  BOMY1PRESSURE |suitiata pclmylPre_-lr:uml' b ) igltolox3fil r-ﬁ‘.fllll
A MARSSUIT COMVERT  BONYLERESSURE {snitbata ponyl 1 Egldalar®Eal, 0,000
sprintf {Statusstring2display, "Bany | Pressoro ©d,Zf psl" P o CoomveRt | acmrumsmu
suittaka .panylBresanre) )}
renderfitmapString (- 110,
gloolardf (1,1, 1) ;

—L0.45,0 , GLUT_BITMAE TIMES BOMAN 24, StatusStringldisplay)

1if MARSEULT OONVERT PONY2ERESSURE (puitate pony2Bressurae )< iglcelar3fil,
A MARSSUIT (XIMVERT PONY2ZPRESSURE {nuitDate ponylPrassure) « |glalozdE (L, L1 1|
sprintf {SratusSEringZdisplay,"Fony 1 Pressure ©d.1f psif, MARSSUIT CONVERT PONYZERE SSURE |
suit Data . ponyPressure) |

(S|

renderBitmapString{- 110, =10.*10y 0 , GLUT BITMAE TIMES ROMAN 24, StatusStringddisplay):
gltalarif{l,L, 1]
A MARSSULY COMVERT FHEUMA SERLE RESSUKE |suithatn .premmaSesl Prassure )
MARESUIT (XIMVERT  EMEUMASEALFRESSRE {=udtData  preumaSeal Pressure ) >=00 ) (glolar 36{1, 0.6
Af MARSSULIT OONVERT Emmnsménkshmz.suimam .pneuvmadeal Bre ssure j<=d0 &&
MARSSUIT OONVERT  PHEUMASEALERESSURE {suitData.preumaseal Pressure) ==55) [glOolor3£401,0,007|
 Sprintf {Statusbtring2display, "Encums Seal Fresmure W.3f  pEit,
MARSSULT (CONVERT FNEUMASEALERESSURE {miitData .preumaSesl Pressune)) |
renderBi tmapString {-110,  TE.-10.411,0 , GUUT BUTMAE TIMES ROMAM 24, StatusStringldisplay);
alealardf (1,0, 10;

if MARSEULT CONVERD AMBLENTPRESSURE (suit Data.ambionbPressure j<=14 ||
MARSSULT_ COMVERT 4B LENTERESSURE jsultData ambientPressure) »=40) (gléalardf 4L, 0,65, 0) 1]
= e LF MARSEULT CONVERT  AMBIENTERES SURE {suit hata . ambientPressurs <=0 ||
MARSSULT OONVERT —AMBIENTERESSURE isnithata ambientPressure) =500 {gloalar3f L, 0,004 |
sprintf {StatusString2display, "ambient Precsure W4.2f poi {bepth: kd.1f fear)®,
MARSSUIT OONVERT AMBLENTPRESSURE (muitUate amblentPressure), (MARSSUIT CQUNVERT AMBELIENIPRESSURE jsuitbata.
ambientPressure =14, 1§ /0,432
renderEl tmapString {110, , T0.-10.415,0 , GLUT BUTMAE TIMES ROMAM 24, StatusStrinaldisplay);
alfoloxr3f (1,1, 11,

Aif MARSSUIT CONVERD  BACKPACKERE SSURE {sultbata .backpackPressure)<=1 ||
MARSSUIT CONVERT _BACKEACK |suithata b 1#=4) |gltolar 36(1,0.
T N A€ MARSSUIT CONVERT BANCKEACKERE SSURE {suitData.backpackfressurs )«
MARESUIT (CMVERT BACKEACK ERESEURE (suithata . hackpackBressure) s=4.5) lalalor3f (1,0, 0|
sprintf {SeatussString2display, "Sackpack Fressure ¥4.2f pei¥, MARSSULT CONVERT HRCKERCKPRESSURE
{suitData .backpachPressura) )y
renderBitmapString {-110.
glfolax3fil, 1,10}

-LO.*13,0 , GLUT BITMAP TIMES ROMAN 24, StatusStringlidisplay):

1if MARSEULT OUNVERT SUITPRESSURE {suitData . soitPressore)<=: || MARSSUIT CONVERT SULTERESSURE |
) (gLEolaT3E AL, 0 65, 011 )

if MARSEULT COMVERT SUITFREBSURE{SU“:EB:A suitFressure j<=1.3 || MJIRSSUI‘I' CONVERT SUI'I'PktSS“‘KE!
suitbata - mult Pressure) »=3_5) (gloaTor¥E {1, 5 0 |

=pxi.r.r_f ogldizplay, "Suit RA.EE pmif,  MARSEUIT COMVERY SUMTPREEEURE |

suitData.sultFressuze)

suitbata suitPressure) |1

e 1B tmapString - | Cotld, 0, GLUT BITMAR TIMES RGN 24, StatusString2display):
gltolor3f (1.1, 117
ifizpitbatas.hoartRate>=100 || suitbata.h
if{suitbata heartRates=1210 || soitData. heartRatec=50)

=printf {fcatustring?display, "Heart Rate L3.0f hps", suitData heaztRate))

renderBi tmapString {-110., 10, -10. 15,0 , GLUT BITMAR TIMES ROMAN 24, StatosStringddisplay):

mutex ok = suibflata UnlockMutexi)
u_en-_ Imatax okl;

:Ltﬂ'o'.xr_uuplnyrued = TRUE) |
for nal=; mal < Léy nales) |
altaloe3Fit, 1,15
renderBitmapString (=110, T0.-10.*nal,0 , GLUT BITMAF TIMES FOMAM 24, DisplayStesdyitringinal

118



alLondidentity |

Bor (i = [ i < gObjecthatataonks i+h) |
if ||gtbjectBaba(i| .wisible |= 4 && (gObjectbata(if.weml id = () |

argltamoraliewil ghjectata (1] . brans, m, VEEd SCALEFACTOR |
alicaddatrisd fm s

A {Showbiodel = URUE) arVemiDrawigtbject hata [1] ,veml {d) |

Aif {TexeDisplayMoving==THUE) |
glealorst (01, 0
menderBltmapString {Ktextob), Yhaxt oby, Sbewkab) . GLUT BITMAP TIMES ROMAN 24, ObjectFisedString(i|i)

glutSwapBuffers {);
I

int malniint argc, chac** argy)
|
int 1
char glutGamemode 32|
const char ‘cparam name = "0Oata/camera para.dat!

*uwoonf = "Data\\WOM camera FlipV. saml";

ielse
char Swpanf =
fondif
char chjectOstaFilename (| = "Datafohject data wrml";

suitbata Initialize ()

if imarssultComms init (LOGFILE,
T Logwmsk,
HUB AfIRE,
Hus BORT,
ROLTHANMELLH  MARSSULT COMARNDS,
ROLCHANMELID  MARSSULT TELEMETRY) != GEN ERR HONE)

printf {EOL "ERHOR: main: dnsble init ccmmmunicatisns" EOL) S
return -l;

|

marssuitComs_keglsterfeceiver megReceliver);

glutInit {sarge, argv):
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Appendix C
Approved IRB

UNIVERSITY OF l:::.l.-lr; Bk M vl 307145 5141
AU ANTE LT TEL ML N4, LT FAK
irbuplal e il s
e i e il edu s B8
IHETITUTICMAL REVIFR BiARD
July 2, 2004
MEMORANDUM
Applicwtinn Approwe Morifeaiion
T [y, Davsd Akin
Massimillione TH Capoa
Departiment of Aeroapace Engineermy
From: Roslyn Edson, M.S.. CIP ||::.',-t--_-
1RO hnnapcr
Undversay of Maryland, Colkege Park
Ites IRE Application Nomber: # 080313
Froject Title: “Awgmented Reality for Space Application.
Performance and Aceurscy Impact oo Simple Un relarsed Tasks,
Compartsan hetween In und Out-af-Flelil-of-View Information Feed
Methads™
Approval Tate: Juree 19, 2
Fapirution Diale: Juime 19, 2004
Ty of Applbeation: Tnitial
Type of Riscarch: Bon:Exempl
Type of Riview
For Apication: Full Bannd Kevicw Dhegree of Wisk: Mo Girciter fhan Mimmal Kisk

The University of Waryland, Callege Park Enstitutiona! Review Boand (IRE) appacrveed yoar IRH
epplication. The research was approved inaccordnnes with 43 CFR 46, te Federal Policy for the
Protestion of Human Sabgects, and the Unlversity®s IRE policies and proceduemes. Please neference ihe
above-cited ITRE application maber in any future commuenscations with our offiee regarding this
research,

Recruiiment'Consent; For rescarch roxquiring weiten imfoemed oorsent, the IRB-approved and stamped
infurited comsest document is enclosed. The IRH epproval expirstion dete has been stamped on the
infisrme: comsent document, Fleasa kasp copics of the consent forms used for this rescarch for thres
years &fler the conphstnn of the resenrch,

Conlinakig Reviews 17 yon intesd to contime o colbect data Erom hiaman sabjects or to analyme privade,
identifinhic datn coflectod fram bommsn subects, afier the expimtion date far this spproval {indicaisd
above), you must swhmit 3 rerewal apphication o the IRB-CiTice at keast 30 duys before the approval
expirntion dois,
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Algprenied Moy fir Speece Agssi oot ons 1 |.‘|J 1 TI AL— HTFPL'!EIH:TM“
IRE 080313 Fuge 1al17
UNIVEREITY OF MaRYLAND, COLLEGE PARK
Ingtrtutional Review Board
Initial Applicatlon for Research Invelving Human Subjects
Pleaze complete chiz cover page AND provide all mfvrmsdon requested in the airached

inzoroctons

Mame of Principal Inversipsrar Tel.

{PI} or Project Froolty Advisor _Densd L. Akin Np 301-405-1138
Tel

Mame of Co-Investipeior (Co-FT) - No :

Deprrrmest or Unit Adoanizeerimg the .

Eroiect Acenmars Fe

E-lulad Addres dekipcalmd adg E-hlad Addresz of Co- .

Wikere thould the IRE send the spproval  University of Mardand Butlding 351

lecrer? College Park, MD 20742-1911

Mame of Srudent Tsvestizarss Messiziians Dk Caea el ann4ge-2625

E-Aladl Address of Snedens Investgator zxdic

Clecls bere 3f thic iz a shedent maseer’s fdeess [ ] or & dssertamon reserrch propect ||

Project Turation (o' — mo'r) 502 - _OSGE.

Hregmeeted Faality for Spacs Application: Performence and Arcrracy Inpact o Sinpla

Project Tesshearsed Tasks. Cengparisen Bebargex o apd Chut-0F Fiald-0f-Visw Infenoaticn Faed

Tirle hiathods

ponored Foneding ORAA

FrojectDam | Ageacy = Trpeml.

Vilnerable Populacens: The propossd rassarck will immaive the Sollowing {Chaeck all e apply): pr

women [], Eumee fatises [,  zeocades |:| mrinors -:'Inl:]mn a. CEiLomars .
ederss [5],  indnsduek with meam] disabilices [, odnidueds with physacsl duatf_h'hn. O

Exempt or ?&mn:gt {Cpoonsel) Yo my reccazreed o ressarch for cosnoion or non-axsnpoon by
conmitsting the sppropoiass box bedoar. For e moommmendation. st the oumabars for the axsmpt catagors{s)
[] Exempe—List Fremetion Catesory O [] Xon-Frempe

o , briefly describe the reason(z) for eremprica. Yoor zednton iz a suzperton bo the IRE Manager
st Co-Chairs.

ez lef .J’:-"‘f#*f"

Dt Thavid L, A L':n _i-‘:nuzl.l.ll:'.I Advisor
. .-*'
S/82A04 "'.-ﬁ:"-r:;_..-r'ﬂ T
Mz | Mllﬂh&ﬁﬁr{gp& Stadent Investignior
f i :
.r:"ll?.b'l-_:-{" e = %
1

| D] Piaes, Departmens Chair

[kate

RECD MAY 2 2 2008
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IEE Application
Title:

Augmented Beality for Space AppScation: Perfarmance ard Acouracy Impact on Simple
Ursshrarsoed Tasks. Compartson Bebweor In and Out-0F-Fiold-0OF- Ve Information Feoo
Methods

Abestrack:

The pirpose of this skudy bs i qisntify perfformance amd acoeracy benefits arizsing from
the use of Sugmerted Eeality Boad Mounted Msalays [(HMD). Inthis experiment we will
simmilate a emple unrehearsed task by asking tha subject to remove a specific peg and
insert 8 in @ different hode on a digital pin-hole board. The subject will not have any
price knowlecge of the sequences B0 Be eveouded and will recetve all necossary
infermation jusk bofare commencing the task: The sxpesiment Wil be divided in bwo
parts bazed on the informatsan disolay method m use In the first part, the subject WS
racehes o diech of cords -pleced in closo prosimity to the digital gin-hols board, with all
Ihe mstrisctions for the soecHic tosks wrsfen on the cards. whileé in the sscond, the
suhjoct will make use of o hesd mounted display that wel overay, 2 schamatic of the
task, on the pinhole board. In bath ceses; data on task completion tme and acouracy
will b cofected. Quafative data Wil alwo be cobected subssquent the oxperimond
through o brief anperment respone guesticnnaine,

The experimant will ba performed at the Spoce Sysiems Lab o the Asrospaco
Engimeering Department. Subject invodvement will be completely valuntary, infarmod
consent will be abtalrmd balore commeancoment of the pxoeriment, and all subpect data
will oe kept confidantial.

Subject Selectian:

Sumects will be adult (over 12 vears of ags) shudents, faculty or staff from the
Cellape of Enmineering. Tha mureher of subjacts in the stady will be betwasr 10
znd L5 The subjacts will oot be selacted for tace, ethnic onigin, r=ligion, or oy
spcial or ecomormic quatifications meliztbdliny to the stady will be cavsed
emclysively from physical impaimment that is expected o reduce speed amd
aocuracy in mpvements Subpscts will be racraited formally throush email. The
Tecrimnen: email will be sext exclusively o the 551 Faoulty, Smdenfs and Soail
A copy of e recruiiment emiail 15 inckadad with this application. Study
panticipazen will b2 complsely volantary, Subjzcts can withdrw from the study

2t any tire for any reasen

Procedusnes:

The oxperimont wit be conducted in @ single session of approodmately 1.5 hours for
each subject. Onoe the subject has been introduced to the study and all the necessany
forms have been signed, the expariment will begin, The subject w4 b asked to seat ina
worksiation where the eguipment has been placed. The test sutgect will be then invited
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ta find a comfostable positon and wi be encolraged to reposition the pouipment as
desired. Equspmant can be ropositioned dwnng the experiment at any time. Changes In
aguipment corfiguration will be recorded by the Principal Imeeestigator by taking a
picture of the setup. The subject will be asked to step out the fald of view of the camera
in order to probedt thesr prisacy.

The sfady = divided = bao parte:

In part A, the subject will receive information oo the task from a deck of crde placed In
preaimity to the digital pin-hale boart The carcs are placed facirg dewn belora the
oxpariment, and each one carnes an identification number on the back {the
ueriificstion number |s wed tooverthy the task rumber ard 1§ Wi ba relevant only for
the Primary invastigatar). Whaen the subjsct I3 ready hefshe will ghve o signad 1o 8
romalter sttached ta the digital pin-hale board that the trial has beglen by pressang the
ipace bar on tha keybaard: The computes will then record ‘the "start™ tims and will start
lsbening ta the digital board Far state charges in the ingute.

The subgect will then Fip the card i front of thom and Wi eoecote Bhe task indicated an
the card. The cards will condain a seguerce of nstructions of tha farm "pin X to hole ¥
which hawn to ba completed |n the stated oeder. The nember of pics to mow Wil vany
[romi card 10 tand, froem a mémimum of 1 to a maiewm of 7. Each pin will have 19 be
relocated only poce por trial. The computber will give audia feedbad IF sach step has
tremn accomiplished conrecily (one “beep™ will ndicabe correct meecution, three “beeps”
will indicale task completed, whie no sounds will be omitted in case of Taohy
peppution]. In order to comminte the task, the subject will have to repasition the ples in
the corneck boles. If a pin & misplaced, the subject will rat receive sudio feedbeck, and
will have ta re-sitermmpt ther execution undil it B correct, The computer will record &
insertion times as woll as which pin was placed in which bale for later analysie

In part 8, the subject will be reguwred to execute the same sk as in part A& with the anky
differencs, being the farmation feed system In e The subsect will receive the
spocific task instructlons from a see-through HMD systom that well overlay am arrow an
the digtal pin-hole board, indictg which pin o mave where, The HMD will be
maented on the subjnct’s head with o snoopy-ap that incluides a microphare {nat Esed
in this experiment) a pair of hesdphones that will be used to receive oudic feochack
fram the computer, and awebcam that will be used by the HMD o dmow whare the oin
board = and where.the pins and holes are. The subjsd wil be tutored on how o wear
and remode Ghe sysiem and will practice these promdees undll hefshe feels
wamdoetable. Tha subject wiil be askad whether hefshe feels abla o remove the spilen
rapldly in case of discomfart. Gnoe the subject Is Famdiarized with the syshem, the trials
will commence as im part & by prossing the "space bac® an the keyboard. The HMD is
tonnecied to the compuler ard will aulamatically sasich through the list of tasks to be
accompished doring the tral orce sach ‘lask v successfully complsted. AF audio
fendback iz tho same 2 in part & The HMD wel afo d=play haw many' ping will have to

124



Asgrrmniad Headily Sr Spurs A catiors
TRE 08-0313 e il?

be moaed in the trial, and how many have been maved correctly so far by showing a
fraction in the uppor right corner of the wcreen [for exameale, 259 will iIndicate thal teb
ot of fows pins have been mowed). The snoopy can will Bo cleansd and disinfectad
befwepn differen) subjects with an anlibacterial water based saray galufion oonteining
2 Hiydrogen Peroodde (HN02).

Ideaily, tho experiment will o managod such that o subjocts execute both part & and
part B in the same session, with an even disitdbution of sushjects starting sith pan & and
part B Beforo oach part, the subsects will complofe five trafs far Tamiliarigations Theso
trals will be recorded. bud will not be wsed i the laber more analysis. The subject can
lafke oroaks bebasesn frials ox desired, and & wchedufed 5 minwte broak will be placed
betwesn parts & and B,

At the end of the session, the subject will b asted to B9 out a guestionnaire on the
experimant where hofshe Wil hawe the opporturity to evakiate i and ghe written
feedback to the Primary mvestigator. The guestionraine will be ancnymous: Subject
rezpanses may be used in the final repart. & eogy of the guestionnaéne is attached to
Mls proposal,

Eounmert Descrioton;

hiz board was castom made far this expariment and incudos:
= Tidentical wired pins (12X cm long, # mm in diamater with an clectrical contact
on the boftom);
= One Mational instrumorts USE-G008 AD Signal Acquistion Cand;
» 14 hales, halff of which are connected 1o the A/D, tard while the remaning half
are “rest hoies® for thn pirs in thelr initial position;
» G ficudals froe HbAD vsual recognition of the board position and arlentation;

& 14 idermidiers for pins and hofdes,
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The hoard dimensans are 2= folaws
s Length 38 om
®  Width: 7 om
v Heightt 3 om (from rest surfaca)
Ad comnnrs ke been raurded seducing the rsk ol injuries caused by tha boasd.

‘Valtages in the circufis ano =5 Yol at 500 ma, DC at the most: Thorefore, thane s no
significant electric shock risy associwe with the board. In any case, the materials weed
on the board [wood and plastics) ivolate the watem from the wsar,

The board |s set up In such 2wy thal each pim 15 set te a different vallage [moultipées of
{115 ). ‘When the pin & In the rest condition, the droull s open, Whenoa pin is inserlod
in ore of the upper hokes which ame connected 1o the &'D card analog Inpet channols,
the card &l sense o state change. By anafyrsng this change and the channel on which i
ooourrad, the compuler can (dentify which pin has been inserted inwhich hobe, The card
is conmected to @ PC renning a suite of softwane, 'Which will mcord the time at which
thesa changes oowr and feed the necessary information to the HMD wiien (nuse.

Deck of Candsr
Thiz deck inchedes 45 paper cards with and idendifier nuembar an the back and
instructiors on the frant side. Cards will bo pre-armanged befora the begsnning of tha
sassin bna specific coder so Rt theey can ba interfaced with the computer, Instructions
will be dsplayed In @ granhical format showing & pin ideritifier ard a hose dentifier
conreected by a horzortad arroe, The sub-task order w8 be from too ta bottam F mare
thar one subtas is displayed, Card dimensians ame o fobows
Height: 10 om
Width: & om
A sample card is lhntrated belea:

Newa wwNm
PO S HA
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HEAD systmm

The HMD s based on a strpped down SOY Glasstron PLW-SA00 heed mountod displary
with the Following characterstics:

v Beaoiution = G38olE6 (TS0

v POV = 23 sg-deg

Compasite video mput

v Complete Hosdset Aoprodimate Welght: 0.5 Kg

tountod an the vsor s 2 stripped down General Elettric wabcam with th ToBawing
chiaracteristica:

v Besoiution: 35288 (1CIF)

v Befresh mages 33 Hr

The wisar assembiy s mountnd an a “spaopy=cap” with an aluminum mount. &l orners
have beon reunded. Eectronics will ba coversd in order: to aveid domage to the
pouipment cdue to siafic cl'.:;e—;. Wnikagns and currents n e onoat co not pxcend 9
at 500 maA OC. sherefare the systom does not represent an eleciric shock treat for tha
user. In amy case the system 5 solated from the wser, baing mawnted on plastic
restraints. The snoopy-cap alsa Includes a pair of hesdphones and a microphone, The
systnm is adpustable to comiortably B the subject. The anly elemants in cantact with
the subjpects’ head will be the snoopycap soit-goods [s2r pads and restrainis). Tho visoe
will oe adjustod B arder o e suspended aporoaimastedy 1 cm froom the user's nose and
2 cm fram the wmer's eyes. The visor mount |5 Agid enough Lo enswene that there s no
tontact botween the visor assembly and the spbject when the user maves his/her head.

127



Teatily v Sy Apdicatioss

0E-0313 Fuga Tl 17

Computer:
The comaputer wi be a standard PC or Mac runreng custom software specifically

designed and writtan far this study. The camaeter will be in charge of acguiring data
from the A0 card, the keyboard ard the webcam (if the 8D system is wsed), and %
will stone and analyre the data. Intersction betwesn the competer and the subjocts wi
be restricled to awsdio feecback ard the space bar on the keyboad. Any. athes
interaction, incloding wisual feadback fram the omputer monkor, wil nat be
considered.

Hisks and benefits:

The expariment will bo conducted @ a conbralled, safe evirormert. Posmibie physicd
discomfort n patentially arise from the use of the HMD.  at any time the subject
pxperiences dacomicet, hefshe will be encovraged to take the HBMD off and decide
whether ta kerminalie the experiment. Hone of the emuspmeant (beaklots, cigital pin-Fale
baoard, HMD and PC) and procedures that wil be used in thiz saposment will present
mny risk 1o the subject's health othar than the minenal risk describad in dotail, i the
procecures section,

Confidentiality:

To help pratect confidentiality, the subjects’ names will not be included on the callectad
data. instpad, a code will be placed on the cofectod data and only tha Frincipad
Investigator will be able bt Enk the cata ta subgect [Dentities through the e aof an
idertificatian key, Cnly the Principad freestigator will hade access to the (dentficatan
ko, All data wd bo stored on password-protected computers: If a repart o artide
about this research project s written, subjed identites will be prolected to the
maximum oitent passile. The data coflected in this axperimsnt will be boat indefingoky
in the 851 Ehrary for futue referenoe.

Information and Cansent Forms:;

Informed corsent ‘ws® be obt@ned from each subject & writing before the
commencement of the experiment, The puroose, beckground nformation, detailed
procecures, equipment, and risks wil be cescbod as above. All of the subjocts’
guestions will be answersd, The subjects will then be presented with the carsent form
and ghwan the oppartunity to read it and ask mare questians if resded, Al subjects sl
be fluent Englah speafers amd the consent form will not noed to be tramslated into

anather language.

Canflict of Interest:

Thiz mesparch is hot conducied in collabaration with tie private sector. Mo garty has
fimancizd or empkiymank infenest in the culiome of this research. Thare are no canflics
of interest
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B HIFAA Compliznoe:
Mo HPAA protecied information wil be used. o nformatson wil be obtained from
healkh care providers:

8. Heseorch Outside of the United States: #iA

10, Research invofving Prisoners: N
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CONSENT FORM

Projact Title Aungmenied Realiy far Space Applicamon: Performance and Accarocy
Impace on Simple Uireliearsed Tasks, Comparizon Benvesn In and Oue-0-
Field-QFf-View Informarion Feed Meilods,

Why ke Thia Tios ay @ researed prapect Seimg cordooned Sy D Dad Alar and WersiamDiana O

rezgdarch baing | Capwe ofithe Smece Speaterr Loboraany o dhe Cwiverndy of Warpland, College

doma? Fark, The purpose af thir ressaredy (8 e quazfy aad amalvee dh affeer on
meriarmancy and asunacy Iesfeld ol inbraanen dinplaer witan atempoeg
mrerelearsed dmty, Tl modin ol fr i fed evideoce o imporios benafiy arinng
o the wse o S aystam o cowdal fasrefe ity rebass comprlenity and prapare (e
wary foo ar faanrre Al et Ion AT RADEETE SO,

What will | be I iy erperimest, pon il be anked fo penfars o amede font e quickdy oo
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drppreried] Hexily bor Symee Asmicaiors

IBE (E-0313 Page 1%l 17
Augmenced Realiy for Space Applicarion: Performance and Accuracy Impact on
Zmmple Unreliearsed Tasks. Comparison Benseen In and Oni-OfF-Field-Q-Fiew
Informatisn Feed Methods.
Subject Pre-Questionnaire
1. Ape:
2. Gender: __male __ femals
3. What is your affiliation with the Unwersity College of Engineering?
__ undergraduate sfudent __ facully
__graduate student _ staff
2. Are you lefi or right-handed?
__l=ft _ right __no preference
5. Do you hawe any physical mpairments? (select all that apply)
___regduced vision, if sois it cormected with glasses or lenses?
__¥ES _ No
if no.is it Ckely 1o affect your speed and accuracy m movemenis?
__¥ES _ No
___reduced armmn mob®ty,

if 50 is it likely to affect your speed and aczuracy in movements?

YES _ No

. Do you hawve previous experience with HVD devices?

__y=5 __no
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dpererded Hemiby Sv Spmee As=iraices

IFE (E-0313 Fuge idali?
Augrmented Reality for Space Applications: Performance and Accrracy Tmpaes O
Simple Unrelearsed Tasks, Compardson deoween In and Que-QF-Freld-0f= View
Informarion Feed Meshods,
Subject Questionnaire
Baglc Information:
Zex Age
ficircle apprapnale response)

Do you nave reguced vision? ¥25 no
if y2E, ta you wear cortact kenses? ¥a5 no
D0 you waar glassas? ¥25 no
Az you ook bilnd? Y25 no
D you experence any Glde eects ourng the nals™  yes no

If you answered “ves” o he above, piease lish T2 symptoms

Riesponsa to Experiment: (check appropriate bow: 1=not al al, S=very)
Cards:

Guestion 112

Wera Ire tals easyy

"Wiere The carde Fard 1o read”

THd you have any dificulty distinguishing he pine?

THd you have any dificulty disinguishing ihe holes?

‘Were the feedback fones dear?

WWera you sabsNeg wiin your perflomance?

HMD

ETEEIE il

wena he tals easy!

Was the M hard W0 use™

2id you nave any dificulty distinguishing 1he pirs

THd you have any dificulty disinguishing ihe holes?

Was the EMD Interface ImuRiee ?

Ol The FIID e your view [0 mudh T

VWas e RN COnToname

CHd you experience any sl0e effecs?

Were vou ablke fo dslinguish colors on The HWD?

Wers sound wamings dear?

Werz you salisfied whh your performance?

Cwarall, which system did you prafer? Papar Cards HMD
What changse woukd you lks ta 258 In new genaration HMOa?
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Ldditional Commanis:
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Az Bagly b Amfacations
FE (E-0313 i Page 18af 17
Recrimens Ewmaidl:

To: szlidssl nmd.edn
From: madicapad.a vahod. com

Swhject; Vosunteers needed For Sugmented Realty siudyl

Dzar o,

fis marry of you oo, Um ready to start festing for my researchl

The experimant |s calléd Augmented Realizy for Space Applications: Performance and Accuracy
impact On 5mple Unrehearsed Tasks. Comparison between in and Out-Of Held -0f -View
Information Feed Methods.

Iri this expermenl, we will smuate 3 simple urmehearsed task by removing 2 specfic peg and
Irserting it in o diffement hobe an my brard nees digital pin-hole baacd. Yaou will nat have any
priar knoafedgs of the sequences to be meetutod and you will recaive all secessary Information
just before commencing the task. The experiment will be divided in tao parts dffering on the
informaticn dizolay methad you will be u=sing: In the fret part you will receve a deck of crds
with afl the instructans, whilo-in the sacand you will weor a besd maunted dspday that will
owertay on the pin=hoke board & schematic of the task. Cm looking for 10-15 subpects, ok least 18
yoars af age, without visual kmpatrment |glasses or contact lenses are fine!| or sgnificantly
recliced arm mabiity. The exporimant shauld fest aaprosimately ana hour and @ kal.
Partcipaticn b camaletely walumtasy, Mo compensation wil be swarded,

| could w=e all the hefp | can get, therafare, i you are eligibfe and |ntarestod, ploase et me
kpaw! '
Treank poul HAEELE

Bazsimiianm

Adaemsimiiene 09 Capua

Graduate S8udent

De=partment of Aorospace Engineanng
University of Maryiand

Email: mardicamafvahoo,cam
Fhome: [ M) 4592626
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