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Abstract 
 
 This dissertation consists of three essays on media, political and learning. More 

specifically, I investigate the effects of biased media and learning from that biased 

media on political institutions.  

 In the first essay, titled “Optimal Dynamic Information Supply and 

Competition”, I provide a model of an information market where the viewers acquire 

signals each period at an attention cost, solving an optimal stopping problem à la 

Wald (1947), and the objective of the potentially biased information providers is to 

maximize the number of viewers who acquire signals from them across periods. I find 

that, in a monopoly market, the information provider sends unbiased signals that 

perfectly reveal the state of the world when there is a single period but provides 

biased signals when there are multiple periods. This is because biased signals elongate 

the learning process of some viewers, potentially increasing the information provider 

payoff. I also find that incentives due to competition, modeled as another information 

provider that is potentially biased in the opposite direction, overtake the intertemporal 

incentives and the full information equilibrium is recovered, even though it is 

wasteful in terms of social welfare. Hence, the paper provides a model with rational 

information providers and viewers that leads to biased signals in equilibrium. 

 In the second essay, titled “Voter Behavior and Information Aggregation in 

Elections with Supermajority”, I provide a model of elections where there are three 

possible outcomes, but the voters can directly vote for one of the two options. The 



  

outcome of the election corresponds to the options if the vote share for one of them is 

higher than a supermajority threshold. If neither of the options achieves that, then the 

result is the third outcome that the voters cannot explicitly vote for, which I interpret 

as compromise. I investigate various properties of elections in this setting. I find that, 

in line with the popular argument, supermajority rules foster compromise outcomes. 

But, on the other hand, elections with supermajority rules fail to aggregate 

information. 

 In the third essay, titled “Protests, Strategic Information Provision and Political 

Communication”, I consider a model of protests where the protesters learn about the 

state of the world via a biased information provider whose objective is to either 

instigate or dissuade the protest. A successful protest removes the incumbent from 

office, where the success threshold is determined by the incumbent who is biased. My 

main aim is to uncover whether the incumbent can learn the true state of the world 

from the protest turnout, even though the information of the citizens is provided by 

biased media. I pin down the optimal success threshold and signal noise choices by 

the incumbent and the information provider, respectively. I find that if the information 

provider is trying to instigate the protest, then political communication is always 

possible, regardless of the level of the bias of the incumbent. If the information 

provider is trying to dissuade the protest, then political communication is possible if 

and only if the incumbent bias is relatively small.      
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Chapter 1

Optimal Dynamic Information

Supply and Competition

1.1 Introduction

Many empirical studies across multiple disciplines documented the existence of

media bias (Puglisi & Snyder Jr, 2015; D’Alessio & Allen, 2000; Groeling, 2013).

There are various explanations as to why that is the case, exploring incentives of

information providers to provide biased information (Gentzkow et al., 2015). Some

supply side arguments involve external incentives to the information providers

from third parties, such as governments or advertisers (Prat, 2015). Furthermore,

there are other demand side arguments that propose viewers with confirmatory

bias as the reason, in other words, agents who derive higher utility from receiving

information that confirm their prior beliefs. Hence, many explanations rely on

external sources of incentives or agents with ‘behavioral anomalies’ in the sense of

neoclassical economic modeling.

In this paper, we outline an environment with no such assumptions, and

demonstrate that media bias can occur via the interaction of a profit maximiz-

ing information provider and rational viewers. We provide a model where the

intertemporal incentives of the information provider lead to biased information in
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equilibrium. Furthermore, we investigate how competition affects this result.

We consider a model where the viewers (the agents who seek information)

have to make a decision in the future, and they have the option to acquire signals

from an information provider. They can receive a signal at any given period, or

they can stop learning and make a decision. Importantly, they incur an attention

cost for each signal they receive, hence learning is costly1. This is similar to the

learning environment that is introduced by the influential paper by Wald (1947).

Our formulation of the viewers side of the information market closely resembles

Che & Mierendorff (2019).

The information providers are assumed to maximize the number of viewers

who acquire signals from them across periods. They are also potentially biased.

For a given state of the world x, if an information provider is x-biased, then it is

truthful in state x, i.e., it sends signals which says that the state is x if the true

state is indeed x. However, if the state is not x, there is still a potentially positive

probability that the information provider lies and sends signals which says the state

is x regardless. One implication of such a formulation is that upon observing a

signal that says the state is not x by an x-biased information provider, the viewers

know for sure that the state is not x. This type of learning environments with

‘revelatory signals’ is well suited to study political or scientific discovery processes,

as well as criminal proceedings. The information providers choose the accuracy of

their signals. Hence, they can choose to send unbiased or biased signals, as well

as the amount of bias. The cost of production is an increasing function of the

accuracy of the signals. This is because biased signals are less accurate, which we

assume to be cheaper to produce.

Building on these preliminaries, we provide multiple versions of this model in

terms of time horizon and level of competition. First, we start with the monopoly

model with one period. We find that, under relevant parametric restrictions, the

information provider sends fully informative signals, i.e. it has no bias. We then

1A model where the viewers buy signals from the information providers would lead to the
same results qualitatively.
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move on to a monopoly model with two periods. In one of the most important

results of this paper, we find that the information provider does not send fully

informative signals, hence disseminates biased information. This result is simply

due to the intertemporal incentives of the information provider. If it were to send

perfectly informative signals and fully reveal the state of the world, it would have

no viewers in the second period. Hence, the information provider commits to

sending biased signals in the hopes that some of the viewers continue to acquire

information for the second period as well.

We then move on to our investigation of the effects of competition on our find-

ings above. This is important because competition potentially incentivizes the

information providers to send less biased signals, but also decreases the potential

set of viewers. We find that the full information result still holds in a one-period

market with two opposite-state-biased information providers. The competition,

even though it eats away from their payoffs, is not enough to nudge the providers

towards less accurate signals. As another important result of this paper, for a com-

petitive model with multiple periods, we find that the full information equilibrium

is recovered. More specifically, both information providers send unbiased signals

in an equilibrium of the model, which is also the unique fully informative equi-

librium. Hence, in contrast with the result for the one-period monopoly model,

the incentives due competition overtakes the intertemporal incentives of the in-

formation providers. However, notice that this equilibrium is wasteful in terms

of welfare of the market participants, since there is no need for two information

providers incurring the cost of producing fully informative signals.

The rest of the paper is structured as follows. Section 2 goes over the relevant

literature. Section 3 introduces the common preliminaries of the models. Section

4 explores the models with single information providers, in both one-period and

two-period settings. Section 5 moves to the models with multiple information

providers, again in both one-period and two-period settings. Section 6 contains

concluding remarks. All proofs are relegated to the Appendix.
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1.2 Related Literature

This paper builds on and contributes to a few different strands of literature. First

and foremost, the viewer side of the market is formalized as a mass of individuals

who are facing a version of the celebrated and influential ‘optimal stopping prob-

lem’, as introduced by Wald (1947) and further developed by Arrow et al. (1949).

In these problems, decision makers face a usually binary choice under imperfect

information, and at any time they have the option to either receive further infor-

mation or stop and make a decision (hence the name). In this paper, in a similar

vein, the viewer side of the market is modeled as decision makers who can, at any

time, acquire a signal from an information source or make a decision and leave the

market without acquiring a signal. This setup for the viewers is closely related

to Che & Mierendorff (2019), as it is essentially a discrete time version of their

model. Obviously this paper differs from the aforementioned paper as this one

incorporates strategic information sources.

This paper is also closely related to a growing number of papers that con-

cerns themselves with the decisions of the information providers under similar

environments. Arguably the most similar one is Galperti & Trevino (2020), where

they consider a competitive market of information supply. Similar to our formu-

lation, the key driver of revenue for the information sources is the attention they

receive, so their main motive is to maximize the number viewers who get infor-

mation from them. But their formulation of the viewer side of the market, which

builds on Dewan & Myatt (2008), Dewan & Myatt (2012) and Myatt & Wallace

(2012), is completely different to ours. Namely, their viewers do not solve an op-

timal stopping problem (and hence the entire learning process is different). Even

though some of the results are similar, especially the ones regarding the effects

of competition, we uncover some novel results, such as the effects of the learn-

ing dynamics on the information source under the multi-period monopoly models.

Another similar work is Lipnowski et al. (2020), where they consider the problem

of a benevolent information provider who does not internalize the attention cost
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of the viewer. Clearly, the facts that the information source has the same motives

as the viewer, that it is ignorant of the viewer’s attention cost and that it is a

monopoly makes this work completely distinct to ours. Lastly, another similar

work to ours is Burke (2008), where they consider the dynamic problem of a pos-

sibly information source that tries to maximize its viewership (hence the same

problem as ours) given that the viewers have confirmatory bias, i.e. they prefer

information that reinforce their current beliefs. This formulation of the viewers is

clearly different than ours, since the viewers in our case exhibits both confirmatory

and contradictory learning behavior.

Furthermore, this paper contributes to the growing literature regarding learn-

ing under biased sources by incorporating strategic sources. The literature on op-

timal stopping problems with endogenous choice of information acquisition that

focusses on Poisson processes for the signals (like our case) has been developing

after the extensive focus on the drift diffusion models. The latter literature, which

assumes that the signals follow a Brownian motion with an exogenous constant

drift and the decision maker chooses the ‘intensity’ of her learning, consists of

many important papers such as Moscarini & Smith (2001), Chan et al. (2018),

Fudenberg et al. (2018), Ke & Villas-Boas (2019) and Henry & Ottaviani (2019).

The former literature, which assumes that the decision makers choose how much

attention to give to possibly biased information sources, is more open for future

research, and the seminal works include the aforementioned Che & Mierendorff

(2019), along with Nikandrova & Pancs (2018) and Mayskaya (2022). As Che &

Mierendorff (2019) points out, Poisson processes are more suitable for modeling

learning processes that involve discontinuous belief updating that mimics discov-

eries in real life, similar to processes regarding criminal proceedings, scientific

breakthroughs and political information. The last example constitutes the basis

of our modeling foundations, even though the model can be applied to any such

learning environment.

This paper and the learning under biased information sources literature in
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general are closely related to the highly influential rational inattention literature

that is introduced by Sims (2003). Similar to that model, the viewer side of the

market in this paper chooses which source to learn from (under the formulations

with multiple sources), or to learn at all. This action space closely resembles

rational inattention models. But the learning process that is used in the modeling

of this paper implies that there is a constant marginal cost to learning, which is

different than the rational inattention models.

Finally, this paper also contributes to the larger literature regarding the polit-

ical economy of mass media that spans various disciplines along with economics.

An excellent review on the literature, which is somewhat dated at this time, is

presented in Prat & Strömberg (2013).

1.3 The Model

There is a unit measure set of viewers, denoted by i ∈ V = [0, 1], and they each

have to take an irreversible action a ∈ A = {l, r} by the end of the game. The

payoff from this action, denoted by uω
a , depends on the unknown state of the world

ω ∈ {L,R}. If the action matches the state of the world, it yields utility of 1, and

−1 otherwise. For each i ∈ V , her belief at the end of period t that the state is R

is denoted by ρti. Initially, ρ
0
i = i for all i ∈ V . In other words, we assume that the

priors of the viewers are distributed uniformly on [0, 1] and a viewer’s identity is

equal to her initial belief. Naturally, if the viewer decides to take an action given

her current belief, the optimal action is determined by

a∗(ρti) =


l, if ρti <

1
2

r, if ρti >
1
2

△(A), if ρti =
1
2

There are T periods, and each viewer can take the irreversible action at the end

of any period in the game or before the game starts. Otherwise, they can decide to
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acquire information from an information source. If they decide to do so, they get a

signal sI from information source I. We assume that viewers can pay attention to

at most one information source2. Notice that they have to either make a decision

and leave the game or acquire information from a source. Hence, the viewers are

facing a stopping problem. For any period without a decision made, each viewer

incurs an attention cost c > 0, since she acquires information. For simplicity, we

assume that c ∈
(
0, 1

2

)
, otherwise the attention cost would be prohibitively costly

in the two-period models. We take this as the benchmark, and assume that the

cost of acquisition is low enough so that acquiring a signal from an information

provider who is fully informative in one state and fully uninformative in the other

is feasible.

An information source I can be either R-biased or L-biased and they each send

a signal sI ∈ {sIa}a∈{r,l}. At the beginning of the game, each information source

commits to a parameter λ ∈ [0, 1] that determines a probability distribution for

its signals, which is stationary across periods. These parameters are common

knowledge. If an information source is L-biased then its signal structure is given

by

State/Signal sLl sLr

L 1 0

R 1− λL λL

and if an information source is R-biased then its signal structure is given by

State/Signal sRl sRr

L λR 1− λR

R 0 1

An L-biased information source always tells the truth when the state of the

world is L and reveals the true state. But when the state is R, it tells the truth

2This assumption does not affect our results since there are infinitely many viewers and only
finitely many viewers can an incentive to ‘multi-home’ in our model, hence their effect on the
information provider payoff is measure-zero.
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and reveals that the state is R only with probability λL ∈ [0, 1], and lies and says

that the state of the world is L with the remaining probability 1− λL (hence the

name L-biased). Similarly, an R-biased information source always tells the truth

when the state of the world is R and reveals the true state. But when the state is

L, it tells the truth and reveals that the state is L only with probability λR ∈ [0, 1],

and lies and says that the state of the world is R with the remaining probability

1 − λR. Notice that this formulation has the following important consequence:

If an L-biased information source sends the signal sLr , then the state is R with

probability 1, and if an R-biased information source sends the signal sRl , then

the state is L with probability 1. But the other signals do not perfectly reveal

the state, since there is strictly positive probability that an L-biased information

source sends sLl in both states, and similarly, there is strictly positive probability

that an R-biased information source sends sRr in both states. Hence, in effect, λL

and λR parametrize the informativeness of the signals that are coming from an

L-biased source and an R-biased source, respectively.

The information sources also hold initial beliefs regarding the state of the

world, denoted by P which is their belief that the state of the world is R. We

normalize P = 1
2
, which is equal to the average viewer belief. Each information

source I maximizes the expected measure of viewers who acquire information from

it across time. But the information production is costly and the cost depends on

λ. We assume that the per-period cost of information production is Γ(λ) = aλ2

for some a ∈
(
0, 1−c

4

)
, a simple convex function. As a result, sending completely

uninformative signals (an L-biased information source always sending the signal

sLl and an R-biased information source always sending the signal sRr ) is costless

and sending completely informative signals that perfectly reveal the state of the

world has the costs a. Furthermore, we assume that a ∈
(
0, 1−c

4

)
to make sure

that sending perfectly informative signals is not prohibitively costly in any of the

versions of the model presented in this paper. More specifically, we assume that

sending a perfectly informative signal yields a higher payoff to the information
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provider than sending a completely uninformative signal. This way, if we find any

noise in the signal(s) at the optimum, we know that is it either due to the effects of

multiple periods, or competition or both. For simplicity, we assume that neither

the viewers nor the information sources discount future payoffs. We normalize

the price of attention to 1. Hence, this cost function can be though as a ratio of

the cost to the total value of the market. We also assume that the signal is still

produced even if no viewer decides to take it, so the cost of information production

still applies.

In sum, the timing of the game is as follows: Nature draws a state of the world,

unknown to all players. Then, information sources in the market simultaneously

decide on their respective λ’s, given their priors, and these λ’s become publicly

known. Then, in period 1, each viewer decides on taking an action now, which is

costless, and exiting the game or receiving a signal from an information source at

an attention cost c and make a decision after. Then in period t ̸= 1, the timing is

exactly the same as the first period, but only the viewers who did not previously

make a decision can acquire information and take a decision. Then, at the end of

period T, the state of the world is revealed and payoffs are realized.

Next, we characterize different versions of the problem with various number of

information sources and periods. Our main aims are to understand the effects of

multiple periods as opposed to one period, and the effect of multiple information

sources as opposed to one. For that reason, we start with the simplest problem

where there is a single period and a single information source as the benchmark,

then we gradually add more periods and information sources. The equilibrium

notion we employ is the perfect Bayesian equilibrium. We assume that, when in-

different, viewers choose to acquire the information rather than not, and acquire

information with equal probability when they are indifferent between multiple in-

formation sources. Moreover, we also assume that the information source provides

the signal with the highest informativeness when it is indifferent.

9



1.4 Single Information Provider

In this section, we assume that there is a monopoly information provider who is,

without loss of generality, R-biased. In the immediate subsection below, we assume

T = 1, i.e. there is a single period, hence the viewers can acquire a signal only

once. In the following subsection, we assume T = 2, so the viewers can acquire

information twice. Our main aim in this section is to lay out the intertemporal

incentives of the information provider (hence the focus on the single provider case).

In order to achieve our aim, we pin down the equilibrium signal precision levels in

these two cases and compare them, reveal when they are equal to each other and

when they are not.

1.4.1 One-Period Problem with One Information Source

In this first subsection, we solve the static problem with one information source. If

a viewer i does not acquire information, the payoff from taking an optimal action

is

u0(i) = max{i1 + (1− i)(−1), i(−1) + (1− i)1} = max{2i− 1, 1− 2i}

where the first term in the maximum function is the expected utility from taking

the action r and the second term is the expected utility from taking the action

l. Furthermore, if the viewer decides to acquire information, then her expected

utility at the beginning of the game is

u1
R(i, c, λR) = [i+ (1− i)(1− λR)]max

{
2i

1−λR+λRi
− 1, 1− 2i

1−λR+λRi

}
+ (1− i)λR − c

where the first term in the summation is the expected utility of the viewer when

there is no conclusive signal from the information source, i.e., when the R-biased

information source sends sRr . This happens when either ω = R (which the viewer

believes that it happens with probability i according to her prior belief) and the
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Figure 1.1: The figure plots u0(i) (solid)
and u1

R(i, c, λR) (dashed) when λR = 0.75
and c = 0.125.

information source reveals the true state with probability 1, or ω = L (which

the viewer believes that it happens with probability 1 − i) but the information

source sends the “incorrect” signal with probability 1 − λR. In such a case, the

viewer updates her initial belief according to the Bayes’ rule and calculates the

expected utilities from available actions r and l, and chooses the action that yields

the highest expected utility according to her updated belief. The second term in

the summation signifies the expected utility of the viewer then she receives a

conclusive signal from the information source, i.e., when the R-biased information

source sends sRl . This only happens when ω = L with probability λR. In such a

case, the viewer knows that the state is L, hence takes the action l and receives the

payoff of 1. Lastly, since the viewer acquired information, she incurs the attention

cost c.

Given c and λR, we can find the cutoffs for the sets of viewers who acquire

information and who immediately take an action. At these cutoff beliefs, the

viewers will be indifferent between acquiring information and taking an action

immediately. Denote the set of viewers who choose to acquire information from

the R-biased information source with AR ⊆ [0, 1]. A few steps of algebra show

that
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AR =


[
2(1−λR)+c
2(2−λR)

, 1− c
2λR

]
, if λR ≥ c

∅, otherwise

We sometimes refer to AR simply as the attention set. An important note is

that AR is convex valued. This implies that the information source cannot cater to

extreme ends of the belief spectrum at the same time. Furthermore, there always

exists viewers who do not acquire information and directly make a decision, and

these viewers are concentrated in the extreme edges of the prior belief spectrum.

As explained earlier, the information source’s objective is to maximize the

mass of citizens acquiring information from it, denoted by |AR|, minus the cost

of information. In order to better understand the problem of the information

provider, we first examine the effects of the model parameters on the cardinality

of the attention set, provided in the lemma below.

Lemma 1.4.1. (i) |AR| is increasing in λR.

(ii) |AR| is decreasing in c.

As expected, the attention set is larger when the signals are more informative.

This is not surprising because more informative signals generate higher expected

utilities for the viewers, especially the ones that have intermediary priors that

are further away from 0 or 1, hence more viewers find it beneficial to acquire the

signals at the associated cost. Similarly, given the informativeness, a higher cost

of signal acquisition leads to a smaller attention set, since fewer viewers find it

beneficial at a higher cost.

Equipped with a better understanding of the attention set, we now turn to the

problem of the information source. As explained above, the information source

chooses λR to maximize |AR|minus the resulting cost. More specifically, the payoff
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to the information source for a specific value of λR given c is

πR =


1− c

2λR
− 2(1−λR)+c

2(2−λR)
− aλ2

R, if c ≤ λR ≤ 1

−aλ2
R, otherwise

The following result provides the optimal informativeness of the signals sent

by the information source.

Theorem 1.4.2. λ∗
R = 1 for all c and a.

The result above demonstrates that the information provider would send per-

fectly informative signals for any values of c ∈
(
0, 1

2

)
and a ∈

(
0, 1−c

4

)
. Hence,

the information provider has no incentive to decrease the informativeness of the

signal in order to decrease the cost of information production, in the absence of

any other incentives that might stem from multiple periods or competition. This

obviously depends on our assumption regarding the value of a. If it was pro-

hibitively high, we would not be able to reach to this conclusion. But taking this

as the benchmark, in the next subsections of the paper, we try to understand how

other incentives, added by either multiple periods or the existence of competition

or both affect the value of the optimal informativeness.

1.4.2 Two-Period Problem with One Information Source

In this subsection, we investigate a model with two periods. The setup is exactly

the same, except that the viewers can acquire information twice, and the infor-

mation source tries to maximize the expected attention it gets across periods. We

assume that the prior of the information source regarding the state of the world

is equal to the average viewer prior, which is 1
2
.

The expected utilities of viewer i when she decides to acquire no information

and acquire information only in the first period are the same as above. If the

viewer decides to acquire information for two periods, then her expected utility is

13



Figure 1.2: The figure plots u0(i) (solid)
and u1

R(i, c, λR) (dashed) and u2
R(i, c, λR)

(dotted) when λR = 0.75 and c = 0.125.

given by

u2
R(i, c, λR) =[i+ (1− i)(1− λR)

2](
max

{
1− 2i

1− (1− i)(2− λR)λR

,
2i

1− (1− i)(2− λR)λR

− 1
}
− 2c

)
+ (1− i)λR(1− c) + (1− i)(1− λR)λR(1− 2c)

where the first term is her expected utility when she does not receive a conclusive

signal, the second term is her expected utility when she receives a conclusive signal

in the first period and the last term is her expected utility when she receives a

conclusive signal in the second period (as noted above, the conclusive signal is sRl

and the non-conclusive signal is sRr ). Given this, the set of viewers who acquire

information at each period can be obtained. Denote the set of viewers who choose

to acquire information from the R-biased information source in period 1 and period

2 (conditional on not observing the conclusive signal) by AR
1 and AR

2 , respectively.

A few steps of algebra reveal the following boundaries for these sets.

14



AR
1 =



[
2(1−λR)+c
2(2−λR)

, 1− c
2λR

]
, if c < ĉ and c ≤ λR < λR

or c < ĉ and λR ≤ λR ≤ 1

or c ≥ ĉ and c ≤ λR ≤ 1[
1− 2(1−c)

4−(4+c−2λR)λR
, 1− c

2λR

]
, if c < ĉ and λR ≤ λR < λR

∅, otherwise

AR
2 =


[
1− 2(1−c)

4−(4+c−2λR)λR
, (2λR−c)(1−λR)

(2−2λR+c)λR

]
, if c ≤ ĉ and λR ≤ λR < λR

∅, otherwise

where ĉ = 1 −
√

8
√
2− 11 ≈ 0.44, λR = 1

4

(
4

2−c
+ c−

√
c2 + 8(2−3(2−c)c)

(2−c)2

)
and

λR = 1
4

(
4

2−c
+ c+

√
c2 + 8(2−3(2−c)c)

(2−c)2

)
.

The attention sets for the first and second period reveal some interesting fea-

tures of the model. If the attention cost is relatively high, then no viewer finds

it profitable to acquire a signal in both periods, since it is too expensive in terms

of attention cost. Hence, there exists a cutoff for the attention cost, denoted by

ĉ, such that if the attention cost is higher than ĉ, the problem of the information

provider is the same as the one period version, since no viewer acquires informa-

tion, regardless of the value of λR. Similarly, if the informativeness of the signal

is too low or too high, again no viewer acquires information in the second pe-

riod. To see why the first part of the observation is true, consider the limit case

where the signal is perfectly informative. In such a case, the signal would reveal

the state perfectly in the first period, hence there would be no reason to acquire

information in the second period. For the second part of the observation, if the

informational content of the signal is relatively low, then a small portion of the

viewers with beliefs that are close to the border beliefs would acquire information

for one period only, with the expectation that the signal would confirm their belief

and they cross the border belief to confidently vote r. However, if the precision
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of the signal is at an intermediary level, then some viewers find it beneficial to

acquire information for two periods, since the benefit (a more extreme belief if

there is no revelatory signal and knowing the state for sure if there is a revelatory

signal) outweighs the cost of acquiring the signal twice.

Again, in order to better understand the incentives of the information provider,

we first examine the effects of the model parameters on the cardinality of the period

1 and period 2 attention sets, provided in the lemma below.

Lemma 1.4.3. (i) |AR
1 | is decreasing in c.

(ii) |AR
1 | is increasing in λR.

(iii) |AR
2 | is decreasing in c.

(iv) |AR
2 | is concave in λR.

The lemma above reveals an interesting trade off regarding the signal precision

parameter. As expected, the measure of viewers in both periods is decreasing in

the attention cost. This is simply due to the fact that as the cost of attention

increases, fewer and fewer viewers are going to find it beneficial to acquire in-

formation. Furthermore, similar to the result in Lemma 1.4.1, as the signals get

more informative, the viewers who acquire information during period 1 increases.

But, this is not true for the second period. In period 2, the mass of viewers

who acquire information increases as the precision of the signal increases starting

from low precision. This is because more and more viewers find it worthwhile to

acquire information for two periods as precision increases, since higher precision

makes it more likely to get a revelatory signal and also increases the belief update

in the case where there is none. But as the signal gets more and more precise,

the reverse happens; the mass of viewers who acquire information decreases as a

result. When the precision is high enough, acquiring a signal for only one period

actually yields a higher payoff than acquiring signals in both periods. To see why,

consider the problem of a viewer who received a non-revelatory signal in period 1

and is now considering acquiring information again. Since the signal was sRr and

λR was relatively high, she is now ‘highly convinced’ that the state is R, i.e., ρ1i
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is relatively large. As discussed above as well, acquiring a signal has two benefits:

the possibility of a revelatory signal and the update in the belief when there is no

revelatory signal. Since the viewer’s belief is relatively high, the belief jump from a

possible non-revelatory signal is low. Furthermore, since she is convinced that the

state is R, the possibility of a revelatory signal is very low from her perspective.

These two effects, when combined, yield an expected utility to the viewer that

does not compensate the attention cost associated with receiving an additional

signal. As a result, when λR is relatively high and increases further, the mass of

viewers who acquire a signal in the second period decreases.

Equipped with these results, we now turn to the problem of the information

provider. Given c and the information source’s belief, the expected payoff of the

information source as a result of its choice of λR is pinned down by

πR =



1− c
2λR

− 2(1−λR)+c
2(2−λR)

− 2aλ2
R, if c < ĉ and c ≤ λR < λR

or c < ĉ and λR ≤ λR ≤ 1

or c ≥ ĉ and c ≤ λR ≤ 1(
2− λR

2

) 2(1−c)
4−(4+c−2λR)λR

− c
2λR

+
(
1− λR

2

) (
(2λR−c)(1−λR)
(2−2λR+c)λR

− 1
)
− 2aλ2

R, if c < ĉ and λR ≤ λR < λR

−2aλ2
R, otherwise

Given this expected payoff function, the following theorem pins down the op-

timal signal precision by the information provider when there are two periods.

Theorem 1.4.4. There exists c1, c1 and â1 such that

(i) if c < c1 then λ∗
R < 1,

(ii) if c1 < c < c1 then λ∗
R < 1 if and only if a > â1,

(iii) if c > c1 then λ∗
R = 1.

Theorem 1.4.4 reveals the effects of multiple periods on the incentives of the

information provider. First assume that the attention cost is relatively low. In
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such a case, the information provider knows that, since the attention cost is low,

some viewers find it beneficial to acquire signals for two periods, assuming that

there is no revelatory signal in the first period. As a result, signal precision is

determined by the following tradeoff: A higher precision signal increases the first

period viewers and decreases the second period viewers, and a lower precision

signal has the reverse effect. The result shows that the incentive due to the

second period viewers is strong enough for the information provider that it finds

it optimal so send noisy signals. Hence, the information provider sends biased

signals in order to keep more viewers engaged for both periods. Now assume that

the attention cost is at an intermediary level. Since the signals are more costly

in this case, the incentive due to the second period viewers is lower. In such a

case, the information provider sends perfectly informative signals if and only if the

production cost of perfectly informative signals is low enough. Lastly, assume that

the attention cost is relatively high. This implies that the number of two-period

viewers is small to begin with, hence the incentive due to these viewers is not

enough to convince the information provider to send noisy signals in order to keep

the viewers engaged for two periods.

The following corollary juxtaposes the equilibria for the one-shot and two-

period formulations of the game at hand. It directly follows from Theorems 1.4.2

and 1.4.4.

Corollary 1.4.4.1. λ∗
R for the one period game is equal to the λ∗

R for the two-

period game if and only if either c1 < c < c1 and a < â1, or c > c1.

The corollary above presents the comparison of the equilibrium signal precision

for the R-biased information provider under the two formulations we presented up

until this point: one period versus two periods, both with a monopoly information

provider. In simple terms, the corollary says that the outcome of the one-shot game

and the two-period game coincide (and lead to perfectly informative signals) under

two distinct conditions: either the attention cost is neither high or low and the

information production cost is relatively low, or the attention cost is relatively
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high (regardless of the value of the information production cost). Notice that, if

the attention cost is relatively low, the equilibrium signal precisions never coincide,

due to the fact that intertemporal incentives for the information provider are too

large to disregard. This is because when the attention cost is relatively low, more

viewers, concentrated in the middle of the prior belief distribution, are willing

to receive signals for two periods rather than one. If the attention cost is at an

intermediary level, like the first case in the corollary above, then the incentive

to decrease the informativeness of the signal in order to gain more second period

viewers still exists for the information provider, but prevails if and only if the

information production cost is relatively large, which is another added incentive

not to provide perfectly informative signals for the information provider. Hence,

when the intertemporal incentive is relatively small, the lower cost of information

production incentive must be present for the information provider to send perfectly

informative signals. Lastly, when the attention cost relatively large, which leads

to very few viewers being willing to acquire the signal in the second period, the

intertemporal incentive is not enough for the information provider, hence it sends

perfectly informative signals, no matter the cost associated with it.

1.5 Multiple Information Providers

In the previous subsection, we uncovered that, in the presence of intertemporal

incentives, the R-biased information source provides fully informative signals if and

only if the cost of attention is at an intermediate level and the cost of information

production is relatively low or the cost of attention is at a relatively high level. In

other words, if the attention cost is relatively low or it is at an intermediary level

and the information production cost is relatively high, the information provider

sends biased signals. This is in stark difference with the equilibrium for the one

shot game where the information provider commits to perfectly revealing the state,

as concluded in Corollary 1.4.4.1. In this section, we turn to investigating the
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Figure 1.3: The figure plots u0(i) (solid)
and u1

R(i, c, λR) (dashed) and u1
L(i, c, λL)

(dotted) when λR = 0.75, λL = 0.75 and
c = 0.125.

effects of competition in these models. In the following subsections, we add an L-

biased information source to the market, pin down the equilibrium signal precisions

in these markets, and compare them to their single source counterparts.

1.5.1 One-Period Problem with Two Information Sources

In subsection 1.4.1, we found that in a single period market, a monopoly informa-

tion provider sends perfectly informative signals. We now investigate whether this

result still holds when we add another information provider, more specifically a

competing L-biased one. On one hand, the possible market size shrinks, since now

some viewers find the competition more appealing, and along with the effects of

the information production cost, this might lead to a decrease in the equilibrium

signal precision. On the other hand, the incentives associated with competition

might reinforce the equilibrium with fully informative signals.

For viewer i, the expected utility of not acquiring information, acquiring infor-

mation once from the R-biased source and acquiring information from an R-biased

source are given by u0(i) and u1
R(i, c, λR), respectively, in subsection 3.1. Similarly,

the expected utility of viewer i from acquiring information once from the L-biased
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source is

u1
L(i, c, λL) = [(1− i)+ i(1−λL)]max

{
2(1− λL)i

1− λLi
− 1, 1− 2(1− λL)i

1− λLi

}
+ iλL− c

where the first term in the summation is the expected utility of the viewer when

there is no conclusive signal from the information source, i.e., when the L-biased

information source sends sLl . This happens either when ω = L (which the viewer

believes that it happens with probability 1 − i according to her prior belief) and

the information source reveals the true state with probability 1, or when ω = R

(which the viewer believes that it happens with probability i) but the information

source sends the “incorrect” signal with probability 1 − λL. In such a case, the

viewer updates her initial belief according to the Bayes’ rule and calculates the

expected utilities from available actions r and l, and chooses the action that yields

the highest expected utility according to her updated belief. The second term in

the summation signifies the expected utility of the viewer then she receives a

conclusive signal from the information source, i.e., when the L-biased information

source sends sLr . This only happens when ω = R with probability λL. In such a

case, the viewer knows that the state is R, hence takes the action r and receives the

payoff of 1. Lastly, since the viewer acquired information, she incurs the attention

cost c.

Given c, λR and λL, we can pin down the set of viewers who do not acquire a

signal, acquire a signal from the R-biased information source and acquire a signal

from the L-biased information source. Denote the set of viewers who choose to

acquire information from the R-biased information source with AR and the set of

viewers who choose to acquire information from the L-biased information source

with AL. A few steps of algebra show that
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AR =



[
2(1−λR)+c
2(2−λR)

, 1− c
2λR

]
, if λR ≥ (2+c)λL−2c

2λL−c[
1−λR

2−λR−λL
, 1− c

2λR

]
, if c(2−λL)

2(1−λL)+c
≤ λR < (2+c)λL−2c

2λL−c

∅, if λR < c(2−λL)
2(1−λL)+c

and

AL =



[
c

2λL
, 2−c
2(2−λL)

]
, if λR ≤ c(2−λL)

2(1−λL)+c[
c

2λL
, 1−λR

2−λR−λL

]
, if c(2−λL)

2(1−λL)+c
< λR ≤ (2+c)λL−2c

2λL−c

∅, if λR > (2+c)λL−2c
2λL−c

We sometimes refer these simply as the attention sets. Again, both of the

attention sets are convex. This implies that the information sources cannot cater

to extreme ends at the belief spectrum at the same time. Furthermore, if λR is

relatively large compared to λL (when λR > (2+c)λL−2c
2λL−c

), the R-biased information

source captures the whole market, i.e., the viewers either acquire information from

the R-biased information source or they do not acquire information at all. If λL is

relatively large compared to λR (when λR < c(2−λL)
2(1−λL)+c

), the L-biased information

source captures the whole market, i.e., the viewers either acquire information

from the L-biased information source or they do not acquire information at all.

If neither is true and one is not larger relative to the other (when c(2−λL)
2(1−λL)+c

<

λR ≤ (2+c)λL−2c
2λL−c

), no information source fully captures the market and they both

get some portion of the viewers. Similar to the monopoly information source case,

there always exists viewers who do not acquire information and directly make a

decision, and these viewers are concentrated in the extreme edges of the prior

belief spectrum.

Again, the information sources’ objective is to maximize the mass of citizens

acquiring information from them, minus the cost of information production they

incur. In order to better understand the problem of the information providers,

we first examine the effects of the model parameters on the cardinality of the

attention sets, provided in the lemma below.
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Lemma 1.5.1. (i) |AR| is increasing in λR.

(ii) |AR| is decreasing in λL.

(iii) |AR| is decreasing in c.

(iv) |AL| is increasing in λL.

(v) |AL| is decreasing in λR.

(vi) |AL| is decreasing in c.

The lemma above shows that, as expected, the R-biased source’s attention

set is increasing in its own informativeness and decreasing in the attention cost,

similar to the monopoly case. Furthermore, it is also decreasing in the L-biased

information source’s informativeness. This is expected since the more informative

the L-biased information source’s signals are, the more viewers find it beneficial to

acquire information from the L-biased information source rather than the R-biased

information source, leading to a shrinkage in the attention set of the R-biased

information source. Similarly, the L-biased source’s attention set is increasing in

its own informativeness and decreasing in the attention cost and the R-biased

source’s informativeness.

Equipped with a better understanding of the properties of the attention sets,

once again, we turn to the problem of the information sources. The payoffs to the

information sources can be written as

πR =



1
2

(
1− c

2λR
− 2(1−λR)+c

2(2−λR)

)
− aλ2

R, if λR = λL = 1

1− c
2λR

− 2(1−λR)+c
2(2−λR)

− aλ2
R, if λR ≥ (2+c)λL−2c

2λL−c

1− c
2λR

− 1−λR

2−λR−λL
− aλ2

R, if c(2−λL)
2(1−λL)+c

≤ λR < (2+c)λL−2c
2λL−c

−aλ2
R, if λR < c(2−λL)

2(1−λL)+c
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and

πL =



1
2

(
2−c

2(2−λL)
− c

2λL

)
− aλ2

L, if λR = λL = 1

2−c
2(2−λL)

− c
2λL

− aλ2
L, if λR ≤ c(2−λL)

2(1−λL)+c

1−λR

2−λR−λL
− c

2λL
− aλ2

L, if c(2−λL)
2(1−λL)+c

< λR ≤ (2+c)λL−2c
2λL−c

−aλ2
L, if λR > (2+c)λL−2c

2λL−c

The following result provides the optimal informativeness of the signals sent

by the information sources.

Theorem 1.5.2. λ∗
R = 1 and λ∗

L = 1 is the unique equilibrium for all c and a.

The result shows that, in equilibrium, both information sources are going to

provide signals that perfectly reveal the state. This is simply due to the fact

that both payoff functions are strictly increasing in their own informativeness

(regardless of the competitor’s informativeness and the values of the attention

and information production costs) and yield positive payoff when the signals are

perfectly informative. Remember we also found that, in the one period problem

with a single information source, the provider sends perfectly informative signals

as well. This result implies that the competition does not eliminate the incentives

to provide full information, even though it shrinks the set of viewers and leads to

lower payoff. The equilibrium payoff of the R-biased information source is 1−c−a

under the one period-one information source case and goes down to 1−c
2

− a under

the one period-two information sources case.

Lastly, we turn to the effects of competition on welfare. We define welfare

simply as the sum of the payoffs of the viewers and the information providers

in the market. The result below compares the welfare of the viewers and the

information sources under monopoly and competition.

Lemma 1.5.3. The total welfare of the viewers and the information providers is

higher in the equilibrium of the one period-one source model compared to the one

period-two sources model.

24



The lemma above shows that, for the one shot models, the total market payoff

under monopoly is higher than the total market payoff under two information

sources. In other words, competition leads to welfare loss. More specifically, the

competition leads to no change in the total viewer welfare (since the same viewers

receive perfectly informative signals in both models) but it leads to a decrease

in the total provider welfare. This is because the total mass of viewers is the

same (hence the total market revenue is the same) but two providers incur the

cost of producing perfectly informative signals as opposed to one. This additional

information production cost, which does not correspond to an increase in revenue,

leads to a welfare loss for the providers and the market. Effectively, one of the

information sources is ‘redundant’, resulting in a welfare loss.

1.5.2 Two-Period Problem with Two Information Sources

Lastly, we turn to the model with two periods and two information sources, in

order to investigate the effects of the intertemporal incentives in a competitive

setting.

For viewer i, the expected utility of not acquiring information, acquiring in-

formation once from the R-biased source and acquiring information twice from

an R-biased source are given by u0(i), u1
R(i, c, λR) and u2

R(i, c, λR), respectively,

in section 4 and acquiring information once from the L-biased source is given

by u1
L(i, c, λL) in subsection 5.1. The expected utility of viewer i from acquiring

signals twice from the L-biased source is given by

u2
L(i, c, λL) =[(1− i) + i(1− λL)

2](
max

{
1− 2(1− λL)

2i

1− (2− λL)λLi
,

2(1− λL)
2i

1− (2− λL)λLi
− 1
}
− 2c

)
+ iλL(1− c) + i(1− λL)λL(1− 2c)

where the first term is her expected utility when she does not receive a conclusive

signal, the second term is her expected utility when she receives a conclusive signal
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in the first period and the last term is her expected utility when she receives a

conclusive signal in the second period (as noted above, when acquiring information

from an L-biased information source, the conclusive signal is sLr and the non-

conclusive signal is sLl ).

Now we turn to the central question of this subsection: Under what conditions

can we sustain a fully informative equilibrium, and how do these conditions differ

from the ones we found in subsection 4.2? In order to understand and answer

these questions, we provide the following definition.

Definition 1.5.4. An equilibrium of the game is called a full information equilib-

rium if and only if either λ∗
R = 1 or λ∗

L = 1 or both.

The definition above outlines what a fully informative equilibrium is in our

model. We say that an equilibrium is fully informative if and only if at least

one of the information provides perfectly informative signals. In such a case, all

viewers have an option to learn the state of the world from that provider’s signal

and end their learning at the end of period one (if they decide to learn at all).

Notice that we can sustain a fully informative equilibrium in three distinct ways:

(a) both information sources provide fully informative signals, or (b) only one of

the information sources provide fully informative signals.

The result below pins down the set of all possible fully informative equilibria.

Theorem 1.5.5. λ∗
R = λ∗

L = 1 constitutes the unique full information equilibrium

of the game with two periods and two information sources.

The result above clearly demonstrates the effects of competition on the in-

tertemporal incentives of the information sources. By section 4.2, we know that,

under a monopoly scenario, an information source provides full information under

specific values of c and a. Namely, the source provides fully informative signals

if and only if either c is relatively large or the value of c is at an intermediate

level and a is relatively low. This implies that the source does not provide fully

informative signals when c is relatively low or c is at an intermediary level and a is

26



relatively high, both of which are possible under the parametric restrictions we set

when we laid out the model. The result above shows that when we add another

information source to the model that is possibly biased in the opposite direction,

the incentives created by competition completely eliminates these incentives cre-

ated by multiple periods, and as a result the case where both information sources

provide fully informative signals is an equilibrium of the model, for any value of c

or a, given our assumptions.

Furthermore, the result shows that both providers sending perfectly informa-

tive signals is the unique full information equilibrium. In other words, there cannot

be any other equilibrium where at least one of the information providers reveal the

state of the world perfectly. This is again a direct result of the competitive forces

in the market. Lastly, the result shows uniqueness in the space of full information

equilibria. It is important to note that there might still exist equilibria where

both information sources provide signals that are not fully informative. Further-

more, notice that the unique full information equilibrium is still wasteful in the

sense that there are two information providers who produce perfectly informative

signals, but only one is enough to reveal the state of the world.

1.6 Conclusion

In this paper, we provided a series of models that investigate bias in information

market. More specifically, we showed that biased information providers can occur

in equilibrium even without relying on external incentives or behavioral anomalies.

In the models, we showed that, the intertemporal incentives of the information

providers can lead to such a result. The information providers, when interacting

with viewers who are facing an optimal stopping problem, can strategically intro-

duce bias into their signals in order to retain some portion of the viewers in the

future and earn a higher payoff. Furthermore, we showed that competition can

reverse this result and lead to a fully informative equilibrium. However, impor-
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tantly, the unique fully informative equilibrium in such a case is wasteful since all

the providers send fully informative signals, incurring the cost.

The aim of this paper was to investigate the effects of intertemporal incentives

and competition on the information providers’ biases under the simplest possible

formulation. There are many avenues of extension for future work. First and

foremost, it would certainly be an important contribution to pin down the full set

of equilibria of the model presented in subsection 5.2, the problem with two periods

and two information sources. Notice that the result we present only says that

there is a unique fully informative equilibrium, but we do not present any results

regarding the equilibria where no signal is fully informative which might exist. It

is our conjecture, though, that such equilibria do not exist due to supermodular

nature of the game, but the specifics require a more fully-formed model than what

we provide in this paper.

Another interesting extension would be letting the static parameters vary with

decision variables. For example, by allowing different prior distributions for the

viewers, one can investigate the effects of societal polarization on these results.

Furthermore, the attention cost can also be an increasing function of the infor-

mativeness of the received signal, which can be interpreted as signals that are

more informative are usually more costly to understand since they might be more

convoluted compared to the less informative ones. These changes would interact

with the intertemporal incentives of the information provider and might result in

some important comparative statics results.

Furthermore, we introduce competition in a stripped down manner, just by

adding an opposite-biased information provider. There almost certainly is value

in trying to understand the effects of further competition, such as understanding

how many information providers can participate in a market and how that number

changes with respect to the parameters of the model. It is our conjecture that

the unique full information equilibrium still exists regardless of the number of

information providers, albeit with a maximum amount of providers depending on

28



the parameters.

Another important aspect is the cost function of the information providers,

which again is not our main objective to understand in this paper. We make

some simple assumptions regarding the form and the parameters of the function

and move to the results. But it is clear from the results and proofs provided

in the appendix that a lot can possibly change with a different form for the cost

function. Hence, allowing for a more abstract cost function and understanding how

the results depend on it can uncover important effects on the results, especially

considering a heterogeneous information market where some information providers

have a different cost function than the others.

All in all, the paper provides a model with rational information providers and

viewers but biased signals in equilibrium. The literature on information markets

historically relied on external sources of incentives or behavioral biases to explain

the empirical observation of the existence of biased information sources in real

life. This paper provides an explanation as to why that could be the case without

relying on such assumptions. There could be more explanations for this empirical

phenomenon that are in line with neoclassical economic theory, and the literature

could benefit from the articulation of these possible explanations.

29



Appendix

Proof of Lemma 1.4.1. (i) First assume λR ≥ c. Notice that 2(1−λR)+c
2(2−λR)

is continu-

ous and decreasing in λR and 1− c
2λR

is continuous and increasing in λR. Since the

lower bound of AR is decreasing and the upper bound is increasing in λR. Since

λR has no effect on AR or creates a jump from an empty set value to a non-empty

set value for AR when λR < c, this concludes the proof.

(ii) Notice that 2(1−λR)+c
2(2−λR)

is continuous and increasing in c and 1 − c
2λR

is

continuous and decreasing in c. Since the lower bound of AR is increasing and

the upper bound is decreasing in c, these mean that |AR| is decreasing in c.

Furthermore, an increase in c contracts the domain of non-empty attention set.

These observations together conclude the proof. ■

Proof of Theorem 1.4.2. The result directly follows from the fact that 1 − c
2λR

−
2(1−λR)+c
2(2−λR)

− aλ2
R is strictly increasing in λR when λR ≥ c, c < 1

2
and a < 1−c

4
.

Notice that the derivative of πR with respect to λR is given by

∂πR

∂λR

=


1
2

(
2−c

(2−λR)2
c
λ2
R
− 4aλR

)
, if c ≤ λR ≤ 1

−2aλR, otherwise

Notice that ∂πR

∂λR
> 0 when λR ≥ c given our assumption a < 1−c

4
. This leads

to λ∗
R = 1. ■

Proof of Lemma 1.4.3. (i) Notice that |AR
1 | is equal to |AR| when c < ĉ and

c ≤ λR < λR, or c < ĉ and λR ≤ λR ≤ 1, or c ≥ ĉ and c ≤ λR ≤ 1. Hence,

as pinned down in the proof of Lemma 1.4.1, it is decreasing in c under these

parameter values. Furthermore, notice that 1− 2(1−c)
4−(4+c−2λR)λR

is increasing in c as

well. Furthermore, it is greater than 2(1−λR)+c
2(2−λR)

when c = ĉ for any value of λR.

This concludes the proof.

(ii) Again, notice that |AR
1 | is equal to |AR| when c < ĉ and c ≤ λR < λR,

or c < ĉ and λR ≤ λR ≤ 1, or c ≥ ĉ and c ≤ λR ≤ 1. Hence, as pinned down
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in the proof of Lemma 1.4.1, it is increasing in λR under these parameter values.

Furthermore, 1− 2(1−c)
4−(4+c−2λR)λR

is decreasing in λR as well. Furthermore, they are

equal to each other when λR = λR and λR = λR, which concludes the proof.

(iii) We established that 1 − 2(1−c)
4−(4+c−2λR)λR

is increasing in c in part (i). Fur-

thermore, notice that (2λR−c)(1−λR)
(2−2λR+c)λR

is decreasing in c. This concludes the proof.

(iv) We established that 1− 2(1−c)
4−(4+c−2λR)λR

is decreasing in λR in part (ii). Now

we turn to the upper bound. Notice that (2λR−c)(1−λR)
(2−2λR+c)λR

is increasing in λR if and only

if λR ≤ c+2
4
, since its derivative with respect to λR is c(c−4λR+2)

(c−2λR+2)2λ2
R
. This means that

|AR
2 | is increasing in λR when λR ≤ c+2

4
. The derivative of |AR

2 | with respect to λR

is − 4c
(c+2)(c−2λR+2)2

+ c
(c+2)λ2

R
+ 2(1−c)(c+4−4λR)

(4−(c+4)λR+2λ2
R)2

, which is monotonically decreasing in

λR and is equal to 0 when λR is equal to the root of the following polynomial (which

is unique in λR ∈ (c, 1)) : −16(2−c)λ5
R+(96+16c−20c2)λ4

R+(−96−144c+8c2+

8c3)λ3
R+(32+200c+56c2−4c3− c4)λ2

R+(−128c−48c2−8c3)λR+32c+16c2 = 0.

Labelling this root λ̂R concludes the proof. ■

Proof of Theorem 1.4.4. First, notice that 1 − c
2λR

− 2(1−λR)+c
2(2−λR)

− 2aλ2
R is

strictly increasing in λR. Furthermore,
(
2− λR

2

)
2(1−c)

4−(4+c−2λR)λR
− c

2λR
+(

1− λR

2

) (
(2λR−c)(1−λR)
(2−2λR+c)λR

− 1
)
−2aλ2

R is strictly concave in λR. Denote the maximiz-

ing argument of this function as λ′
R. Notice that as c → 0, λR → 0 and λR → 1.

This means that we are in the second case given in πR above, and λ∗
R = λ′

R for

c → 0. Then, as we increase c, the first case becomes feasible as well. Further-

more, notice that the maximum value function is strictly decreasing in c, but this

decrease is faster for the concave function than the strictly increasing function

since the derivative of the first with respect to c is lower than the derivative of the

second with respect to c. This means that there exists a c1 such that λ∗
R < 1 for

any c < c1, where c1 is pinned down by

(
2− λ′

R

2

)
2(1− c1)

4− (4 + c1 − 2λ′
R)λ

′
R

− c1
2λ′

R

+

(
1− λ′

R

2

)(
(2λ′

R − c1)(1− λ′
R)

(2− 2λ′
R + c1)λ

′
R

− 1

)
= 1− c1
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which is the payoff equality condition for λ∗
R = λ′

R and λ∗
R = 1 at a = 0. For

any c < c1, the payoff to the information provider is always higher when λR = λ′
R

compared to λR = 1, regardless of the value of a. For c > c1, λ
∗
R is equal to either

λ′
R or 1, depending on the value of a.

Furthermore, since both functions are monotonically decreasing in a, for any

given value of c, there exists â1 such that for a < â1 we have λ
∗
R = λ′

R and λ∗
R = 1

otherwise, where â1 is pinned down by

(
2− λ′

R

2

)
2(1− c)

4− (4 + c− 2λ′
R)λ

′
R

− c

2λ′
R

+

(
1− λ′

R

2

)(
(2λ′

R − c)(1− λ′
R)

(2− 2λ′
R + c)λ′

R

− 1

)
−2â1λ

′2
R = 1− c− 2â1

Similarly, there exists c1 such that λ∗
R = 1 for any c > c1 regardless of the

value of a, where c1 is pinned down by

(
2− λ′

R

2

)
2(1− c1)

4− (4 + c1 − 2λ′
R)λ

′
R

− c1
2λ′

R

+

(
1− λ′

R

2

)(
(2λ′

R − c1)(1− λ′
R)

(2− 2λ′
R + c1)λ′

R

− 1

)
−1− c1

4
λ

′2
R =

1− c1
4

which is the payoff equality condition for λ∗
R = λ′

R and λ∗
R = 1 at a = 1−c

4
, the

highest value of a.

Both are less than ĉ, since otherwise the payoff equality condition would not

hold, which concludes the proof. ■

Proof of Lemma 1.5.1. (i) Notice that 1− c
2λR

is strictly increasing in λR and both

2(1−λR)+c
2(2−λR)

and 1−λR

2−λR−λL
are strictly decreasing in λR, which yields the desired result.

(ii) Notice that 1−λR

2−λR−λL
is increasing in λL, which yields the desired result.

(iii) Notice that 1 − c
2λR

is strictly decreasing in c and 2(1−λR)+c
2(2−λR)

is strictly

increasing in c, which yields the desired result.

(iv) Notice that c
2λL

is strictly decreasing in λL and both 2−c
2(2−λL)

and 1−λR

2−λR−λL

are decreasing in λL, which yields the desired result.

(v) Notice that 1−λR

2−λR−λL
is decreasing in λR, which yields the desired result.
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(vi) Notice that c
2λL

is strictly increasing in c and 2−c
2(2−λL)

is strictly decreasing

in c, which yields the desired result. ■

Proof of Theorem 1.5.2. Notice that both πR and πL are continuous, and strictly

increasing except when they are equal to −aλ2, in which case λ = 0 is optimal.

Furthermore, notice that both πR and πL attain strictly positive values when

λR = λL = 1, which concludes the proof. ■

Proof of Lemma 1.5.3. Notice that under the equilibria of the both models, the

viewers with priors in
[
c
2
, 1− c

2

]
acquire signals that perfectly reveal the state of

the world and the the viewers with priors in
[
0, c

2

]
and

[
1− c

2
, 1
]
do not acquire

a signal. Hence there is no change in the total viewer welfare in the equilibria of

the two models. In the model with one source, the R-biased information source

receives a payoff of 1−c−a which is also equal to the total provider payoff. In the

model with two sources, both providers receive payoff of 1−c
2
−a, which implies that

the total provider payoff is 1− c− 2a. Since the total provider payoff decreases by

a as a result of competition and the total viewer payoff stays the same, we reach

to the conclusion in the statement of the lemma. ■

Proof of Theorem 1.5.5. First, we show that λ∗
R = λ∗

L = 1 constitutes an equilib-

rium of the game. When the signals are fully informative from both information

sources, the viewer with initial priors
[
c
2
, 1− c

s

]
acquire information once, and

are indifferent between the sources, hence the sources equally share the viewers.

In such a case, the profit of an information source is given by 1−c
2

− 2a. If an

information source deviates from this action profile, i.e. provides less than fully

informative signals, no viewer acquires information from that source, hence its

profit becomes −2aλ, which is maximized at λ = 0. Hence, λ∗
R = λ∗

L = 1 can be

sustained in equilibrium as long as 1−c
2

− 2a ≥ 0, which implies a ≤ 1−c
4
, which is

true by assumption.

Now consider an equilibrium where λ∗
R = 1 and λ∗

L ∈ (0, 1). In such a case, the

L-biased information source’s payoff is −2aλL, which is strictly negative. Hence

33



there exists a profitable deviation for the L-biased information source, which is

λL = 0. Similarly, we cannot sustain an equilibrium where λ∗
L = 1 and λ∗

R ∈ (0, 1).

Hence, λ∗
R = λ∗

L = 1 is an equilibrium of the game (and, by definition, is fully

informative), and no other full information action profile can be sustained as a

part of the perfect Bayesian equilibrium of the game. ■
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Chapter 2

Voter Behavior and Information

Aggregation in Elections with

Supermajority

2.1 Introduction

Supermajority rules are prevalent in electoral democracies around the world even

though their benefits are sometimes questioned. The main argument in favor of

such rules is the assumption that they foster compromise among different political

factions. But in some cases the voters do not have a say in these compromise

outcomes, and cannot directly vote for them. In this paper, we develop a model

of elections with heterogeneous voters to analyze the effects of such supermajority

rules on voter behavior. Our main objective is to understand whether such insti-

tutions achieve what they are trying to achieve, as well as to investigate the voter

incentives under these rules. More specifically, we examine the effects of various

parameters, such as the level of the supermajority threshold or the value of the

compromise outcome, on the voter behavior and the probability of the compro-

mise outcome being implemented. We also investigate the information aggregation

properties of supermajority rules. This is an important question since elections are
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perceived as effective only if they can aggregate the information that is dispersed

among the voters.

Supermajority requirements are prevalent around the world and have a history

that dates back to the Roman Empire (Schwartzberg, 2013). For example, most of

the countries around the world have rules in place for constitutional amendments

that require some form a supermajority rule (Schwartzberg, 2010), a type of so-

called entrenchment clauses (Hein, 2020). A prominent and somewhat infamous

example of supermajority institutions is the ones that exist in the United States

governance systems, on both federal (Kim, 1993) and state1 levels. As one of the

most prominent political institutions in the United States, the Congress is curbed

with various supermajoritarian institutions at many levels of its conduct as well.

Arguably the most famous one of these rules is Rule XXII of the Senate2, also

known as the cloture rule, which requires a three-fifths majority to end discussion

on a bill or motion and move on to the voting. If such a supermajority cannot be

sustained, then the bill ‘dies’ in the waiting list due to the Senate’s tradition of

unlimited debate. Effectively, this means that a minority of 41 senators can keep

most pieces of legislation on the Senate floor for an ‘endless debate’. This is more

commonly known as the filibuster.

The filibuster rule has been the center of many political debates in the United

States, especially in the last twenty years. Politicians and activists who are on

the progressive end of the political spectrum voiced negative opinions about the

rule, since many bills that can create meaningful change are filibustered. The

most prominent argument for maintaining Rule XXII is that the slow-moving

political cogs of the United States government were intentional, instituted by

the United States constitution. Such a system is said to engage different views,

resulting in a compromise3. Kyrsten Sinema, a Senator from Arizona, said “The

1https://www.latimes.com/la-oe-goldberg22-2009mar22-story.html,
https://www.ncsl.org/research/fiscal-policy/supermajority-vote-requirements-to-pass-the-
budget635542510.aspx

2The full text of Rule XXII of the Senate can be found at https://www.rules.senate.gov/rules-
of-the-senate

3https://douthat.blogs.nytimes.com/2010/01/04/bushs-supermajorities/,
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idea of the filibuster was created by those who came before us in the United

States Senate to create comity and to encourage senators to find bipartisanship

and work together.”4 Hence, the justification of Rule XXII is that a non-conclusive

vote tally, or the possibility of it, leads to legislative propositions that ponder to

both sides of the aisle. More often than not, the compromise of a bill is already

in the works when it is proposed, if the expectation is that it will fail to create

a three-fifths majority. A recent example of such a process is the minimum wage

debate that has been taking place since 2019, which aims to increase the federal

minimum wage to $15 an hour5. Even though there has not been any vote on a bill,

there is already an alternative compromise legislation, proposing to increase the

minimum wage to $10 or $11 an hour. Another example is the recent gun control

bill, which was introduced as a compromise because a stronger version was known

to be impossible to pass6. It is unclear how the existence of such compromises,

a natural by-product of the supermajority institutions, affect the incentives of

the senators when they are voting on a legislation. Moreover, as noted by legal

scholars (Chemerinsky & Fisk, 1997), the compromises are usually the outcomes

of opaque processes that take place in the Senate Committees. Hence, given that

the compromises are exogenous to most of the voters in the Senate, it is not

obvious that a higher supermajority threshold leads to a higher probability of a

compromise outcome.

Supermajority institutions exist in the governance structures of various mul-

tiparty democracies as well. For example, when there are multiple parties in a

contest to form a government, the absolute majority rule becomes a supermajor-

ity rule. In many countries with a multiparty political system, there is an absolute

majority rule to form a government, which can be an almost impossible threshold

to clear. In these systems, some of the parties must band together and compro-

https://www.nytimes.com/2019/03/05/opinion/oppression-majority.html
4https://www.washingtonpost.com/outlook/2021/06/15/filibuster-bipartisanship-manchin-

sinema/
5https://www.thenation.com/article/economy/federal-minimum-wage-stimulus/
6https://www.bbc.com/news/world-us-canada-61919752
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mise, form what is called a coalition government, to secure a confidence vote that

requires an absolute majority. In some counties, such as Germany, coalition gov-

ernments are the norm. More importantly, the voters in such elections cannot vote

for a specific coalition government, whose policy proposals can differ tremendously

from the individual parties that constitute them. They are the outcome of either

pre- or post-elections processes. In effect, there are outcomes of the elections that

the voters cannot explicitly vote for.

In order to formalize these ideas, in the model below, we consider a popu-

lation of voters who have two options to vote for, but there are three distinct

outcomes for the election. More specifically, the voters cannot explicitly vote for

the compromise outcome; it can occur only if neither of the alternatives reaches to

the supermajority threshold. This is an important component of our model that

separates it from the preceding studies on supermajority elections.

Equipped with this formulation of a supermajority rule, we consider a voting

game that takes place in a two-group, two-state, two-option but three-outcome

world. The voters, who belong to one of the two preference groups, can vote for

either of the two options, but the implemented outcome might be the compromise,

which is not on the ballot. To set the ideas, consider a world with states L and R,

groups of voters with state dependent heterogeneous preferences τL and τR, but

three possible outcomes, with slight abuse of notation, L, C and R. The voters

can explicitly vote only for L and R. Voters in τL prefer L when the state is L, but

their preferences differ when the state is R. Similarly, voters in τR prefer R when

the state is R, but their preferences differ when the state is L. The supermajority

threshold is q, which means that L or R is implemented if and only if at least q

share of the voters vote for them. If neither L nor R gets q share of the votes,

then the outcome is C. Notice that, in such an environment, there are two cases

where a voter is potentially pivotal, the case where her vote is pivotal for the

decision between L and C, which we call L − pivotality, and the case where her

vote is pivotal for the decision between R and C, which we call R − pivotality.
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The symmetricity that comes from the fact that the supermajority threshold is the

same for both L and R leads to most of the results being dependent on whether

the expected vote share of an outcome is more than half or not. This holds because

voters face symmetric pivotality events, and the expected vote share makes one

of them more likely than the other. In turn, voters behave as if the more likely

pivotality event is going to happen. It is important to note that these results have

testable policy implications, because the expected vote share is observable in the

real world.

We first take a voting game where there is a relatively small electorate who

know the state of the world, and analyze the effects of the crucial components of

the model, such as the supermajority threshold and the compromise value, on the

individual voter behavior and the outcome of the election. We then move on to

the setting where the number of voters grow to infinity, and observe if and how the

results change. We then make the state unknown, and carry out the same initial

investigation. Lastly, we again incorporate infinitely many voters to understand

the information aggregation properties of elections with supermajority rule.

One of the most important results of the paper is that, in line with the pop-

ular argument, a higher supermajority threshold leads to a higher probability of

a compromise outcome. Even though the outcome is not surprising, we offer a

deeper understanding of the effects of the supermajority threshold. More specif-

ically, we identify two channels through which supermajority threshold changes

the probability of an outcome: the direct effect through the needed level of votes,

and an indirect one through the equilibrium effects on the expected vote share.

We show that both of these effects align and lead to an increase in the probability

of a compromise outcome.

As another crucial result, we look at the information aggregation properties of

the supermajoritarian elections as defined by the paper, and show that there is no

information aggregation. More specifically, given any election with supermajority

rule, we can find preference distributions for both groups in the electorate such that
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the outcome of the election under incomplete information does not converge to the

outcome of the election under complete information as the number of voters grow

large. This is an important result because, as argued by many in the information

aggregation literature, one of the crucial roles of elections in our society is to

aggregate important information that is dispersed in the population, and they are

reliable to lead to welfare maximizing outcomes to the extent that they correctly

aggregate information.

The structure of the paper is as follows. We first provide the model prelim-

inaries. In subsection 2, we provide a literature review on the topics related to

this paper, such as supermajority elections, information aggregation and studies

that incorporate multiple pivotal events in elections. We then provide a stripped

down version of the model to illustrate the effects of multiple pivotal events on

voter behavior. Then we move on to the first formulation, which is elections (i.e.

finite number of voters) under perfect information, presented in subsection 5. In

this subsection, we investigate the properties of supermajority elections with small

(i.e. finite) and large (i.e. infinite) electorates. We then move on to elections un-

der incomplete information in subsection 5, where we investigate the information

aggregation properties of supermajoritarian elections. The paper concludes with

subsection 7. All the proofs are relegated to the appendix.

2.2 Related Literature

This paper contributes to several strands of literature on elections: (i) information

aggregation in elections, (ii) supermajority rules and (iii) elections with multiple

pivotal events. There are also a few papers that pin down specific settings where

information aggregation fails.

The research on the information aggregation properties of elections goes back

to the seminal work by Condorcet (1785), now known as the Condorcet Jury The-

orem, which states that as long as each voter is more likely to vote for the ‘right
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outcome’ (in the societal welfare maximizing sense) and the voters have common

goals, then as the electorate gets larger, the right outcome will prevail in a ma-

joritarian election, hence large electorates are less likely to make a wrong decision

than a single decision maker. But Condorcet assumes that each voter decides

on her vote ‘sincerely’; they base their action solely on their own information.

Austen-Smith & Banks (1996) showed that sincere voting is usually irrational;

it does not constitute a Nash equilibrium of the voting game. Wit (1998) de-

rives the important equilibria of the voting game, as studied by Austen-Smith &

Banks (1996), and shows that the Condorcet Jury Theorem holds when we allow

for mixed voting strategies. Then, a plethora of papers extended the results of

the Condorcet Jury Theorem to more general assumptions regarding information

structures, voter preferences, voting rules. Feddersen & Pesendorfer (1997) stud-

ied information aggregation in a strategic setting and showed that information

aggregation still occurs in two-candidate elections with noisy private information,

under both simple majority and supermajority rules. This setting is obviously dif-

ferent than ours, since the model presented in this paper incorporates more than

two candidates, and the voter cannot explicitly vote for one. Myerson (1998a)

extended this result to Poisson elections where the number of voters is uncertain.

Duggan & Martinelli (2001) further extended this result to the settings with a

continuum of signals. This paper is an addition to this literature that provides a

negative result; a specific setting where information aggregation is violated.

A subgroup within this line of research on strategic voting and incomplete

information features models where the voters have to consider multiple pivotal

events instead of one. This occurs when either (i) there are either more than two

outcomes, or (ii) there are separate electoral requirements for distinct groups of

voters or (iii) there are multiple rounds of voting. For example, Myatt (2007) also

considers three possible outcomes where the voters can only vote for two of them.

But the reason why is that the non-votable outcome in their setting is interpreted

as status quo and is uniformly disliked by every voter. In our model, some voters
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prefer the non-votable outcome, which we interpret as compromise. They also do

not comment on information aggregation properties of such elections. In another

important paper, Ekmekci (2009) considers a plurality voting model with three

candidates with a potentially biased endorser. In their formulation, the endorser

has information regarding the probability distribution of the preferences of the

voters, which are otherwise unknown. Hence, endorsements have the potential to

be coordination signals for the voters, even when the bias of the endorser is known

by the voters. Clearly, their paper is significantly different than ours, since the

voting rules are different, and ours does not incorporate an endorser. Another

similar paper is Myatt (2017) where they consider three possible outcomes for an

election where voters can either vote for a candidate or cast a protest vote, and

the possible outcomes are candidate loses, candidate wins and protest fail, and

candidate wins and protest succeeds, where whether the protest succeeds depends

on the share of the protest votes. Their setup is different than ours primarily be-

cause they assume uniform preferences among voters where everybody prefers the

outcome where the candidate wins and the protest succeeds, along with other dif-

ferences. Moreover, they do not investigate the information aggregation properties

of such elections. Alternatively, Maug & Yilmaz (2002) consider an environment

where there are two distinct classes of voters who vote on an issue, and the result

depends on the vote share surpassing a predetermined level in both classes (similar

to bicameral voting). They investigate the information aggregation properties in

this environment and find that two-class voting systems outperform (in the social

welfare maximizing sense) single class systems as long as there is conflict of interest

between the two classes of voter groups. Again this setting is different than ours

because it does not incorporate an outcome that the voters cannot explicitly vote

for. Bouton & Castanheira (2012) consider an environment with three possible

outcomes, where the majority of the electorate is divided between two alterna-

tives and there is a minority of the voters who back a third alternative. This third

alternative is strictly inferior for the majority. Then they look at the tradeoff of
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aggregating information and coordinating to defeat the inferior candidate for the

majority of the electorate. Bouton (2013) looks at the run-off electoral systems

where the candidates with the two highest vote share move on to the second round

of votes. Another similar paper is Bouton & Gratton (2015). This is clearly dif-

ferent than our single-round election model. They uncover several results about

run-off elections, but they do not consider information aggregation.

Our paper differs from most of the literature on supermajority rules because

there is no status quo bias. When supermajority rules are incorporated into the

election models, it is usually the case that there is an asymmetric threshold: An

alternative must pass the supermajority vote share to get implemented, otherwise

the status quo remains. Hence they have an inherent ‘conservative bias’ (Goodin

& List, 2006). Our model contains no status quo option. Even if we interpret the

compromise outcome as the status quo (it prevails if none of the non-compromise

outcomes secure the required supermajority of the votes), the alternatives do not

have an asymmetric threshold to pass to get implemented in this formulation of

supermajority rules.

There are several specific settings of elections where the Condorcet Jury Theo-

rem does not hold, as pinned down by the literature. For example, Mandler (2012)

shows that when the precision of the signals is uncertain, information aggregation

fails. Bhattacharya (2013) pins down a condition called ‘strong preference mono-

tonicity’ and shows that if preference distributions violate this rule, then infor-

mation aggregations fails for any voting rule. The setting of this result allows for

only two alternatives.

2.3 A Motivating Example

In this section, we provide a straightforward and stripped-down example of the

problem at hand to motivate the theoretical investigation we are conducting in

the rest of the paper.
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Suppose an agent is one of the 11 people on the newly-formed board of directors

of a company and has to vote on the pay increase for the CEO. Their options

are either no increase at all or doubling the compensation of the chief executive.

Since the members assumed their roles recently, they do not know much about

each other, except that there are two possible types of members: friendly with the

CEO and neutral towards the CEO.

A board member’s utility from the outcome is measured by the distance be-

tween her preferred CEO pay change and the realized outcome, which is either

%0 or %200. She and other directors know that the friendly members always

unanimously vote for doubling the compensation if the stock price increased in

the previous year, and some of them still might vote for the same option when

the stock price drops, depending on their preferences of a percentage pay increase,

known to be normally distributed with mean %75 and standard deviation %57.

On the other hand, the neutral members always unanimously vote for no increase

in the compensation if the stock price fell last year, and some of them still might

vote for the same option when the stock price goes up, depending on their prefer-

ences of a percentage pay increase, known to be normally distributed with mean

%25 and standard deviation %5. It is also commonly known that there is a 0.5

probability that any given member of the board is friendly with the CEO. The

decision of the board is reached if one of the two options gain at least 9 votes. If

none reaches to that number, then it is assumed by all of the members that there

will be a default increase in line with the inflation expectations, which is %50.

Notice that this is one of the fundamental aspects that sets this paper apart from

much of the existing literature on elections with supermajority rules.

Consider the problem of a board member who is neutral towards the CEP.

Given that the stock price went up last year and her ideal CEO compensation

increase is %110, how should she vote? Notice that if she could vote directly for

%50 increase she would, but she cannot, since only available options for voting are

7For the sake of the argument, allow for negative changes in the compensation, i.e., wage
cuts.
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%0 and %200. If she were to pick her action disregarding the details of the voting

rule (also called voting ‘sincerely’ (Austen-Smith & Banks, 1996)), she would vote

for doubling the CEO compensation. But a rational voter considers the pivotal

events in the election and votes accordingly. There are two pivotal events for this

agent: The event where her and eight other board members vote for no increase

(and 2 others vote for doubling the compensation) and the event where her and

eight other board members vote for doubling the compensation (and 2 others vote

for no increase). Only in these two events she casts a vote that is outcome relevant.

Notice that this is another one of the fundamental aspects that sets this paper

apart along with the feature mentioned above.

As it usually is the case in the voting literature, her voting strategy is going to

be defined by a cutoff parameter: If her preferred pay increase of %110 is above

that cutoff value, she is going to vote for doubling the pay, and if it is below the

cutoff value, she is going to vote for no pay increase. Moreover, there is a cutoff

value where an agent is going to be indifferent between voting for an increase and

no increase in the CEO pay. Call that cutoff value c.

Given this cutoff value, the probability of a randomly selected board member

voting for doubling the pay can be calculated as follows: With probability one

half the member is friendly with the CEO and hence votes for a pay increase for

sure, and with probability one half the member is neutral and votes for an increase

only if her preference parameter is lower than the cutoff value, pinned down by

the probability F (c|0.25, 0.052) = 1
2
[1 + erf( c−0.25

0.05
√
2
)]. Hence the probability of a

randomly selected board member voting for a pay increase, which is equal to the

expected pay increase vote share, is 1
2
+ 1

4
[1 + erf( c−0.25

0.05
√
2
)]. Denote this value by

ic. Given this value, the probability that a voter is pivotal for the pay increase

outcome is
(
10
8

)
i8c(1− ic)

2. Similarly, the probability that a voter is pivotal for the

no pay increase outcome is
(
10
2

)
i2c(1− ic)

8.

By definition, an agent with the cutoff value is going to be indifferent between

the two options. This implies that her expected utility from voting for an increase,
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given by

(
10

8

)
i8c(1− ic)

2(−|2− c|) +
(
10

2

)
i2c(1− ic)

8(−|0.5− c|)

Similarly, her expected utility from voting for no increase is given by

(
10

8

)
i8c(1− ic)

2(−|0.5− c|) +
(
10

2

)
i2c(1− ic)

8(−|c|)

Given these, we can back out the cutoff value that is pinned down by the indiffer-

ence condition. Equating these two expressions and solving for c yields c = 1.25.

This implies that if an agent’s preferred CEO pay increase is less than %125, she

is going to vote for no increase, and if an agent’s preferred CEO pay increase is

more than %125, she is going to vote for doubling the pay. Given this cutoff value,

it is straightforward that our agent is going to vote for no increase in the CEO

pay, which is different than her vote if she were to vote sincerely.

2.4 The Model Preliminaries

There are n + 1 voters denoted by i, who can take the action ai ∈ {l, r}, which

we call voting l or voting r. There are two states of the world: ω ∈ {U,D} = Ω.

As mentioned before, one of the leading differences of this paper from the existing

literature is that there is an outcome that the voters cannot explicitly vote for.

More specifically, the election outcome is j ∈ {L,C,R} ∈ R and we assume that

L < C < R. In line with the observations in Section 1, the outcome that voters

cannot explicitly vote for is the outcome C, which we label as the compromise

outcome because by assumption its value is in between the outcomes L and R.

The outcome of the election is determined by the following procedure: For a

given threshold q > 1
2
, if the number of l votes is greater than qn then the outcome

is L, if it is between qn and (1− q)n then the outcome is C and if it is fewer than
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(1− q)n, then the outcome is R 8. Importantly, the voters cannot explicitly vote

for the outcome C, it occurs only if the vote tallies fall on a specific interval,

determined by the parameter q. We call this procedure a supermajority rule.

There are two preference groups τ ∈ {τL, τR} = T , with P (τL) = ρ. Prior

to the elections, each agent knows her group, and has a preference type, x ∼

N (µx, σ
2
x) for τL and y ∼ N (µy, σ

2
y) for τR. We label x’s probability distribution

function and cumulative distribution function as fx and Fx, respectively, and y’s

probability distribution function and cumulative distribution function as fy and

Fy, respectively. We interpret yU−µX and µy−xD as the measures of disagreement

across groups in states U and D respectively, and the group variances as the

measure of disagreement within that group. The preference parameter of an agent

is state dependent. For the agents in the group τL, if the state is U , the preference

parameter xU is equal to the preference type x, and if the state is D, the preference

parameter is xD < L. For the agents in the group τR, if the state is D, the

preference parameter yD is equal to the preference type y, and if the state is U ,

the preference parameter is yU > R. Hence τL type agents have heterogeneous

preferences only in state U whereas τR type agents have heterogeneous preferences

only in state D.

A voter’s utility from casting a vote depends on her type, her preference pa-

rameter (which depends on the state) and the outcome, and is given by

uL(j, ω) = −(xω − j)2

uR(j, ω) = −(yω − j)2

for τL and τR voters, respectively. As a result, when the state is D, all τL voters

prefer the outcome L and when the state is U , all τR voters prefer the outcome R.

Hence, agents have single peaked preferences around their state dependent bliss

points.

8For simplicity, we consider only the populations such that qn (and hence, (1 − q)n) is an
integer.
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We mostly concern ourselves with τL type voters in state U when we are investi-

gating the properties of the equilibrium under known state, since the corresponding

results for the state D and τR type voters are similar.

2.5 Elections with Known State

In this section, we assume that the state is announced before the election takes

place and present the existence of the equilibrium, and then investigate its various

properties of interest.

A voting strategy for voter i, πi : Ω×T ×R → [0, 1], is a measurable function

from the state, her group and preference type to the probability of voting l. Let

π be the corresponding strategy profile for all voters. An equilibrium is defined

as a symmetric Nash equilibrium of the voting game specified above. Given a

symmetric strategy profile π, define the probability that a randomly selected voter

votes l in state ω as

t(ω, π) = ρ

∫ ∞

−∞
π(ω, x; τL)fx(x)dx+ (1− ρ)

∫ ∞

−∞
π(ω, y; τR)fy(y)dy (2.1)

There are two cases where a voter can influence the outcome of the election:

the case where exactly qn voters vote l, where her vote will lead to either L or

C, and the case where exactly (1 − q)n voters vote l, where her vote will lead to

either R or C. We refer to these events as L− pivotality and R− pivotality and

denote them by pivL and pivR, respectively. Given a symmetric strategy profile π

and threshold q, the probability that a vote is L-pivotal in state ω is

P (pivL|ω, π) =
(
n

qn

)
t(ω, π)qn(1− t(ω, π))(1−q)n
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and the probability that a vote is R-pivotal in state ω is

P (pivR|ω, π) =
(

n

(1− q)n

)
t(ω, π)(1−q)n(1− t(ω, π))qn

We mostly omit π from the notation unless it is needed for clarity.

Simple algebra shows that when the state is D, all τL voters prefer to vote l.

If the state is U , then a τL voter i votes l if and only if

P (pivR|U)

P (pivL|U)
=

(
1− t(U)

t(U)

)(2q−1)n

≥ (≤)
(2xU,i − L− C)(C − L)

(C +R− 2xU,i)(R− C)
(2.2)

when xU < (>)R+C
2

. Similarly, if the state is U , all τR voters prefer to vote r. If

the state is D, then they vote r if and only if

P (pivL|D)

P (pivR|D)
=

(
t(D)

1− t(D)

)(2q−1)n

≥ (≤)
(R + C − 2yD,i)(R− C)

(2yD,i − L− C)(C − L)
(2.3)

when yD > (<)C+L
2

. When the state is known, the voters simply compare the

ratio of the probability of the two pivotality events to the ratio of the payoffs in

those respective events, and decide accordingly.

The following result establishes the existence of the equilibrium of the known-

state voting game. The equilibrium strategies have a cutoff structure where the

voters vote l if their preference parameter is below some value, and vote r other-

wise, if the state is the one in which they have a preference heterogeneity.

Lemma 2.5.1. There exist cutoff types x̂U , ŷD ∈ (C+L
2

, R+C
2

) such that the strategy

profiles

πR(ω, yD,i) =


0 if ω = U or ω = D and yD,i > ŷD

1 if ω = D and yD,i < ŷD

πL(ω, xU,i) =


0 if ω = U and xU,i > x̂U

1 if ω = D or ω = U and xU,i < x̂U
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constitute an equilibrium for the known-state voting game. The resulting expected

vote share is

t(ω, π) =


ρFx(x̂U) if ω = U

ρ+ (1− ρ)Fy(ŷD) if ω = D

The lemma above, while pinning down the existence of the cutoff equilibrium,

also informs us about the nature of the cutoff voter preference. Notice that, since

each group’s cutoff voters’ preferences belong in (C+L
2

, R+C
2

), the voters with the

cutoff preference necessarily strictly prefers C over R or L, regardless of her group.

This is expected since any voter with preference parameter that is less than C+L
2

strictly prefers L to any other outcome, and any voter with preference parameter

that is more than R+C
2

strictly prefers R to any other outcome, hence they all

have dominant actions l and r, respectively. If the voter with the cutoff preference

parameter could vote directly for C she would, but she cannot. Hence, she wants

to vote l in the case where she is R-pivotal and r in the case where she is L-pivotal

to tip the scale towards the compromise outcome. Anticipating the resulting vote

shares, she finds which pivotal event is more likely, and votes accordingly.

Notice that there is a close relationship between the location of x̂U and the

equilibrium expected vote share. First, as expected, the equilibrium expected vote

shares are increasing in cutoff points of the preference groups. More specifically,

the cutoff preference parameter for τL type voters is going to be closer to R than

L if the expected l vote share is less than half, regardless of the value of C, and

vice versa. The value of C, on the other hand, determines how close the cutoff

parameter is going to be to one of its border values R and L. In addition to C, q

and n affect this distance as well.
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Figure 2.1: The plot of the left hand side
(solid) and the right hand side (dashed) of
equation 2 when ρ = 0.4, µx = 0, σx = 1,
q = 0.6, n = 10, R = 1, C = 0.5 and L = 0.
The intersection point pins down x̂U .

Figure 2.2: The plot of the left hand side
(solid) and the right hand side (dashed) of
equation 3 when ρ = 0.4, µy = 0, σy = 1,
q = 0.6, n = 10, R = 1, C = 0.5 and L = 0.
The intersection point pins down ŷD.

In order to demonstrate this, let Γ̂(t(U), q, n) ≡
(

1−t(U)
t(U)

)(2q−1)n

. From inequal-

ity 2.2, this implies that

x̂U =
Γ̂R2 + (1− Γ̂)C2 − L2

2(Γ̂R + (1− Γ̂)C − L)

Since Γ̂ > 1 when t(U) < 1
2
, this implies that x̂U > R+L

2
, and similarly when

t(U) > 1
2
, this implies that x̂U < R+L

2
.

Given the existence of these cutoff types, we turn to investigating how the

cutoff types change with respect to the parameters of the model. The lemma below

establishes some of the important properties of the cutoff preference parameter for

agents in group τL with respect to some important parameters of the model. Note

that most of these result depend on the level of the expected vote share, which is

an empirically observable quantity.

Lemma 2.5.2. x̂U is

(i) increasing in µx,

(ii) increasing in σx if and only if t(U) > ρ
2
,

(iii) increasing in q if and only if t(U) < 1
2
,

(iv) increasing in n if and only if t(U) < 1
2
.
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(v) increasing in C if and only if x̂U > C when t(U) < 1
2
and x̂U < C when

t(U) > 1
2
.

Some of the results are somewhat unexpected. For example, the cutoff pref-

erence parameter for a τL voter increases as q increases when the expected l vote

share is less than half. To see why, consider the incentives of the cutoff voter.

She is indifferent by definition, she would vote r if she was L-pivotal and l if she

was R-pivotal. When t(U) < 1
2
, as q increases, the relative probability of being

R-pivotal as opposed to L-pivotal increases. Hence, since R-pivotality event is

seen as more likely after the threshold increase, she is more incentivized to vote l

to tip the outcome towards C in the R−pivotality event. This result is somewhat

unexpected because it implies that an increase in the threshold level can lead to

a lower probability of a randomly selected voter voting l when t(U) > 1
2
. This is

due to the fact that people condition their strategies on the relative likelihood of

two pivotal events.

Similarly, the cutoff preference parameter for a τL voter increases as C gets

closer to R, when the expected l vote share is less than half and the cutoff is

higher than C. A change in C affects the cutoff type through two channels; one

is the change in the payoffs from the outcomes and the other is the change in the

expected l vote share. Again, consider the incentives of the cutoff voter. She is

indifferent by definition, she would vote r if she was L-pivotal and l if she was

R-pivotal. An increase in C increases her payoff from outcome C since x̂U > C.

Hence, she is more incentivized to vote l, because she prefers the outcome C even

more in the R-pivotal event, which is more likely to occur since t(U) < 1
2
. Notice

is that the same is not true when x̂U < C, since in such a case an increase in C

leads to a decrease in her payoff. Hence the overall effect depends on both the

proximity of the preference parameter to R and L, and also whether it is below

or above C. This result also seems counterintuitive because it implies that if the

compromise value gets closer to R, the probability that a randomly selected voter

voting l might decrease. This is also due to the fact that people condition their
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strategies on the relative likelihood of two pivotal events.

One of the most important questions that we are concerned with is the effects of

model parameters on the probability of the outcomes. Since the action taken, i.e.

the vote of each agent, is a binary variable, the probability of an outcome follows

a binomial distribution where the parameters are the number of voters and the

probability of voting l. Hence, given the equilibrium cutoffs, we can define the

probability of the outcome being R as

ΠR(ω) =


(1−q)n−1∑

k=0

(
n
k

)
(ρ+ (1− ρ)Fy(ŷD))

k(1− ρ− (1− ρ)Fy(ŷD))
n−k if ω = D

(1−q)n−1∑
k=0

(
n
k

)
(ρFx(x̂U))

k(1− ρFx(x̂U))
n−k if ω = U

and similarly the probability of the outcome being L as

ΠL(ω) =


n∑

k=qn+1

(
n
k

)
(ρ+ (1− ρ)Fy(ŷD))

k(1− ρ− (1− ρ)Fy(ŷD))
n−k if ω = D

n∑
k=qn+1

(
n
k

)
(ρFx(x̂U))

k(1− ρFx(x̂U))
n−k if ω = U

As a result, we have the probability of the outcome being C as

ΠC(ω) =


qn∑

k=(1−q)n

(
n
k

)
(ρ+ (1− ρ)Fy(ŷD))

k(1− ρ− (1− ρ)Fy(ŷD))
n−k if ω = D

qn∑
k=(1−q)n

(
n
k

)
(ρFx(x̂U))

k(1− ρFx(x̂U))
n−k if ω = U

Given these probabilities, we investigate how the probability of a compromise

outcome changes with respect to some important parameters of the model. The

following auxiliary result will be useful for our understanding of the question. Any

change in any of the parameters of the voting game has an effect on the equilibrium

expected vote share, which in turn affects the outcome probabilities.

Lemma 2.5.3. (i) ΠC(U) is increasing in t(U) if and only if t(U) < 1
2
.

(ii) ΠL(U) is increasing in t(U).

(ii) ΠR(U) is decreasing in t(U).
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First, we look at the effect of within-group disagreement on the probability of

the outcome C being implemented, presented in the lemma below.

Lemma 2.5.4. ΠC is increasing in σx if and only if t(U) > 1
2
.

We find that the probability of a compromise outcome increases with respect to

within-group disagreement for the τL group if and only if the expected l vote share

is more than half. Remember that the cutoff preference parameter is increasing in

within-group disagreement if the expected l vote share is more than ρ
2
, which means

more than half of τL group voters are voting l since no τR group voter is voting l.

But also, an increase in σx can be interpreted as the density of τL type voters over

from the middle of the preference spectrum decreasing, and correspondingly the

density of τL type voters over the edges of the preference spectrum increasing. The

expected vote share then governs if these replaced voters are still voting the same

or if they are switching to to the other vote. If the expected l vote share is more

than ρ
2
, then some of the τL type voters in the middle of the preference spectrum

moves towards R, meaning the cutoff parameter is decreasing. Since fewer people

are voting l, the probability of the outcome L decreases, and correspondingly

the probability of outcome C increases. Interestingly, which of these two effects

dominates depends on the expected vote share being more or less than 1
2
. But

since the effect through the second channel is minimal when t(U) is around ρ
2
, the

first effect overtakes the second one for t(U) ∈ (ρ
2
, 1
2
).

We now turn to the effect of across group disagreement, measured by the

distance between µx and yU when the state is U , on the probability of outcome

C, presented in the lemma below.

Lemma 2.5.5. ΠC is increasing in µx if and only if t(U) > 1
2
.

Notice that an increase in µx implies a decrease in across-group disagreement.

Hence we can conclude that an increase in the across-group disagreement leads to

an increase in the probability of outcome C being implemented when t(U) < 1
2
,

and vice versa. To see why, notice that an increase in across-group disagreement
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in state U happens when the average τL voter moves even further to the left,

which has a negative effect on the probability of the outcome C, but this leads to

a leftward shift in the cutoff preference parameter, which leads to an increase in

the probability of the outcome C. Which one of these two contradicting effects

prevails depends on the expected l vote share. If it is more than half, the first one

prevails, leading to an overall decrease in the probability of outcome C as a result

of a decrease in µx, and if it is less than half, the second one prevails, leading to

an overall increase in the probability of outcome C as a result of a decrease in µx.

As we mentioned in the introductory section of the paper, one of the most

prominent arguments in favor of supermajority rules is that it leads to compromise

outcomes. In order to check if that is indeed the case, we now investigate the effects

of a change in the threshold value on the probability of C being implemented.

Theorem 2.5.6. ΠC is increasing in q.

The result confirms the widespread argument that supermajority rules promote

compromise outcomes. Even though the result above is in line with expectations,

it is not a straightforward result. A change in q affects the equilibrium of the

voting game through two channels. First, we have what can be called the direct

channel: Since q is increasing, it is harder to reach the supermajority threshold.

This intuitively increases the probability of a compromise outcome. Second, we

have the indirect channel: A change in q changes the expected vote share and the

location of the cutoff preference parameter, hence the equilibrium strategy in the

voting game. More precisely, as we demonstrated in Lemma 2.5.2, an increase in

q moves the cutoff voter parameter to the left if and only if the expected l vote

share is less than half. First, assume that the expected l vote share is less than

half. This leads to an increase in the cutoff preference parameter, leading to an

increase in the expected vote share. Since the expected vote share is assumed to

be less than half, this means the probability of compromise increases. Second,

assume that the expected vote share is more than half. This leads to a decrease in

the cutoff preference parameter, leading to a decrease in the expected vote share.
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Since the expected vote share is assumed to be more than half, this means the

probability of compromise increases again. As a result, the secondary effect of an

increase in q through the change in expected vote share is always positive. When

combined, these two channels imply that an increase in q leads to an increase

in the probability of a compromise outcome. Hence, we are able to confirm the

common assumption that supermajority rules lead to compromise outcomes, even

though the reasoning is more intricate than expected.

We now turn to the question of how changes in the compromise value affect

the compromise probability, presented in the lemma below.

Lemma 2.5.7. ΠC is increasing in C if and only if x̂U > C.

The result turns out to be quite straightforward. If the compromise value

moves closer to R, when the compromise probability increases if and only if the

cutoff voter is already to the right of the compromise value. Notice that such a

change in C is going to entice the τL type voters who are closer to the right of

the preference parameter spectrum and who would otherwise vote r, to vote l,

and has no effect on the τL type voters who are closer to the left of the preference

spectrum, since they have no other choice than voting l.

2.5.1 Electorate Welfare in Small Elections with Known

State

In this subsection, we investigate the effects of changes in the supermajority thresh-

old q and the compromise value C on the welfare of τL type voters in elections

under state U . This is important because just because an increase in threshold

parameter leads to an increase in the probability of the compromise outcome does

not mean that the voters are going to benefit from such a change.

The expected utility of a τL type voter with a generic preference parameter xU
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from the elections under state U is

E[uL(j, U)] = −
[
ΠC(U, x̂U)(xU −C)2+ΠR(U, x̂U)(xU −R)2+ΠL(U, x̂U)(xU −L)2

]

First, we consider the individual welfare, and investigate if the effects are

qualitatively the same on the voters. In order to answer those questions, we first

need to identify some properties of ΠR and ΠL, similar to the results in the previous

subsection.

Lemma 2.5.8. (i) ΠR(U, x̂U) is decreasing in q if t(U) < 1
2
.

(ii)ΠL(U, x̂U) is decreasing in q if t(U) > 1
2
.

Equipped with this auxiliary result, we first investigate the effects of an increase

in the supermajority threshold q on the welfare of the voters. The results are

presented in the lemma below.

Lemma 2.5.9. The welfare of the τL voters who vote l decreases as a result of an

increase in q when t(U) < 1
2
.

The results says that the welfare of the τL voters who would otherwise vote

l decreases as a result of an increase in the supermajority threshold when the

expected l vote is less than half. Intuitively, if the expected l vote is less than

half, then an increase in the supermajority threshold decreases the probability of

the outcome C and the outcome L at the same time, leading to a welfare loss.

When the expected l vote is more than half, the outcome is ambiguous because an

increase in the supermajority threshold increases the probability of the outcome

C but decreases the probability of outcome L.

2.5.2 Large Elections with Known State

In this subsection, we investigate the equilibrium of the voting game as the number

of voters grows without bound. The limiting game is important because it will

serve as the comparison benchmark for the information aggregation result. In
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line with the existing literature, we say that there is information aggregation if

the equilibrium of the incomplete information voting game implements the same

outcome as the game where the state is announced before the elections, as the

number of voters goes to infinity. This idea will be formalized in the relevant

subsection later. Hence, it is elemental to pin down the equilibrium of the known

state voting game as n goes to infinity.

The following result establishes the equilibrium of the limit voting game as n

goes to infinity.

Lemma 2.5.10. Let x̂U,n and ŷD,n be the cutoff types that constitute an equilibrium

of the known-state voting game with n voters. As n → ∞

x̂U,n →



C+L
2

if Fx(
C+L
2

) ≥ 1
2ρ

F−1
x ( 1

2ρ
) if Fx(

C+L
2

) < 1
2ρ

< Fx(
R+C
2

)

R+C
2

if Fx(
R+C
2

) ≤ 1
2ρ

and

ŷD,n →



C+L
2

if Fy(
C+L
2

) >
1
2
−ρ

1−ρ

F−1
y (

1
2
−ρ

1−ρ
) if Fy(

C+L
2

) <
1
2
−ρ

1−ρ
< Fx(

R+C
2

)

R+C
2

if Fy(
R+C
2

) <
1
2
−ρ

1−ρ

The resulting vote share is

t(ω, π) =



ρFx(
C+L
2

) if Fx(
C+L
2

) > 1
2ρ

and ω = U

1
2

if Fx(
C+L
2

) < 1
2ρ

< Fx(
R+C
2

) and ω = U

ρFx(
R+C
2

) if Fx(
R+C
2

) < 1
2ρ

and ω = U

ρ+ (1− ρ)Fy(
C+L
2

) if Fy(
C+L
2

) >
1
2
−ρ

1−ρ
and ω = D

1
2

if Fy(
C+L
2

) <
1
2
−ρ

1−ρ
< Fx(

R+C
2

) and ω = D and

ρ+ (1− ρ)Fy(
R+C
2

) if Fy(
R+C
2

) <
1
2
−ρ

1−ρ
and ω = D

Notice that this result enables us to understand the preference location of
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the cutoff voters and demonstrates how they try to lead to equal vote shares

t(U) = t(D) = 1
2
. Consider group τL (the case for group τR is similar). If the

measure of the τL voters who strictly prefer outcome L to any other outcome is

enough to form a simple majority, then the cutoff preference parameter converges

to C+L
2

, which means that everyone who is indifference or strict preference towards

outcomes C or R votes r, to make sure that the outcome is not L. Similarly, if the

measure of the τL voters who strictly prefer outcome R to any other outcome is

enough to form a simple majority, then the cutoff preference parameter converges

to R+C
2

, which means that everyone who is indifference or strict preference towards

outcomes L or C votes l, to make sure that the outcome is not R. If neither is

the case and the voters with strict preference towards L or R are not enough to

form a simple majority, then the cutoff voter preference parameter converges to a

value that makes sure that the outcome of the vote is equal, i.e. both options get

half the votes.

Given this result, we can uncover when specific outcomes are implemented as

a function of the model parameters, which are presented in the lemma below.

Lemma 2.5.11. When the state is U , R is implemented if and only if Fx(
R+C
2

) <

1−q
ρ
. Otherwise, C is always implemented. When the state is D, L is implemented

if and only if Fy(
C+L
2

) > q−ρ
1−ρ

. Otherwise, C is always implemented.

Notice that the result above outlines the effects of preference polarization in

large elections. First, take a voting game where the electorate preferences are

aligned in the sense that in a given state, the preferences of both τL and τR are

same on average, with little variance, i.e., µx = yU , µy = xD and σx, σy are

small. The result above implies that, with an aligned electorate, the outcome is C

regardless of the state. For comparison, take an electorate with preferences that

are polarized in the sense that the preferences of each group do not depend on the

state on average, with little variance, i.e., µx = xD, µy = yU and σx, σy are small.

Similarly, the result above implies that, with such an electorate, the outcome of

the game is R when the state is U and L when the state is D. Hence, even with
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supermajoritarian institutions, polarized preferences lead to polarized outcomes.

Figure 2.3: The figure plots t(U) (solid)
and t(D) (dashed) as a function of ρ when
µx = µy = 0, σx = σy = 1, L = 0, C = 0.5
and R = 1.

2.6 Elections with Unknown State

In this section, we analyze the related voting game where the state is not revealed

to the voters before the elections. In line with the many existing papers on the

topic, we assume that each agent receives a signal about the state of the world,

then she forms a posterior belief according to the Bayes’ rule. Our main objective

is to investigate whether there is information aggregation or not. But the first

order of business is to establish the existence of the equilibrium for the incomplete

information voting game.

Each agent receives a private signal si ∈ {u, d} = S, distributed i.i.d. with

P (u|U) = α > 1
2
and P (d|D) = β > 1

2
. A voting strategy for voter i, πi :

S × T × R → [0, 1], is a measurable function from her signal, her group and

preference type to the probability of voting l. Let π be the corresponding strategy

profile for all voters. An equilibrium is defined as a symmetric Nash equilibrium

of the voting game specified above. Given a symmetric strategy profile π, define
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the probability that a randomly selected voter votes l in state ω as

t(ω, π) =
∑
S

P (s|ω)

(
ρ

∫ ∞

−∞
π(s, x; τL)fx(x)dx+ (1− ρ)

∫ ∞

−∞
π(s, y; τR)fy(y)dy

)

As a reminder, given the above t(ω, π), the probability that a vote is L-pivotal

in state ω is

P (pivL|ω, π) =
(
n

qn

)
t(ω, π)qn(1− t(ω, π))(1−q)n

and the probability that a vote is R-pivotal in state ω is

P (pivR|ω, π) =
(

n

(1− q)n

)
t(ω, π)(1−q)n(1− t(ω, π))qn

After receiving signal s, an agent’s posterior distribution over states conditional

on being L-pivotal and receiving signal s is

β(ω|pivL, s) =
P (pivL|ω)P (s|ω)P (ω)∑
w P (pivL|w)P (s|w)P (w)

and the posterior belief conditional on being R-pivotal and receiving signal s is

β(ω|pivR, s) =
P (pivR|ω)P (s|ω)P (ω)∑
w P (pivR|w)P (s|w)P (w)

After receiving signal s, a τL voter votes l if and only if

P (pivR|D)

P (pivL|D)

R− C

C − L

R + C − 2xD

C + L− 2xD

+
β(U |s)
β(D|s)

P (pivL|U)

P (pivL|D)

C + L− 2xU,i

C + L− 2xD

+
β(U |s)
β(D|s)

P (pivR|U)

P (pivL|D)

R− C

C − L

R + C − 2xU,i

C + L− 2xD

≥ −1 (2.4)

Notice that all τL agents with xU,i <
C+L
2

vote l regardless of their signal.
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Similarly, after receiving signal s, a τR voter votes r if and only if

P (pivL|U)

P (pivR|U)

C − L

R− C

2yU − C − L

2yU −R− C
+

β(D|s)
β(U |s)

P (pivR|D)

P (pivR|U)

2yD,i −R− C

2yU −R− C

+
β(D|s)
β(U |s)

P (pivL|D)

P (pivR|U)

C − L

R− C

2yD,i − C − L

2yU −R− C
≥ −1 (2.5)

Notice that all τR agents with yD,i >
R+C
2

vote r regardless of their signal.

The following lemma establishes the existence of the cutoff equilibrium for the

elections with unknown state.

Lemma 2.6.1. There exist cutoff types x̂U,d > x̂U,u > C+L
2

and ŷD,u < ŷD,d <
R+C
2

such that

πR(s, yD,i) =


0 if s = u and yD,i > ŷD,u or s = d and yD,i > ŷD,d

1 otherwise

πL(s, xU,i) =


0 if s = u and xU,i > x̂U,u or s = d and xU,i > x̂U,d

1 otherwise

constitute an equilibrium of the unknown-state voting game. The resulting vote

share is

t(ω, π) =



α(ρFx(x̂U,u) + (1− ρ)Fy(ŷD,u)) + (1− α)(ρFx(x̂U,d) + (1− ρ)Fy(ŷD,d))

if ω = U

(1− β)(ρFx(x̂U,u) + (1− ρ)Fy(ŷD,u)) + β(ρFx(x̂U,d) + (1− ρ)Fy(ŷD,d))

if ω = D

After establishing the existence of the equilibrium and cutoff strategies, we

turn to the information aggregation properties of the game at hand. Information

aggregation is an important property because one of the main roles of elections, as

pointed out by Feddersen & Pesendorfer (1999), is that they aggregate information

that is dispersed in the population. For completeness, information aggregation
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property is defined below, in line with the literature.

Definition 2.6.2. A sequence of strategy profiles πn aggregates information if, as

n → ∞, the outcome of the elections with unknown state under πn is the same as

the outcome of the elections with known state.

Next, we present the result concerning the information aggregation properties

of elections with supermajority rules.

Theorem 2.6.3. For some preference parameter distributions Fx and Fy, there is

no sequence of strategy profiles πn that aggregates information.

It turns out that there is no information aggregation under the supermajority

rule, as specified in the model. This brings the advantages of supermajoritarian

elections when there are outcomes where the voters cannot explicitly vote for into

question. Formally, the proof shows that, for any given set of parameters that pin

down a supermajority election, we can find a pair of preference distributions for

both groups of the electorate such that the outcome of the elections under incom-

plete information as the number of voters goes to infinity does not converge to the

outcome of the large elections under complete information. More specifically, the

proof demonstrates that it is always possible to find a pair of preference distribu-

tions Fx and Fy such that, when the state is known, they lead to outcome R when

the state is U and outcome C when the state is D, but when the state is unknown,

they always lead to outcome C regardless of the true state of the world. In effect,

this says that the outcome of the elections would have been different if the voters

knew the state of the world, hence implies that the election does not enable the

electorate to reach the first-best outcome. The contradictory preference param-

eter distributions are the ones where there is a majority of the group of voters

over a small segment of the parameter domain that is adjacent to C+L
2

or R+C
2

,

which are the boundaries of preference parameters that allow for cross-voting. As

the number of voters grow, the preference distribution looks more and more like a

Dirac delta distribution function. Hence, if there are enough voters in one group
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of the electorate who technically could vote for the other option but extremely

unlikely to do so, then information aggregation fails. This means that information

aggregation is usually possible when the probabilities of the parameters are more

evenly distributed across the domain.

2.7 Conclusion

In this paper, we constructed a model where there are three possible outcomes

but the heterogeneous electorate can only explicitly vote for two of them. We

considered supermajority rules where an option gets implemented if and only if

the vote share for that option is above a supermajority threshold. If neither

option secures such a supermajority, then the outcome that the voters cannot

explicitly vote for is implemented. As explained, we interpret this outcome as

the compromise outcome, and these elections are similar to the U.S. Senate votes

(when the electorate is small) and multi-party elections with absolute majority

rules to form a government (when the electorate is large). As previously observed

in the literature, a vote is important if and only if it is pivotal for an outcome.

Crucially, the elections specified in this paper lead to two distinct but symmetric

pivotal events, since there are three outcomes. We conduct a thorough analysis of

such elections.

The first important result of the paper is about the relationship between the

compromise outcome and the supermajority threshold. One of the most common

arguments in favor of the supermajority rules is that they nudge the voters to

compromise. In order to verify that, we looked at the effects of an increase in

the supermajority threshold on the probability of the compromise outcome. Our

result confirms the widespread argument.

The other important result of the paper is about the information aggregation

properties of the supermajority elections, as formulated in this study. As observed

initially by Condorcet (Austen-Smith & Banks, 1996), elections are efficient as a
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tool of determining societal outcomes if they aggregate the dispersed information

among the electorate. We found that supermajority elections, as formulated in

this paper, violate the information aggregation property.

Some future work is needed to generalize the results of this study. One straight-

forward route is allowing for more than three outcomes, while still maintaining

non-votable compromise outcomes. This setting would be especially relevant in

the incomplete information world, and would allow us to understand the informa-

tion aggregation properties better. Another area where the additional research is

needed is the implications of the changes in the model parameters other than the

supermajority threshold on voter welfare. Since a welfare analysis is not the main

point of this paper, we provide a minimal result on the welfare implications of the

supermajority threshold. Further research would better our understanding of the

effects of supermajority rules on the voters.

65



Appendix

Proof of Lemma 2.5.1. Existence of x̂U : The right hand side of inequality 2.2 is

continuous and negative when xU < C+L
2

and when xU > R+C
2

. Over (C+L
2

, R+C
2

),

the expression is positive, strictly increasing, tends to 0 as xU → C+L
2

and tends

to infinity as xU → R+C
2

. Notice that t(U) is increasing in xU . Then, this means

that the left hand side of inequality 2.2 is positive and strictly decreasing over

(−∞,∞). By the Intermediate Value Theorem, this means that inequality 2.2

must hold with equality for some x̂U ∈ (C+L
2

, R+C
2

). To see that it constitutes

a cutoff equilibrium, simple algebra verifies, given that the inequality holds with

equality at x̂U , it is strictly better off to vote l for any τL group agent with xU < x̂U

and it is strictly better off to vote r for any τL group agent with xU > x̂U .

Existence of ŷD: The right hand side of inequality 2.3 is continuous and neg-

ative when yD > R+C
2

and when yD < C+L
2

. Over (C+L
2

, R+C
2

), the expression is

strictly decreasing to 0 . Notice that t(D) is decreasing in yD. Then, this means

that the left hand side of inequality 2.3 is continuous, positive valued and strictly

increasing over (−∞,∞). By the Intermediate Value Theorem, this means that

inequality 2.3 must hold with equality for some ŷD ∈ (C+L
2

, R+C
2

). To see that it

constitutes a cutoff equilibrium, simple algebra verifies, given that the inequality

holds with equality at ŷD, it is strictly better off to vote l for any τR group agent

with yD < ŷD and it is strictly better off to vote r for any τR group agent with

yD > ŷD.

The derivation of t(ω, π) is straightforward. ■

Proof of Lemma 2.5.2. (i) Notice that ∂Fx(x̂U )
∂µx

= (∂x̂U

∂µx
− 1) 1

σx
ϕ(xU−µx

σx
) where ϕ is

the probability distribution function of the standard normal distribution. At x̂U ,

inequality 2.2 holds with equality. Taking the total derivative of the equation with
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respect to µx, we get

− (2q − 1)n

σxFx(x̂U)(1− ρFx(x̂U))

(
1− ρFx(x̂U)

ρFx(x̂U)

)(2q−1)n

ϕ
( x̂U − µx

σx

)(∂x̂U

∂µx

− 1
)

=
2(C − L)(R− L)

(R− C)(R + C − 2x̂U)2
∂x̂U

∂µx

Rearranging, we get

∂x̂U

∂µx

=

(2q−1)n
σxFx(x̂U )(1−ρFx(x̂U ))

(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

ϕ
(

x̂U−µx

σx

)
(2q−1)n

σxFx(x̂U )(1−ρFx(x̂U ))

(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

ϕ
(

x̂U−µx

σx

)
+ 2(C−L)(R−L)

(R−C)(R+C−2x̂U )2

which is always positive.

(ii) Notice that ∂Fx(x̂U )
∂σx

= ϕ( x̂U−µx

σx
) 1
σx
(∂x̂U

∂σx
− x̂U−µx

σx
). At x̂U , inequality 2.2

holds with equality. Taking the total derivative of the equation with respect to

σx, we get

− (2q − 1)n

σxFx(x̂U)(1− ρFx(x̂U))

(
1− ρFx(x̂U)

ρFx(x̂U)

)(2q−1)n

ϕ
(xU − µx

σx

)(∂xU

∂σx

− xU − µx

σx

)
=

2(C − L)(R− L)

(R− C)(R + C − 2x̂U)2
∂xU

∂σx

Rearranging, we have

∂xU

∂σx

=
xU − µx

σx

(2q−1)n
σxFx(x̂U )(1−ρFx(x̂U ))

(
(1−ρFx(x̂U )

Fx(x̂U )

)(2q−1)n

ϕ
(

xU−µx

σx

)
2(C−L)(R−L)

(R−C)(R+C−2x̂U )2
+ (2q−1)n

σxFx(x̂U )(1−ρFx(x̂U ))

(
(1−ρFx(x̂U )

Fx(x̂U )

)(2q−1)n

ϕ
(

xU−µx

σx

)
where the second expression on the right hand side is strictly positive. This means

that ∂xU

∂σx
> 0 if and only if x̂U > µx. Since Fx is an increasing function, x̂U > µx

holds if and only if Fx(x̂U) > Fx(µx) = 1
2
. Multiplying both sides with ρ yields

the desired result.

(iii) Inequality 2.2 holds with equality at x̂U . Taking the total derivative of
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the both sides with respect to q, we get

−
n(1−ρFx(x̂U )

ρFx(x̂U )
)(2q−1)n

Fx(x̂U)(1− ρFx(x̂U))

(
(2q − 1)fx(x̂U)

∂x̂U

∂q

− 2Fx(x̂U)(1− ρFx(x̂U)) log(
1− ρFx(x̂U)

ρFx(x̂U)
)
)
=

2(C − L)(R− L)

(R− C)(R + C − 2x̂U)2
∂x̂U

∂q

−
(2q − 1)nfx(x̂U)(

1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

Fx(x̂U)(1− ρFx(x̂U))

∂x̂U

∂q

+ n(
1− ρFx(x̂U)

ρFx(x̂U)
)(2q−1)n)2 log(

1− ρFx(x̂U)

ρFx(x̂U)
) =

2(C − L)(R− L)

(R− C)(R + C − 2x̂U)2
∂x̂U

∂q

Rearranging, we get

∂x̂U

∂q
=

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

2q−1
2

fx(x̂U )
Fx(x̂U )(1−ρFx(x̂U ))

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n + (C−L)(R−L)
(R−C)(R+C−2x̂U )2

1
n

log(
1− ρFx(x̂U)

ρFx(x̂U)
)

which is positive if and only if ρFx(x̂U) = t(U) < 1
2
.

(iv) Inequality 2.2 holds with equality at x̂U . Taking the total derivative of

the both sides with respect to n, we get

(2q − 1) ln
(1− ρFx(x̂U)

ρFx(x̂U)

)(1− ρFx(x̂U)

ρFx(x̂U)

)(2q−1)n

− (2q − 1)n

ρσxFx(x̂U)2

(1− ρFx(x̂U)

ρFx(x̂U)

)(2q−1)n−1

ϕ(
x̂U − µx

σx

)
∂x̂U

∂n

=
2(C − L)(R− L)

(R− C)(R + C − x̂U)2
∂x̂U

∂n

Rearranging, we have

∂x̂U

∂n
=

(2q − 1) ln
(

1−ρFx(x̂U )
ρFx(x̂U )

)(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

2(C−L)(R−L)
(R−C)(R+C−x̂U )2

+ (2q−1)n
ρσxFx(x̂U )2

(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n−1

ϕ( x̂U−µx

σx
)

Notice that this expression is positive if and only if ln
(

1−ρFx(x̂U )
ρFx(x̂U )

)
> 0, which

holds if and only if ρFx(x̂U) <
1
2
, which yields the desired result.
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(v) Taking the total derivative of the both sides of equation 2.2 with respect

to C at x̂U , we get

− (2q − 1)n

Fx(x̂U)(1− ρFx(x̂U))

(
1− ρFx(x̂U)

Fx(x̂U)

)(2q−1)n

fx(x̂U)
∂x̂U

∂C

=
2(R− L)(C − x̂U)(2x̂U −R− L)

(R− C)2(R + C − 2x̂U)2
+

2(C − L)(R− L)

(R− C)(R + C − x̂U)2
∂x̂U

∂C

Rearranging, we get

∂x̂U

∂C
= −

2(R−L)(C−x̂U )(2x̂U−R−L)
(R−C)2(R+C−2x̂U )2

(2q−1)n
Fx(x̂U )(1−ρFx(x̂U ))

(
(1−ρFx(x̂U )

Fx(x̂U )

)(2q−1)n

fx(x̂U) +
2(C−L)(R−L)

(R−C)(R+C−x̂U )2

which is positive if and only if (C − x̂U)(2x̂U −R− L) ≤ 0, which requires either

x̂U < min{C, R+L
2

} or x̂U > max{C, R+L
2

}. Moreover, notice that x̂U > R+L
2

if

and only if t(U) < 1
2
. Hence, if t(U) < 1

2
, then ∂x̂U

∂C
> 0 if and only if x̂U > C >

R+L
2

. ■

Proof of 2.5.3. (i) We derive ∂ΠC

∂t(U)
by first deriving ∂ΠC

∂Fx(x̂U )
then dividing it by ρ.

Consider the probability that the number of l votes, denoted by T , votes being

equal to exactly t, P (T = t|Fx(x̂U)) =
(
n
t

)
(ρFx(x̂U))

t(1−ρFx(x̂U))
n−t. Taking the

derivative, we get

∂

∂Fx(x̂U)
P (T = t|Fx(x̂U))

=

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t−1

(t− ρFx(x̂U)n

Fx(x̂U)

)
=

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t
( t− ρFx(x̂U)n

Fx(x̂U)(1− ρFx(x̂U))

)
=

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t
( t

Fx(x̂U)
+

ρt

1− ρFx(x̂U)

− ρn

1− ρFx(x̂U)
)

=

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t
( t

Fx(x̂U)
− ρ(n− t)

1− ρFx(x̂U)

)
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Then summing over all the values that do not lead to C, we have

∂

∂Fx(x̂U)
P ((1− q)n ≤ T ≤ qn|Fx(x̂U))

=

qn∑
t=(1−q)n

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t

( t

Fx(x̂U)
− ρ(n− t)

1− ρFx(x̂U)

)
=

qn∑
t=(1−q)n

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t t

Fx(x̂U)

− ρ

(
n

t

)
(n− t)(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t−1

Notice that

(
n

t

)
(n− t) =

n!

t! (n− t− 1)!
=

(t+ 1)n!

(t+ 1)! (n− (t+ 1))!
= (t+ 1)

(
n

t+ 1

)

hence we have

∂

∂Fx(x̂U)
P ((1− q)n ≤ T ≤ qn|Fx(x̂U))

=

qn∑
t=(1−q)n

(
n

t

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t t

Fx(x̂U)

− ρ(t+ 1)

(
n

t+ 1

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−t−1

=

qn∑
t=(1−q)n

ρt

(
n

t

)
(ρFx(x̂U))

t−1(1− ρFx(x̂U))
n−t

− ρ(t+ 1)

(
n

t+ 1

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−(t+1)

where the second term is the same as the first term except the summation index
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is shifted forward by 1. Cancelling out the terms, we are left with

∂

∂Fx(x̂U)
P ((1− q)n ≤ T ≤ qn|Fx(x̂U))

= ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

−ρ(qn+ 1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

Moreover we have

(qn+ 1)

(
n

qn+ 1

)
= (qn+ 1)

n!

(qn+ 1)qn! ((1− q)n− 1)!
= (1− q)n

(
n

(1− q)n

)

Plugging this in, we get

∂

∂Fx(x̂U)
P ((1− q)n ≤ T ≤ qn|Fx(x̂U))

= ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

−ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

=ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)

which is equal to ∂ΠC

∂Fx(x̂U )
. Hence we have

∂ΠC

∂t(U)
=

1

ρ

∂ΠC

∂Fx(x̂U)
=(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)

Simple algebra shows that ∂ΠC

∂t(U)
> 0 if and only if t(U) < 1

2
.
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(ii) Similarly, for L to be implemented, we have

∂

∂Fx(x̂U)
P (T ≥ qn+ 1|Fx(x̂U))

=
n∑

t=qn+1

ρt

(
n

t

)
(ρFx(x̂U))

t−1(1− ρFx(x̂U))
n−t

− ρ(t+ 1)

(
n

t+ 1

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−(t+1)

where, again, the second term is the same as the first term except the summation

index is shifted forward by 1. Cancelling out the terms, we are left with

∂

∂Fx(x̂U)
P (T ≥ qn+ 1|Fx(x̂U))

= ρ(qn+ 1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

− ρ(n+ 1)

(
n

n+ 1

)
(ρFx(x̂U))

n(1− ρFx(x̂U))
−1

= ρ(qn+ 1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

which is equal to ∂ΠL

∂Fx(x̂U )
. Hence we have

∂ΠL

∂t(U)
=

1

ρ

∂ΠL

∂Fx(x̂U)
= (qn+ 1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

(iii) Similarly, for R to be implemented, we have

∂

∂Fx(x̂U)
P (T ≤ (1− q)n− 1|Fx(x̂U))

=

(1−q)n−1∑
t=0

ρt

(
n

t

)
(ρFx(x̂U))

t−1(1− ρFx(x̂U))
n−t

− ρ(t+ 1)

(
n

t+ 1

)
(ρFx(x̂U))

t(1− ρFx(x̂U))
n−(t+1)

where the second term is the same as the first term except the summation index
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is shifted forward by 1. Cancelling out the terms, we are left with

∂

∂Fx(x̂U)
P (T ≤ (1− q)n− 1|Fx(x̂U)) = −ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

which is equal to ∂ΠR

∂Fx(x̂U )
. Hence we have

∂ΠR

∂t(U)
=

1

ρ

∂ΠR

∂Fx(x̂U)
= −(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

■

Proof of Lemma 2.5.4. Taking the derivative of ΠC with respect to σx we

get ∂ΠC(U)
∂σx

= ∂ΠC

∂Fx(x̂U )
∂Fx(x̂U )

∂σx
where ∂Fx(x̂U )

∂σx
= ϕ( x̂U−µx

σx
) 1
σx
(∂x̂U

∂σx
− x̂U−µx

σx
) and,

from Lemma 2.5.3, we have ∂ΠC

∂Fx(x̂U )
= ρ(1 − q)n

(
n

(1−q)n

)
(ρFx(x̂U))

(1−q)n−1(1 −

ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
.

Combining everything together, we have ∂ΠC(U)
∂σx

= ϕ( x̂U−µx

σx
) 1
σx
(∂x̂U

∂σx
−

x̂U−µx

σx
)ρ(1 − q)n

(
n

(1−q)n

)
(ρFx(x̂U))

(1−q)n−1(1 − ρFx(x̂U))
(1−q)n−1

(
(1 −

ρFx(x̂U))
(2q−1)n+1 − (ρFx(x̂U))

(2q−1)n+1
)

From Lemma 2.5.2, we also know that

∂xU

∂σx

=
xU − µx

σx

(2q−1)n
σxFx(x̂U )(1−ρFx(x̂U ))

(
(1−ρFx(x̂U )

Fx(x̂U )

)(2q−1)n

ϕ
(

xU−µx

σx

)
2(C−L)(R−L)

(R−C)(R+C−2x̂U )2
+ (2q−1)n

σxFx(x̂U )(1−ρFx(x̂U ))

(
(1−ρFx(x̂U )

Fx(x̂U )

)(2q−1)n

ϕ
(

xU−µx

σx

)
<

xU − µx

σx

Hence we can conclude that ∂ΠC(U)
∂σx

> 0 if and only if t(U) > 1
2
. ■

Proof of Lemma 2.5.5. Taking the derivative of ΠC with respect to µx we get

∂ΠC

∂µx
= ∂ΠC

∂Fx(x̂U )
∂Fx(x̂U )

∂µx
where ∂Fx(x̂U )

∂µx
= ϕ( x̂U−µx

σx
) 1
σx
(∂x̂U

∂µx
−1) and, from Lemma 2.5.3,

we have ∂ΠC

∂Fx(x̂U )
= ρ(1 − q)n

(
n

(1−q)n

)
(ρFx(x̂U))

(1−q)n−1(1 − ρFx(x̂U))
(1−q)n−1

(
(1 −

ρFx(x̂U))
(2q−1)n+1 − (ρFx(x̂U))

(2q−1)n+1
)
.

Combining everything together, we have ∂ΠC(U)
∂µx

= ϕ( x̂U−µx

σx
) 1
σx
(∂x̂U

∂µx
−
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1)ρ(1−q)n
(

n
(1−q)n

)
(ρFx(x̂U))

(1−q)n−1(1−ρFx(x̂U))
(1−q)n−1

(
(1−ρFx(x̂U))

(2q−1)n+1−

(ρFx(x̂U))
(2q−1)n+1

)
Moreover, from Lemma 2.5.2, we also know that

∂x̂U

∂µx

=

(2q−1)n
σxFx(x̂U )(1−ρFx(x̂U ))

(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

ϕ
(

x̂U−µx

σx

)
(2q−1)n

σxFx(x̂U )(1−ρFx(x̂U ))

(
1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

ϕ
(

x̂U−µx

σx

)
+ 2(C−L)(R−L)

(R−C)(R+C−2x̂U )2

< 1

Hence we can conclude that ∂ΠC(U)
∂µx

> 0 if and only if t(U) > 1
2
. ■

Proof of Theorem 2.5.6. In order to provide a proof for the statement of the

lemma, we first consider an increase ϵ in q such that (1 − q)n changes by one.

This implies that ϵ = 1
n
. Then, we divide the change by ϵ. Hence, we define the

change in ΠC(U, x̂U) as

dΠC(U, x̂U)

dq
= n

( 1
n

∂ΠC(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+ΠC(U, x̂U , q +

1

n
)− ΠC(U, x̂U , q)

)

In Lemma 2.5.3, we derived that ∂ΠC

∂Fx(x̂U )
= ρ(1 −

q)n
(

n
(1−q)n

)
(ρFx(x̂U))

(1−q)n−1(1 − ρFx(x̂U))
(1−q)n−1

(
(1 − ρFx(x̂U))

(2q−1)n+1 −

(ρFx(x̂U))
(2q−1)n+1

)
.

In order to figure out the direct effect of the change in q, keeping x̂U constant,

an increase in q by 1
n
only causes two additional terms to the summation, one

preceding t = (1− q)n and another one succeeding t = qn. Hence we have

ΠC(U, x̂U , q +
1

n
)− ΠC(U,x̂U , q) =

(
n

qn+ 1

)
(ρFx(x̂U))

qn+1(1− ρFx(x̂U))
(1−q)n−1

+

(
n

(1− q)n− 1

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn+1

Notice that

(
n

qn+ 1

)
=

(
n

(1− q)n− 1

)
=

(1− q)n

qn+ 1

(
n

(1− q)n

)
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Hence we get

ΠC(U, x̂U , q +
1

n
)− ΠC(U, x̂U , q)

=
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U)

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)

Combining everything, we have

dΠC(U, x̂U)

dq
=
∂ΠC(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+

ΠC(U, x̂U , q +
1
n
)− ΠC(U, x̂U , q)
1
n

=ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
fx(x̂U)

∂x̂U

∂q

+
(1− q)n2

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U)

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)
=(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

[
ρfx(x̂U)

∂x̂U

∂q

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
+

1

q + 1
n

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)]

Remember that ∂x̂U

∂q
> 0 if and only if ρF (x̂U) <

1
2
. Since

(
(1−ρFx(x̂U))

(2q−1)n+1−

(ρFx(x̂U))
(2q−1)n+1

)
> 0 if and only if ρF (x̂U) < 1

2
as well, we conclude that

dΠC(U,x̂U )
dq

> 0. ■

Proof of Lemma 2.5.7. Since a change in C does not affect the limit values in the

sum, the only effect of C is through the change in x̂U . Hence we have

∂ΠC(U, x̂U)

∂C
=

∂ΠC(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂C
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From Lemma 2.5.3, we have

∂ΠC(U, x̂U)

∂Fx(x̂U)
=ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)

which is positive if and only if ρFx(x̂U) <
1
2
. Plugging in, we get

∂ΠC(U, x̂U)

∂C
=ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
fx(x̂U)

∂x̂U

∂C

Hence, given the conditions for the sign of ∂x̂U

∂C
from Lemma 2.5.2, when t(U) < 1

2
,

∂ΠC(U,x̂U )
∂C

> 0 if and only if x̂U > C. When t(U) > 1
2
, ∂ΠC(U,x̂U )

∂C
> 0 if and only if

x̂U > C again, which concludes the proof. ■

Proof of Lemma 2.5.8. (i) Similar to the proof of Theorem 2.5.6 , we know that

dΠR(U, x̂U)

dq
= n

( 1
n

∂ΠR(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+ΠR(U, x̂U , q +

1

n
)− ΠR(U, x̂U , q)

)

and from Lemma 2.5.3 we have

∂

∂Fx(x̂U)
P (T ≤ (1− q)n− 1|Fx(x̂U))

= −ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

In order to figure out the direct effect of the change in q, keeping x̂U constant,

an increase in q by 1
n
only causes one term to drop from the summation, which is

the one indexed t = (1− q)n− 1. Hence we have

ΠR(U, x̂U , q +
1

n
)− ΠR(U, x̂U , q)

= −
(

n

(1− q)n− 1

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn+1
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Notice that

(
n

(1− q)n− 1

)
=

n!

((1− q)n− 1)! (qn+ 1)!
=

(1− q)n

qn+ 1

(
n

(1− q)n

)

Hence we get

ΠR(U, x̂U , q +
1

n
)− ΠR(U, x̂U , q)

= −(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn+1

Combining everything, we have

dΠR(U, x̂U)

dq
=

∂ΠR(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+

ΠR(U, x̂U , q +
1
n
)− ΠR(U, x̂U , q)
1
n

=− ρ(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qnfx(x̂U)

∂x̂U

∂q

−(1− q)n2

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn+1

=(1− q)n

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

[
− ρfx(x̂U)

∂x̂U

∂q
− 1− ρFx(x̂U)

q + 1
n

]

This means that dΠR(U,x̂U )
dq

> 0 if and only if

∂x̂U

∂q
< − 1− ρFx(x̂U)

ρfx(x̂U)(q +
1
n
)

where the right hand side of the inequality is negative. Moreover, we previously

derived

∂x̂U

∂q
=

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

2q−1
2

fx(x̂U )
Fx(x̂U )(1−ρFx(x̂U ))

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n + (C−L)(R−L)
(R−C)(R+C−2x̂U )2

1
n

log(
1− ρFx(x̂U)

ρFx(x̂U)
)

Hence we can conclude that dΠR(U,x̂U )
dq

< 0 when ρFx(x̂U) < 1
2
. (ii)Similarly,
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we know that

dΠL(U, x̂U)

dq
= n

( 1
n

∂ΠL(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+ΠL(U, x̂U , q +

1

n
)− ΠL(U, x̂U , q)

)

and from Lemma 2.5.3 we have

∂

∂Fx(x̂U)
P (T ≥ qn+1|Fx(x̂U)) = ρ(qn+1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1−ρFx(x̂U))
(1−q)n−1

In order to figure out the direct effect of the change in q, keeping x̂U constant,

an increase in q by 1
n
only causes one term to drop from the summation, which is

the one indexed t = qn+ 1. Hence we have

ΠL(U, x̂U , q+
1

n
)−ΠL(U, x̂U , q) = −

(
n

qn+ 1

)
(ρFx(x̂U))

qn+1(1− ρFx(x̂U))
(1−q)n−1

Combining everything, we have

dΠL(U, x̂U)

dq
=
∂ΠL(U, x̂U)

∂Fx(x̂U)
fx(x̂U)

∂x̂U

∂q
+

ΠL(U, x̂U , q +
1
n
)− ΠL(U, x̂U , q)
1
n

=ρ(qn+ 1)

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1fx(x̂U)

∂x̂U

∂q

−n

(
n

qn+ 1

)
(ρFx(x̂U))

qn+1(1− ρFx(x̂U))
(1−q)n−1

=n

(
n

qn+ 1

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

[
(q +

1

n
)ρfx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)

]

This means that dΠL(U,x̂U )
dq

> 0 if and only if

∂x̂U

∂q
>

ρFx(x̂U)

(q + 1
n
)ρfx(x̂U)

where the right hand side of the inequality is positive. Moreover, we previously
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derived

∂x̂U

∂q
=

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

2q−1
2

fx(x̂U )
Fx(x̂U )(1−ρFx(x̂U ))

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n + (C−L)(R−L)
(R−C)(R+C−2x̂U )2

1
n

log(
1− ρFx(x̂U)

ρFx(x̂U)
)

Hence we can conclude that dΠL(U,x̂U )
dq

< 0 when ρFx(x̂U) >
1
2
. ■

Proof. In order to investigate the effects of a change in q on an individual voter

from τL, we take the derivative of the expected utility from participating in the

election with respect to q, which leads to

d

dq
E[uL(j, U)]

= −
[dΠC(U, x̂U)

dq
(xU − C)2 +

dΠR(U, x̂U)

dq
(xU −R)2 +

dΠL(U, x̂U)

dq
(xU − L)2

]

We previously found that

dΠL(U, x̂U)

dq
=
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

[
(qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− nρFx(x̂U)

]

dΠR(U, x̂U)

dq
=
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

[
− (qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− n(1− ρFx(x̂U))

]
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and

dΠC(U, x̂U)

dq
=

(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

[
ρ(qn+ 1)fx(x̂U)

∂x̂U

∂q

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
+ ρn

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)]

Plugging in, we get

d

dq
E[uL(j, U)] = −

[
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1

[
ρ(qn+ 1)fx(x̂U)

∂x̂U

∂q

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
+ ρn

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)]
(xi,U − C)2

+
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

qn(1− ρFx(x̂U))
(1−q)n−1

[
(qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− nρFx(x̂U)

]
(xi,U − L)2

+
(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
qn

[
− (qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− n(1− ρFx(x̂U))

]
(xi,U −R)2

]

Rearranging we get
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d

dq
E[uL(j, U)] = −(1− q)n

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1[[

ρ(qn+ 1)fx(x̂U)
∂x̂U

∂q

(
(1− ρFx(x̂U))

(2q−1)n+1 − (ρFx(x̂U))
(2q−1)n+1

)
+ ρn

(
(ρFx(x̂U))

(2q−1)n+2 + (1− ρFx(x̂U))
(2q−1)n+2

)]
(xi,U − C)2

+ (ρFx(x̂U))
(2q−1)n+1

[
(qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− nρFx(x̂U)

]
(xi,U − L)2

+ (1− ρFx(x̂U))
(2q−1)n+1

[
− (qn+ 1)ρfx(x̂U)

∂x̂U

∂q
− n(1− ρFx(x̂U))

]
(xi,U −R)2

]

Further algebra shows that

d

dq
E[uL(j, U)] = −ρ(1− q)n2

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1[

(q +
1

n
)fx(x̂U)

∂x̂U

∂q
(1− ρFx(x̂U))

(2q−1)n+1[(xi,U − C)2 − (xi,U −R)2]

+ (q +
1

n
)fx(x̂U)

∂x̂U

∂q
(ρFx(x̂U))

(2q−1)n+1[(xi,U − L)2 − (xi,U − C)2]

+ (ρFx(x̂U))
(2q−1)n+2[(xi,U − C)2 − (xi,U − L)2]

+ (1− ρFx(x̂U))
(2q−1)n+2[(xi,U − C)2 − (xi,U −R)2]

]

Rearranging again we get

d

dq
E[uL(j, U)] =− ρ(1− q)n2

qn+ 1

(
n

(1− q)n

)
(ρFx(x̂U))

(1−q)n−1(1− ρFx(x̂U))
(1−q)n−1[

(1− ρFx(x̂U))
(2q−1)n+1[(q +

1

n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

[(xi,U − C)2 − (xi,U −R)2] + (ρFx(x̂U))
(2q−1)n+1[(q +

1

n
)fx(x̂U)

∂x̂U

∂q

− ρFx(x̂U)][(xi,U − L)2 − (xi,U − C)2]

]
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Hence, for a voter with preference parameter xi,U ,
d
dq
E[uL(j, U)] > 0 if and

only if

(1− ρFx(x̂U))
(2q−1)n+1[(q +

1

n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

[(xi,U − C)2 − (xi,U −R)2]+

(ρFx(x̂U))
(2q−1)n+1[(q +

1

n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)]

[(xi,U − L)2 − (xi,U − C)2] < 0

which holds if and only if

(xi,U − L)2 − (xi,U − C)2

(xi,U − C)2 − (xi,U −R)2

< −
(1− ρFx(x̂U))

(2q−1)n+1[(q + 1
n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

(ρFx(x̂U))(2q−1)n+1[(q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)]

for xi,U < R+C
2

and (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0. Moreover, notice that

(xi,U−L)2−(xi,U−C)2

(xi,U−C)2−(xi,U−R)2
= − (2xi,U−C−L)(C−L)

(R+C−2xi,U )(R−C)
, which is the left hand side of inequality

2.2. Hence we can rewrite the inequality above as

(2xi,U − C − L)(C − L)

(R + C − 2xi,U)(R− C)
>

(1− ρFx(x̂U))
(2q−1)n+1[(q + 1

n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

(ρFx(x̂U))(2q−1)n+1[(q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)]

again for xi,U < R+C
2

and (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0. Combining this with

inequality 2.4, we get the condition for being better off for a τL agent who is voting

l (who has xi,U < R+C
2

by definition)

ρFx(x̂U)

1− ρFx(x̂U)
>

(q + 1
n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)

(q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)

assuming (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0.
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From Lemma 2.5.2, we have

∂x̂U

∂q
=

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n

2q−1
2

fx(x̂U )
Fx(x̂U )(1−ρFx(x̂U ))

(1−ρFx(x̂U )
ρFx(x̂U )

)(2q−1)n + (C−L)(R−L)
(R−C)(R+C−2x̂U )2

1
n

log(
1− ρFx(x̂U)

ρFx(x̂U)
)

which means that (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0 holds if and only if

(q + 1
n
)(1−ρFx(x̂U )

ρFx(x̂U )
)(2q−1)n

q− 1
2

ρFx(x̂U )2(1−ρFx(x̂U ))
(1−ρFx(x̂U )

ρFx(x̂U )
)(2q−1)n + (C−L)(R−L)

(R−C)(R+C−2x̂U )2
1
n

log(
1− ρFx(x̂U)

ρFx(x̂U)
) > 1

Notice that this could happen only if t(U) < 1
2
. But then the left hand side of

the condition for being better off for a τL agent who is voting l is less than 1 and

right hand side is greater than 1, which is a contradiction. So we can conclude

that no τL agent who is voting l can be better off as a result of an increase in q

when (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0.

Now assume (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) < 0. This means that, for a voter

with preference parameter xi,U ,
d
dq
E[uL(j, U)] > 0 if and only if

(2xi,U − C − L)(C − L)

(R + C − 2xi,U)(R− C)
<

(1− ρFx(x̂U))
(2q−1)n+1[(q + 1

n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

(ρFx(x̂U))(2q−1)n+1[(q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)]

Notice that again this is not possible since when t(U) < 1
2
, we have ∂x̂U

∂q
> 0,

which implies that (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > −1 since ρFx(x̂U) < 1. This

means that the right hand side above is negative but the left hand side is positive,

a contradiction to the inequality. Hence, we can conclude that if t(U) < 1
2
, the τL

agent who are voting l gets worse off as a result of an increase in q.

Now assume (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) < 0 and t(U) > 1

2
(since (q +

1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > 0 and t(U) > 1

2
cannot happen at the same time, this

is the only case to consider). Again, this means that, for a voter with preference
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parameter xi,U ,
d
dq
E[uL(j, U)] > 0 if and only if

(2xi,U − C − L)(C − L)

(R + C − 2xi,U)(R− C)
<

(1− ρFx(x̂U))
(2q−1)n+1[(q + 1

n
)fx(x̂U)

∂x̂U

∂q
+ 1− ρFx(x̂U)]

(ρFx(x̂U))(2q−1)n+1[(q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U)]

and if (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) > −1, we reach to a contradiction. Now

assume (q + 1
n
)fx(x̂U)

∂x̂U

∂q
− ρFx(x̂U) < −1. The right hand side is positive and

less than 1. Notice that for all τL voters voting l we have 0 <
(2xi,U−C−L)(C−L)

(R+C−2xi,U )(R−C)
<

(1−ρFx(x̂U ))(2q−1)n

(ρFx(x̂U ))(2q−1)n < 1 when t(U) > 1
2
. Hence we cannot derive any conclusions

without the specific values of the parameters. ■

Proof of Lemma 2.5.10. Convergence of x̂U,n: For a given n, we have the following

equation that pins down the cutoff value:

(1− t(U, n)

t(U, n)

)(2q−1)n

=
(2x̂U,n − L− C)(C − L)

(C +R− 2x̂U,n)(R− C)

Notice that limn→∞

(
1−t(U,n)
t(U,n)

)(2q−1)n

→ ∞ if limn→∞ t(U, n) < 1
2
, and

limn→∞

(
1−t(U,n)
t(U,n)

)(2q−1)n

= 0 if limn→∞ t(U, n) > 1
2
. If limn→∞ t(U, n) = 1

2
, then

limn→∞

(
1−t(U,n)
t(U,n)

)(2q−1)n

might diverge to infinity or converge to a positive real

number, depending on the functional form of t(U, n).

First assume that Fx(
C+L
2

) > 1
2ρ
. This means that t(U, n) > 1

2
∀n. Then

limn→∞

(
1−t(U,n)
t(U,n)

)(2q−1)n

= 0, which implies that the cutoff is C+L
2

, according

to the equation above. Now assume that Fx(
R+C
2

) < 1
2ρ
. This means that

t(U, n) < 1
2
∀n. Then limn→∞

(
1−t(U,n)
t(U,n)

)(2q−1)n

→ ∞, which implies that the

cutoff converges to R+C
2

, according to the equation above. Finally, assume that

Fx(
C+L
2

) < 1
2ρ

< Fx(
R+C
2

). The lemma above implies that x̂U,n is a mono-

tonic sequence on a bounded space, which means that it converges to some

xU ∈ (C+L
2

, R+C
2

). For this xU to constitute an equilibrium of the game in the
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limit, the following has to hold:

lim
n→∞

(1− t(U, n)

t(U, n)

)(2q−1)n

=
(2xU − L− C)(C − L)

(C +R− 2xU)(R− C)

which holds if and only if limn→∞ t(U, n) = 1
2
. This means that limn→∞ t(U) = 1

2

when xU = xU . Hence we have xU = F−1( 1
2ρ
), which is in (C+L

2
, R+C

2
). Moreover,

notice that

t(U, n) =
1

1 +
(

(2F−1( 1
2ρ

)−L−C)(C−L)

(C+R−2F−1( 1
2ρ

))(R−C)

) 1
(2q−1)n

gives a functional form for one such t(U, n). Even though the functional form of

t(U, n) is not unique, they all converge to 1
2
.

Convergence of ŷD,n: An argument similar to the one above gives the desired

results.

The derivation of t(ω, π) is straightforward. ■

Proof of Lemma 2.5.11. Assume the state is U . By assumption, q > 1
2
> 1 −

q. L is implemented if and only if either ρFx(
C+L
2

) > q and Fx(
C+L
2

) > 1
2ρ

or

ρFx(
R+C
2

) > q and Fx(
R+C
2

) < 1
2ρ
. Notice neither can hold because Fx(x) < 1

∀x. Hence L cannot be implemented. R can be implemented if and only if either

ρFx(
C+L
2

) < 1−q and Fx(
C+L
2

) > 1
2ρ

or ρFx(
R+C
2

) < 1−q and Fx(
R+C
2

) < 1
2ρ
. First

assume ρFx(
C+L
2

) < 1 − q and Fx(
C+L
2

) > 1
2ρ
. These imply 1−q

ρ
> Fx(

C+L
2

) > 1
2ρ
,

but then 1− q < 1
2
, which is a contradiction. Now assume ρFx(

R+C
2

) < 1− q and

Fx(
R+C
2

) < 1
2ρ
. The first inequality implies the second one, yielding the desired

result.

A similar set of arguments gives the results for the state D. ■

Proof of 2.6.1. Existence of x̂U,d and x̂U,u comes from the fact that the right hand

side of inequality 2.4 is continuous, positive for x̂U,s <
C+L
2

and diverges to negative

infinity as x̂U,s → ∞, and the left hand side is −1. x̂U,d > x̂U,u follows from the

fact that β(U |u)
β(D|u) > 1 > β(U |d)

β(D|d) . A similar argument establishes the existence of

ŷD,u < ŷD,d.
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The construction of t(ω, π) is straightforward. ■

Proof of Theorem 2.6.3. Assume Fx(
R+C
2

) < 1−q
ρ

and Fy(
C+L
2

) ≤ q−ρ
1−ρ

. This im-

plies that when the state is known, R is implemented when the state is U and C

is implemented in state D. Assume there is information aggregation, i.e., there

exists a strategy profile that implements R when the state is U and C in state

D in the elections with unknown state as well. In the rest of the proof, we will

show that there always exist feasible Fx and Fy such that they satisfy the condi-

tions above, but lead to the outcome C in state U for any sequence of equilibrium

strategy profiles.

If R is implemented, that means that there exist two sequences of cutoffs x̂U,u,n

and x̂U,d,n according to the lemma above, pinned down by

P (pivR|D)

P (pivL|D)

R− C

C − L

R + C − 2xD

C + L− 2xD

+
β(U |s)
β(D|s)

P (pivL|U)

P (pivL|D)

C + L− 2x̂U,s,n

C + L− 2xD

+
β(U |s)
β(D|s)

P (pivR|U)

P (pivL|D)

R− C

C − L

R + C − 2x̂U,s,n

C + L− 2xD

= −1

The critical pivotality ratios are as follows: P (pivR|D)
P (pivL|D)

=
(

1−t(D)
t(D)

)(2q−1)n

, P (pivL|U)
P (pivL|D)

=(
t(U)
t(D)

)qn(
1−t(U)
1−t(D)

)(1−q)n

and P (pivR|U)
P (pivL|D)

=
(

1−t(U)
t(D)

)qn(
t(U)

1−t(D)

)(1−q)n

. Notice that if

there is information aggregation, then it must be the case that limn→∞ t(U) < 1−q

and q ≥ limn→∞ t(D) ≥ 1 − q as n → ∞ in equilibrium. This means that

limn→∞
P (pivL|U)
P (pivL|D)

= 0.

First, assume that limn→∞ t(D) > 1
2
. This implies limn→∞

P (pivR|D)
P (pivL|D)

= 0. Then,

the limit cutoff, or lack thereof, is determined by the third term on the equation

above, where the critical pivotality ratio can take any value. First, suppose that

limn→∞
P (pivR|U)
P (pivL|D)

= 0. Then this means all τL vote l regardless of their preference

parameter or their signal, a contradiction to limn→∞ t(U) < 1− q. Next, suppose

limn→∞
P (pivR|U)
P (pivL|D)

converges to a strictly positive real number. This would imply

that both of the cutoffs are higher than R+C
2

. Then let xU,u,n = limn→∞ x̂U,u,n

. Construct Fx in such a way that Fx(
R+C
2

) < 1−q
ρ

holds, but Fx(xU,u,n) > 1−q
ρ

, which is possible since xU,u,n > R+C
2

. Lastly, suppose limn→∞
P (pivR|U)
P (pivL|D)

→ ∞.
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Then both cutoffs converge to R+C
2

, which implies that all τL with xU,i <
R+C
2

vote l. Consider the indifference condition of the τR agents,

P (pivL|U)

P (pivR|U)

C − L

R− C

2yU − C − L

2yU −R− C
+

β(D|s)
β(U |s)

P (pivR|D)

P (pivR|U)

2yD,i −R− C

2yU −R− C

+
β(D|s)
β(U |s)

P (pivL|D)

P (pivR|U)

C − L

R− C

2yD,i − C − L

2yU −R− C
≥ −1

where the critical pivotality ratios are P (pivL|U)
P (pivR|U)

=
(

t(U)
1−t(U)

)(2q−1)n

, P (pivR|D)
P (pivR|U)

=(
t(D)
t(U)

)(1−q)n(
1−t(D)
1−t(U)

)qn
and P (pivL|D)

P (pivR|U)
=
(

t(D)
1−t(U)

)qn(
1−t(D)
t(U)

)(1−q)n

. Notice that

limn→∞
P (pivL|U)
P (pivR|U)

= 0 by assumption and limn→∞
P (pivL|D)
P (pivR|U)

= 0 by supposition.

If limn→∞
P (pivR|D)
P (pivR|U)

= 0, then all τR votes r regardless of their preference param-

eter or signal. Then, we would have t(D) = ρ(1 − Fx(
R+C
2

)) + (1 − ρ). But

that contradicts t(D) < q. If limn→∞
P (pivR|D)
P (pivR|U)

is a positive real number, then

both of the cutoffs are lower than R+C
2

. Let yD,u = limn→∞ ŷD,u,n. This implies

all τR with yD,i < yD,u always vote l regardless of their signal. Then construct

Fy in such a way that ρFx(
R+C
2

) + (1 − ρ)Fy(yD,u) > 1 − q, which is possible,

yielding a contradiction to t(U) < 1 − q. Lastly, if limn→∞
P (pivR|D)
P (pivR|U)

=→ ∞,

then all τR with yD,i < R+C
2

votes l. Again, construct Fy in such a way that

ρFx(
R+C
2

) + (1 − ρ)Fy(
R+C
2

) > 1 − q, which is possible, yielding a contradiction

to t(U) < 1− q. This concludes that there is no sequence of equilibrium strategy

profiles that leads to information aggregation and limn→∞ t(D) > 1
2
.

Now, assume that limn→∞ t(D) < 1
2
. This implies limn→∞

P (pivR|D)
P (pivL|D)

→ ∞.

Since the right hand side of the first equation is negative, if the left hand side

diverges to positive infinity as well, we are done. If not, then all the arguments

presented above still go through, since the first term is always positive. ■
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Chapter 3

Protests, Strategic Information

Provision and Political

Communication

3.1 Introduction

Protests are a common component of political systems in many countries around

the world. In many instances, protests serve as a tool for the citizens to convey

their information to the incumbent, such as their sentiments about the regime

and its performance. Hence, the incumbent can learn vital information from the

protests that might be relevant to her decisions. However, the media can affect

the citizens’ decision to participate in these protests and how the policies are

determined as a result of these protests (Walgrave & Vliegenthart, 2012), and

sometimes the media might have its own goals (Amenta et al., 2017). For example,

in the Vietnam War era in the United States, widespread protests around the

country informed the policymakers regarding the negative sentiments of a sizable

portion of the public about how the country handled its involvement in the conflict

(Anderson, 2002). These protests had an undeniable role in the policymakers’

decision to withdraw from the war later in 1973 (McAdam & Su, 2002). Experts
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believe that the media coverage of the war affected the protest participation and

how the protests led to changes in policymaking (Gitlin, 2003). In general, there is

extensive research that shows that media framing affect people’s attitudes towards

issues (Nelson et al., 1997) and more specifically their decision to participate in

or support protests (Cooper, 2002; Brown & Mourão, 2021). Protests then have

a direct or indirect effect on policy change (Madestam et al., 2013).

In this paper, we look at the familiar problem of protests as a political com-

munication environment, but we add a biased information provider as an inter-

mediary. We investigate the kind of information transmission schemes the biased

information provider commits to, and we try to understand whether an incum-

bent can still learn important information from the protesters even though their

information source is biased.

In order to investigate the relationship between protests, political communica-

tion and biased media, we set up a global games model as introduced by Carlsson

& Van Damme (1993), which is commonly used in various contexts to theoretically

understand political protest and so-called ‘informal elections’ (some examples are

Edmond (2013), Persson & Tabellini (2009), Shadmehr & Bernhardt (2011), Boix

& Svolik (2013), De Mesquita (2010)). In our model, there is a possible protest

which, if successful, removes the incumbent from office. We assume that the

protest success threshold is set by the incumbent prior to the protest. We incor-

porate biased media as an information provider who sends signals to the citizens

regarding the payoff relevant state of the world, in order to facilitate or prevent

a successful protest, depending on its type. We assume that the information

provider can control how noisy the signals are.

In the first part of the paper, we focus on the interaction between the citi-

zens and the strategic information provider, and assume that the protest success

threshold is a predetermined parameter, i.e. we first consider a simpler model

where the incumbent is not a strategic player. More specifically, we look at the

problem of a biased information provider who is deciding on the precision of the
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signals it sends about the state of the world. These signals in turn affect the

citizens’ participation decisions. The strategic information provider is trying to

either instigate a successful protest or dissuade the protest depending on its type,

which is common knowledge. If the information provider is trying to dissuade

the protest, we find that the information provider sends completely uninformative

signals if the success threshold is more than half of the population, but there is

an optimal level of noise if the threshold is less than half. In the case where the

success threshold is more than half, the provider is able to successfully dissuade a

protest by providing no information and forcing the citizens to rely on their priors

since the threshold is already high. But if the threshold is relatively low, then

there is a positive chance that the protest is successful if the citizens rely on their

priors, hence there is an optimal level of noise which minimizes the probability

that the protest is successful. If the success threshold is even lower, then the in-

formation provider perfectly reveals the state of the world in the hopes that it is

low enough to prevent a successful protest. If the information provider is trying to

instigate a protest, then we find that the information provider sends completely

uninformative signals when the threshold is less than half, due to similar reasons

explained above. But when threshold is more than half, then signals that perfectly

reveal the state are optimal. Since a successful protest is unlikely when the success

threshold is high, the best the provider can do is to commit to perfectly reveal-

ing the state of the world and hope that is high enough to lead to a successful

protest. We also look at the effects of the equilibrium noise parameter decision of

the information provider on the welfare of the citizens.

In the second part of the paper, we turn the incumbent into a strategic player

as well. We assume that the incumbent’s payoff from remaining in office depends

on the state of the world but she is biased; she finds it beneficial to leave office

if the state of the world is relatively high (compared to what would be welfare

maximizing for the citizens). With this formulation, we investigate her choice of a

success threshold for the protest. Our main aim with this second part of the paper

90



is to understand if political communication is possible under such a setting, where

it is meddled by a strategic information provider. In order to answer this question,

we first look at the choice of success threshold by the incumbent, under different

types of information providers. In the case where the information provider is trying

to dissuade the protest, we find that if the bias is relatively low, then there exists

an optimal success threshold that is less than half. Since the provider is trying to

dissuade the protest, the incumbent needs to set a relatively lower threshold for

a successful protest, since she is minimally biased. If the incumbent bias is at a

moderate level, then the optimal threshold is half the population and if the bias

is relatively high, then any threshold that is more than half is optimal, since all of

them lead to a failed protest. If the information provider is trying to instigate a

protest, then it turns out that there is a cutoff level of incumbent bias, under which

the incumbent sets an optimal threshold as a function of her bias, and over which

she sets the success threshold to 1 (i.e. she requires every citizen to participate in

the protest to call it a successful protest), to minimize her chances of leaving office.

Importantly, we find that, in equilibrium, the information provider who is trying

to instigate a protest always perfectly reveals the state of the world, whereas the

information provider who is trying to dissuade the protest sends either noisy or

completely uninformative signals. We also look at the effects of the incumbent

bias on the welfare of the citizens.

Lastly, we also comment on the political communication aspect. We say that

political communication is possible if and only if the incumbent can learn about

the state of the world by looking at the protest turnout. It turns out that if the

information provider is trying to instigate a protest, then political communication

is always possible, regardless of the level of bias of the incumbent. But, if the in-

formation provider is trying to dissuade the protest, then political communication

is possible if and only if the incumbent bias is relatively small. We also briefly

comment on the commitment assumption for the incumbent. More specifically,

we show that, since the incumbent must commit to a protest success threshold ex-
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ante, she almost always disregards some of the informational content of the protest

in equilibrium, in the sense that her actions do not match what her actions would

have been had she known the state of the world beforehand. Hence, even under

the incumbent bias levels that lead to political communication, she fails to repli-

cate her perfect information actions, as a result of her ex-ante commitment. This

result also speaks to the importance of the commitment assumption on driving

our results.

The rest of the paper is structured as follows. Section 2 goes over the relevant

literature on global games and protest from economics and theoretical political

science. Section 3 introduces the base model without a strategic incumbent, and

pins down the equilibrium behavior of the citizens and both types of information

providers, along with presenting some comparative statics and welfare results.

Section 4 builds on the model presented in Section 3 by incorporating a strategic

incumbent and explores her equilibrium behavior and looks at the possibility of

political communication. Section 5 contains concluding remarks. All proofs are

relegated to the Appendix.

3.2 Related Literature

This work is strongly related to the global games literature, and the broad line of

protests research within the domain of economics and theoretical political science.

Morris & Shin (2001) provides an excellent survey into the foundations of global

games.

Global games are first explored by Carlsson & Van Damme (1993) to study

the incomplete information games where the payoffs are not deterministic. Morris

& Shin (1998) employed the global games framework to study currency attacks,

and later considered how public information can affect the coordination problems

inherent in the framework (Morris & Shin, 2002).

Global games formulation of protest rose to prominence since it highlights the
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view of protests as a coordination problem. Shadmehr & Bernhardt (2011) pro-

vide a formal global games model of protests where the citizens are uncertain

about the payoff of status quo and regime change, and investigates the coordina-

tion properties that it leads to. Persson & Tabellini (2009) use the global games

framework to explore the dynamics of regime change and relationship between

economic growth and democratic capital. Boix & Svolik (2013) consider a model

that articulates how the threat of protests and regime change influence dictatorial

power sharing. Edmond (2013) considers a global games formulation of protests

where the incumbent leaves office if the protest is successful, and the incumbent

can manipulate citizen belief through propaganda. They find that if the signal

precision is high, then the incumbent if less likely to leave office in equilibrium. In

a similar paper, De Mesquita (2010) considers how the use of violence can be used

as a public belief manipulation tool. Even though the initial premise of this paper

is similar to ours, our model differs because we consider an information provider

who is manipulating beliefs, and the incumbent does not necessarily want to re-

main in office regardless of the state of the world. Little et al. (2012) is the paper

that is the most similar in the literature to our work presented in this paper in

term of the basis of the model. They present a global games model where the

elections determine whether the incumbent stays in office or not but also affect

public opinion, but the incumbent can also fraudulently affect the election results.

Our formulation of protests essentially removes the elections from this paper, and

turns the information provider and the incumbent into strategic agents. Hence,

the orientations of the papers in terms of the results presented are completely

different. Little et al. (2015) is also similar. They present a global games model

where the elections determine whether the incumbent stays in office or not, but

also the citizens can participate in the protests to remove the incumbent when the

elections results are close.

There are other formulations of protests that do not use a global games frame-

work. These papers employ an election framework, since protests can be consid-
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ered an informal type of elections. This strand of protests literature is strongly

linked to the information aggregation literature that builds on the modern ver-

sions of the celebrated Condorcet Jury Theorem, as formalized by Austen-Smith

& Banks (1996), Feddersen & Pesendorfer (1997) and Myerson (1998b). For exam-

ple, Battaglini (2017) considers a model where a biased incumbent similar to ours

is trying to learn the state of the world (i.e. establish political communication)

from the information that is dispersed among the citizens via an informal election,

like a protest or a petition. They then pin down the conditions under which po-

litical communication is possible. Similarly, Ekmekci et al. (2019) study a model

of protests where there maybe activists who derive extra utility just because they

are participating in the protest, called ‘activists’. The citizens add noise to the

turnout and have implications for the information content of the protests.

3.3 The Base Model

There is a continuum of citizens with measure one, indexed by j ∈ [0, 1], and

an information provider, denoted by P . The citizens are considering joining a

potential protest against an incumbent. The state of the world is denoted by θ

and is distributed normally with mean µ0 and standard deviation σ0, i.e. θ ∼

N(µ0, σ
2
0). This prior belief about the state of the world is shared by all players of

the game. For simplicity, we normalize µ0 = 0 and σ0 = 1. These normalizations

do not qualitatively affect any of our results. The state of the world can be

interpreted as any metric that pertains to the performance of the incumbent, where

higher states imply poorer incumbent performance. It can also be interpreted as

a general measure of anti-incumbent sentiment in the population.

Prior to their protest participation decision, each citizen receives a private

signal from the information provider, denoted by θj ∈ R, where θj = θ + εj,

εj ∼ N(0, σ2
p) and εj’s are independently and identically distributed. Hence,

the private signal is equal to the true state of the world in expectation, even
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though each of them contain a random noise. The information provider determines

σp ∈ R≥0∪∞, the standard deviation of the noise term in the signal. With a slight

abuse of notation, we assume that if σp = ∞, then the information provider sends

a random real number as a signal1. Hence, in effect, the information provider is

‘truthful’ in expectation, in the sense that the signal is expected to reveal the true

state of the world, but it is free to choose how noisy the private signals are going to

be. If the provider chooses σp = 0, then it reveals the true state of the world to all

citizens, and similarly if it chooses σp = ∞, then the signal has no informational

content. We assume that, as stated above, the information provider does not know

the true state of the world and commits to a signal precision σp before the state

of the world realizes. Notice that σp does not depend on the citizen identifier, i.e.

whatever noise level the information provider commits to prior to the realization

of the signals, it is going to affect all private signals in the same way.

After receiving their private signal θj, each citizen updates her prior belief

about the state of the world θ according to the Bayes rule and takes an action

aj ∈ {0, 1}, where 0 denotes not joining the protest and 1 denotes joining the

protest. Let n be the total measure of the citizens who decide to join the protest,

i.e. n =
∫ 1

0
ajdj. The protest succeeds if n ≥ t where t ∈ [0, 1] is a predetermined

and exogenous success threshold for the protest. We assume that this is common

knowledge among the players of the game. We also assume that if the protest

fails, the incumbent survives and if the protest is successful, the incumbent leaves

office. Let O ∈ {S, F} denote the outcome of the game, where S denotes the

outcome of a successful protest and F denotes the outcome of a failed protest.

We assume that the information provider belongs to one of two types: a type

that is trying to instigate the protest, denoted by Pi, and a type that is trying

to dissuade the protest, denoted by Pd. We assume that sending noisy signals is

costless for the information provider. To simplify the results, we normalize that Pi

1This asumption presents no technical difficulties, since these improper signal distribution
with infinite mass are well-behaved in our case in the sense that they lead to proper posteriors
given our proper prior, as discussed by Hartigan (2012). Also see the proof of Lemma 3.3.2 to
see that the posterior distribution, which is proper in the limit.
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gets utility 1 if the protest is successful and 0 otherwise. Similarly, Pd gets utility

-1 if the protest is successful and 0 otherwise. These normalizations regarding the

utility values for the information provider do not drive our results, but clearly

costless noisy signals assumption does.

Let the payoffs for the citizens be denoted by uO
a (θj). In other words, the

signals affect the citizen’s payoff from the protest participation decision along

with affecting their beliefs about the state of the world. Furthermore, let q(.) be

the equilibrium probability of the protest succeeding. A representative citizen j

who received the private signal θj is going to join the protest, i.e. a∗j = 1 if and

only if

q(.)uS
1 (θj) + (1− q(.))uF

1 (θj) ≥ q(.)uS
0 (θj) + (1− q(.))uF

0 (θj)

where the left hand side of the inequality corresponds to the citizen’s expected

utility from joining the protest and the right hand side of the inequality corre-

sponds to the citizen’s expected utility from not joining the protest, given her

private signal and the equilibrium probability of a successful protest. From this,

we can pin down a lower bound for the equilibrium probability of the protest suc-

ceeding as a function of her private signal. Label this lower bound as 1 − h(θj)

where h(θj) is the probability of the regime surviving that makes the citizen who

received private signal θj indifferent between joining the protest and not joining

the protest:

q(.) ≥ uF
0 (θj)− uF

1 (θj)

(uS
1 (θj)− uS

0 (θj)) + (uF
0 (θj)− uF

1 (θj))
≡ 1− h(θj)

For simplicity, we assume uS
1 (θj) = θj, u

F
1 (θj) = θj−1 and uF

0 (θj) = uS
0 (θj) = 0.

These assumptions do not qualitatively affect the results of this paper. The results

would be the same as long as (i) the relative value of participation is higher when

the protest is successful, and this difference is increasing in the private signal

value, (ii) the relative value of participation is increasing in the private signal
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value and (iii) the always exists some citizens who have the dominant strategy to

join the protest and some citizens who have the dominant strategy to not join the

protest. However, these assumptions lead us to the following simplifying equality:

h(θj) = θj. This is straightforward from plugging in the assumed utility values

to the inequality above. Notice that this also means that there are going to be

two types of ‘fanatic’ citizens. One group of the citizens, who are the ones with

relatively higher realizations of the signal, is going to derive a really high utility

from participating in the protest, regardless of whether it is successful in the end

or not. Similarly, another type of the citizens, who are the ones with relatively

lower realizations of the signal, is going to derive a really high utility from not

participating in the protest, regardless of whether it is successful in the end or

not.

We restrict our attention to the symmetric Perfect Bayesian Equilibrium of

the protest game defined above, as it is usually the case in the literature. With

slight abuse of notation, let a protest participation strategy for citizen j be aj :

R → [0, 1], which is a measurable function from her signal to her probability of

joining the protest. Before moving to the equilibrium structure of the strategies

of the citizens, we can make the following statements regarding the behavior of

the citizens regardless of the value of the equilibrium dependent q(.).

Lemma 3.3.1. (i) A citizen who receives the private signal θj > 1 has a dominant

strategy to join the protest.

(ii) A citizen who receives the private signal θj < 0 has a dominant strategy

not to join the protest.

(iii) For the citizens with θj ∈ [0, 1], the ones with higher private signal require

a lower equilibrium probability of success to join the protest.

The lemma above is directly related to two-sided limit dominance assumption

as presented in Morris & Shin (2001), and is an inherent feature of the global

games models.
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3.3.1 Equilibrium Strategies of the Citizens

Next, we turn to the equilibrium strategies for the citizens. The equilibrium

strategy profile is going to have a cutoff structure where there exists a cutoff

private signal θ̂ ∈ [0, 1] such that every citizen with a private signal higher than θ̂

joins the protest, every citizen with a private signal lower than θ̂ does not join the

protest and the citizen with the private signal of exactly θ̂ is indifferent between

joining the protest and not joining the protest. The lemma below pins down this

cutoff for the citizens equilibrium strategies.

Lemma 3.3.2. There exists a unique θ̂ ∈ [0, 1] such that citizens with θj > θ̂

protest, and θ̂ is pinned down by

Φ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)
= θ̂ (3.1)

where Φ denotes the cumulative probability distribution of the standard normal

distribution.

The lemma pins down the cutoff private signal with an equation which cannot

be explicitly solved. The equation states that for an agent who receives the cutoff

signal, the probability that the protest will be successful, the left hand side of

the equation, is equal to the probability of successful protest that is required for

the agent to be indifferent between joining and not joining, which is equal to

her private signal. This equation in some form is prevalent in the global games

literature. In sum, any given parameter t and action of the information provider

σp induce a unique cutoff strategy θ̂ for the citizens.

The idea of the proof is as follows. Given the Bayesian updating procedure

of the citizens and the known distribution of the private signals, we can find the

mass of citizens who join the protest. Using this, for any given cutoff strategy, we

can back out a threshold state of the world where it leads to a successful protest.

This, along with the distribution of the state of the world, give us the equilibrium

probability that the protest is successful. Lastly, the cutoff value pinned down by

98



Figure 3.1: The figure plots the left hand
side of the equation 3.1 (with the solid line)
and the right hand side of the same equa-
tion (with the dashed line) when σp = 2
and t = 0.5. The intersection point of the
two lines determine θ̂.

the indifference condition of the citizen who receives this cutoff signal.

The lemma below presents some comparative statics regarding this equilibrium

strategy with a cutoff signal for citizens, θ̂, which is also equal to the probability

of the regime surviving for the agent who received that cutoff signal.

Lemma 3.3.3. (i) θ̂ is increasing in σp if and only if t > Φ
(
− θ̂

(1+σ2
p)σp

)
.

(ii)

lim
σp→∞

θ̂ =


1 if t > 1

2

tf if t = 1
2

0 if t < 1
2

where tf is the fixed point of the standard normal cumulative distribution function

and limσp→0 θ̂ = t.

(iii) θ̂ is concave in σp if t < 1
2
and strictly increasing in σp if t ≥ 1

2
.

The lemma shows the change in the cutoff signal θ̂, which is also equal to the

probability of the protest being successful for the cutoff citizen, with respect to

the noise parameter σp, and provides some limit values for the cutoff signal. It

turns out that θ̂ is increasing in σp if and only if t is high enough. To see why,
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Figure 3.2: The figure plots θ̂ as a func-
tion of σp for t = 0.4 (with the solid line)
and for t = 0.6 (with the dashed line). The
figure demonstrate the result in Lemma
3.3.3 part (iii).

notice that an increase in σp leads to the following changes in the behavior of the

citizens. First, a noisier signal is going to lead to a minimal update in the belief,

since the new information is not reliable. In other words, the citizens are going

to rely on their prior more. Remember that the prior leads them to expect that

the state of the world is 0. Consider the agent with the cutoff signal θ̂. After

receiving the signal, her posterior belief is going to be θ̂
1+σp

. Notice that as σp

gets larger, the citizen’s posterior belief about the state of the world gets smaller

and smaller, and converges to her prior 0 as σp goes to infinity. Since she was

indifferent between protesting and not protesting before by definition, now she is

going to have an incentive to refrain from to protest. This is going to lead to a

rightward shift in the cutoff signal in equilibrium. Second, as a result of an increase

in σp, the tail values of σp (‘really high’ and ‘really low’ signal realizations) have

higher probability. Since uS
1 (θj) = θj, u

F
1 (θj) = θj − 1 and uF

0 (θj) = uS
0 (θj) = 0,

this means that effectively there is now a higher chance of ‘fanatic’ citizens who

gain a lot of utility from participating in the protest and not participating in the

protest. Combined together, if the required participation for a successful protest

t is low enough, the ‘fanatics’ with very high signal realizations are going to be
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enough to create a successful protest, overcoming the negative effect coming from

the less reliable signal. But they are not going to be enough if t is high enough.

3.3.2 Equilibrium Strategies of the Information Provider

Given this equilibrium play by the citizens, we now turn to the optimal strategy of

the information provider. Given any σp picked by the provider and the true state

of the world θ, the mass of citizens who protest is n = Φ
(

θ−θ̂
σp

)
. Then, given a

cutoff strategy θ̂, there exists a unique state of the world θ′ such that the protest

is successful if and only if θ ≥ θ′, which is pinned down by Φ( θ
′−θ̂
σp

) = t which

implies θ′ = θ̂ + σpΦ
−1(t). Then, from the perspective of an information provider

who is committing to a noise parameter according to the common prior belief, the

probability of the protest being successful is 1 − Φ
(
θ̂ + σpΦ

−1(t)
)
, which yields

utility 1 to the Pi type information provider and -1 to the Pd type information

provider, and the outcome of a failed protest yields the utility of 0. Given these,

and fact that θ̂ is determined by equation 3.1, the type Pd information provider’s

problem is

max
σPd

−
(
1− Φ

(
θ̂ + σPd

Φ−1(t)
))

and similarly, the type Pi information provider’s problem is

max
σPi

1− Φ
(
θ̂ + σPi

Φ−1(t)
)

Given these observations, we provide the following result regarding the optimal

signal noise by the Pd type information provider, who is trying to dissuade the

protest.

Theorem 3.3.4. For the Pd type information provider, there exists t̂ < 1
2
, such

that

(i) if t > 1
2
, then σ∗

Pd
= ∞. In equilibrium, θ̂ = 1 and the protest participation

is half of the population, which means that the protest fails. The utility of the

information provider is 0.
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(ii) if t = 1
2
, then σ∗

Pd
= ∞. In equilibrium, θ̂ = tf ≈ 0.78 and the probability

that the protest is successful is 1−tf ≈ 0.22. The expected utility of the information

provider is tf − 1 ≈ −0.22.

(iii) if t ∈ (t̂, 1
2
), then σ∗

Pd
∈ (0,∞). In equilibrium, θ̂ ∈ (t, tf ) and the probabil-

ity that the protest is successful is strictly less than 1− Φ(t). The expected utility

of the information provider is strictly higher than Φ(t)− 1.

(iv) if t ≤ t̂, then σ∗
Pd

= 0. In equilibrium, θ̂ = t and the probability that the

protest is successful is 1 − Φ(t). The expected utility of the information provider

is Φ(t)− 1.

Theorem 3.3.4 reveals equilibrium behavior of a type Pd information provider,

and the corresponding protest success probabilities. The Pd type information

provider is able to completely dissuade the protest when the protest success thresh-

old is higher than half of the population. It achieves this by sending signals that

are completely uninformative. Citizens are left to rely on their priors, and since

the protest success threshold is relatively high, the protest fails. The behavior

of type Pd information provider is similar when the protest success threshold is

exactly half of the population, the optimal signals are completely uninformative.

But in that case, it is not able to dissuade the protest with probability 1. Instead,

equation 3.1 reduces to Φ(θ̂) = θ̂, i.e. the equilibrium cutoff signal is pinned down

by the fixed point of the cumulative distribution function of the standard normal

distribution, which is approximately equal to 0.78. This leads to a protest success

probability of 0.22. Hence, if the required participation for a successful protest

is greater than or equal to the half of total mass of citizens, then an informa-

tion provider who is trying to dissuade the protest is going to send completely

uninformative signals, forcing the citizens to rely on their priors for their protest

participation decision. This is optimal because the citizen prior regarding θ is that

it is distributed according to the standard normal distribution.

The equilibrium behavior of the Pd information provider changes when the

protest success threshold is less than half. When t is low, the viewers are going to
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rely on their prior in case the signals are completely uninformative, which means

that the protest is definitely going to be successful since we have the prior mean

of 0. Hence, when t is low, the best that the Pd type provider can do is to commit

to revealing the state of the world and hope that it is low enough to prevent a

successful protest. But interestingly, when the threshold is between t̂ and half,

where t̂ ≈ 0.43, the information provider now sends informative signals that do

not completely reveal the state of the world. This is due to the concavity of the

objective function of the Pd type information provider when the threshold is in

that region. Neither fully revealing the state of the world nor sending completely

uninformative signals is optimal. In fact, there is an optimal amount of obfuscation

in terms of the informational quality of the signals that the provider can achieve

to induce the lowest probability of a successful protest.

Next, we turn to the corresponding result for the Pi type information provider,

who is trying to instigate the protest.

Theorem 3.3.5. For the Pi type information provider,

(i) if t > 1
2
, then σ∗

Pi
= 0. In equilibrium, θ̂ = t and the probability that the

protest is successful is 1 − Φ(t), which is also equal to the expected utility of the

information provider.

(ii) if t = 1
2
, then σ∗

Pi
= 0. In equilibrium, θ̂ = 1

2
and the probability that the

protest is successful is 1−Φ
(
1
2

)
≈ 0.31, which is also equal to the expected utility

of the information provider.

(iii) if t < 1
2
, then σ∗

Pi
= ∞. In equilibrium, θ̂ = 0 and the protest participation

is half the population, which means that the protest succeeds. The utility of the

information provider is 1.

Similarly, Theorem 3.3.5 reveals equilibrium behavior of a type Pi information

provider, and the corresponding protest success probabilities. The Pi type infor-

mation provider is able to always instigate the protest when the protest success

threshold is lower than half of the population. Similar to the Pd type information

provider in the case of t > 1
2
, it achieves this by sending signals that are completely
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uninformative. As a result, citizens are left to rely on their priors, and since the

protest success threshold is relatively low, the protest succeeds.

The equilibrium behavior of the Pi information provider changes when the

protest success threshold is more than half. As opposed to sending completely

uninformative signals in the case of less than half protest success threshold, the

information provider now sends signals that completely reveal the state of the

world. Notice that if the Pi type provider sends completely uninformative signals

again, the citizens are going to rely on their priors, which means that the protest

is never successful since the success threshold is more than half now. Hence that

cannot be optimal. If it completely reveals the state of the world, then equation

3.1 reduces to Φ(t) = θ̂, which implies that the probability that the protest is

successful is 1−Φ(t), which is clearly an improvement over the previous case. But

as revealed in Lemma 3.3.3, θ̂ is strictly increasing in the noise parameter when

t ≥ 1
2
. Hence it is optimal for Pi type information provider to completely reveal

the state of the world when t ≥ 1
2
. This implies that the optimal strategy for

the type Pi information provider when the success threshold is relatively high is

essentially to commit to fully revealing the state of the world and hope for the

best. Notice that, since the probability that the protest is successful is equal to

1−Φ(t) when t ≥ 1
2
, which is strictly decreasing over that parameter domain, and

1 otherwise, these results imply that the information provider is not able to set

the noise parameter so that a failed protest is always more likely than a successful

protest, regardless of the success threshold, due to the fact that 1−Φ
(
1
2

)
≈ 0.31,

which means that when t ≥ 1
2
, a successful protest is less likely than a failed

protest.

3.3.3 Citizen Welfare under Strategic Information

Provider

Last in our exploration of the base model, we study the ex-ante welfare of the

citizens given the equilibrium strategies. Notice that the ex-ante expected utility
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of a representative citizen, denoted by W , is given by

W =

∫ ∞

θ̂

(
q(θj; θ̂)θj + (1− q(θj; θ̂))(θj − 1)

)
ϕ(θj)dθj

where

q(θj; θ̂) = 1− Φ

(√
1 + σ2

p

σp

θ̂ +
√
1 + σ2

pΦ
−1(t)− θj√

1 + σ2
pσp

)

We can simplify this expression, which is provided in the lemma below.

Lemma 3.3.6. The ex-ante expected welfare of a citizen, denoted by W , can be

written as

W = ϕ(θ̂)−
∫ ∞

θ̂

(1− q(θj; θ̂))ϕ(θj)dθj

Moreover, we have

ϕ(θ̂) ≥ W > ϕ(θ̂)− θ̂(1− Φ(θ̂))

which means W is always positive.

Equipped with this simplified expression, we first pin down the value of W

under the special cases of σp where it is equal to 0 and ∞.

Lemma 3.3.7. The limit values of ex-ante citizen welfare can be expressed with

lim
σp→∞

W =


ϕ(1)− (1− Φ(1)) if t > 1

2

ϕ(tf )− tf
(
1− Φ(tf )

)
if t = 1

2

ϕ(0) if t < 1
2

and

lim
σp→0

W = ϕ(t)

where all of the values are positive. Moreover, limσp→0 W > limσp→∞ W for t ≥ 1
2

and limσp→∞ W > limσp→0 W for t < 1
2
.

The lemma above shows that the citizen welfare is positive both when the
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signals are uninformative and when they perfectly reveal the state. More impor-

tantly, the citizen welfare when the signals reveal the state is not always higher

than the citizen welfare when the signals are uninformative. More specifically, if

the participation threshold for a successful protest is higher than half, then signals

that reveal the state are more beneficial for the citizen welfare, whereas if it is less

than half, then signals that contain no information are more beneficial for the citi-

zen welfare. To see why, notice that the citizens reach their highest possible utility

in equilibrium when they participate in a successful protest. Since the protest is

successful when the participation threshold for a successful protest is less than

half and they rely on their priors, they prefer not to obtain any information as

opposed to learning the true state of the world, since it can turn out to be too

low for a successful protest even though the threshold is low. Conversely, when

the protest is successful when the participation threshold for a successful protest

is more than half, only thing that they can hope for a successful protest is that

the underlying state of the world is high enough for enough people to join, which

means learning the state of the world precisely is welfare enhancing compared to

learning nothing about the state of the world.

Combining the two lemmas above, we reach the following corollary.

Corollary 3.3.7.1. For a given t, the citizen welfare attains its highest value

when σ∗
p = 0 and its lowest value when σ∗

p = ∞.

The corollary above provides an important observation about ex-ante citizen

welfare. It is at its highest when the information provider commits to fully reveal-

ing the state of the world, and it is at its lowest when the information provider

commits to sending completely uninformative signals. This means that, for any

intermediary value of σp ∈ (0,∞), the citizen welfare cannot be better than the

case where σp = 0 or worse than the case ware σp = ∞, even though we do not

know exactly how citizen welfare responds to marginal changes.

Combining this result with the Theorems 3.3.4 and 3.3.5, we reach the following

result regarding the relationship between the type of the information provider and
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the citizen welfare.

Corollary 3.3.7.2. Pi type information provider is more beneficial for citizen

welfare in equilibrium compared to Pd type information provider if and only if

t < 1
2
.

This result is somewhat expected, since the citizens reach their highest possible

utility when they participate in a successful protest. Since the Pi type information

provider’s objective is to facilitate a successful protest, the citizens derive the

highest utility through Pi type information provider.

3.4 Extended Model with Strategic Incumbent

In this section, we turn to the second step of the objective of this paper, which is

to explore political communication between an incumbent and the citizens when

the information provider is strategic, as outlined in the preceding section. Hence,

from here on, the incumbent is a strategic player as well.

We assume that there is an incumbent who benefits from remaining in office

as long as the state of the world θ is not too large. Moreover, the incumbent does

not know the true value of θ, but the citizens receive noisy private signals from an

information provider, as explained in the preceding sections. Hence, in order to

learn the state of the world, the incumbent can rely on the protest turnout, and

stay in or leave office according to the outcome. Hence, in effect, the incumbent

strategically determines a protest success threshold t and commits to resign if the

protest is indeed successful. Notice that the incumbent is quasi-benevolent: she

does not care purely her own power and she finds it beneficial to leave if the state

of the world is actually too high. The main question we are investigating is the

possibility of political communication: Can the incumbent learn the state of the

world from the protests? And if yes, to what extent?

Formally, assume that the incumbent’s utility from remaining in the office is

defined by U = b − θ where b > 0 and her utility from leaving her office is 0.
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We interpret b as a measure of bias between the incumbent and the citizens. We

assume that the incumbent shares the prior of the information provider and the

citizens, i.e. her prior regarding the state of the world is also θ ∼ N(0, 1). Given

her utilities, the incumbent sets a protest success threshold t ∈ [0, 1], and she

commits to leaving her office if and only if n ≥ t. Given this value of t, the

information provider sets σp, where the value depends on its type. Given t and

σp, the signals of the citizens realize and they choose to join or refrain from the

protest.

Notice that, if the incumbent knew the state of the world θ, she would leave

her office if θ ≥ b, and remain in office otherwise. As stated above, she does

not, hence she has to learn about the state of the world from the protest. But

the information she can gather from the protest depends on both the noise pa-

rameter set by the information provider and the citizens’ participation decision.

Hence, she has to consider the effect of t on both of these. Given the equilibrium

play of the information provider and the citizens, and the incumbent’s choice of

t, the probability of the protest being unsuccessful is Φ
(
θ̂ + σpΦ

−1(t)
)
, where θ̂

is determined by equation 3.1 and σp is determined by Theorem 3.3.4 if the infor-

mation provider is type Pd and Theorem 3.3.5 if the information provider is type

Pi. Moreover, given her prior, the expected value of the state of the world when

the protest is unsuccessful is
∫ θ̂+σpΦ−1(t)

−∞ θiϕ(θi)dθi = −ϕ
(
θ̂ + σpΦ

−1(t)
)
2. Given

these, the incumbent’s problem is

max
t

Φ
(
θ̂ + σpΦ

−1(t)
)(

b+ ϕ
(
θ̂ + σpΦ

−1(t)
))

where σp and θ̂ are equilibrium objects.

Before pinning down the optimal action of the incumbent in the next subsec-

tion, we investigate the responses of the optimal actions by the citizens and the

information provider to the incumbent’s actions. First, we look at how θ̂ changes

with respect to the changes in t.

2Please refer to the proof of Lemma 3.3.6 to see why this equality holds.
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Lemma 3.4.1. (i) θ̂ is increasing in t.

(ii) limt→1 θ̂ = 1 and limt→0 θ̂ = 0.

The lemma shows the change in the cutoff signal θ̂, which is also equal to the

probability of the protest being successful for the cutoff citizen, with respect to

the participation threshold for the protest success t, and also provides the limit

values for the cutoff signal as t goes to its border values. It turns out that θ̂ is

increasing in t, which is expected. Since a higher t implies that it is less probable

to participate in a successful protest, the agent with the cutoff signal would find

not participating strictly better as a result of an increase in t.

Next, we turn to how σp changes with respect to the changes in t.

Lemma 3.4.2. (i) For a type Pd provider, σ∗
Pd

is increasing in t.

(ii) For a type Pi provider, σ
∗
Pi

is decreasing in t.

The lemma above shows that, as a result of an increase in the threshold for a

successful protest, a Pd type information provider provides less informative signals

whereas a Pi type information provider provides more informative signals. To see

why, notice that since a Pd type information provider is trying to dissuade the

protest, if the threshold is really high, all it needs to do to achieve its goal is to

send uninformative signals that forces them to rely on their priors, in which case

they refrain from participating the protest. This is in contrast with the case of

a Pi type information provider, who is trying to instigate a protest. Hence, as

the threshold gets higher and higher, a Pi type information provider sends highly

informative signals that reveal the state of the world, and hopes that it is high

enough to lead to a successful protest.

3.4.1 Equilibrium Strategies of the Incumbent

Informed with these comparative statics results, we next turn to the problem of

the incumbent. Given the optimal strategies of the information provider and the

citizens, what is the level of protest success threshold that the incumbent needs to
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commit in order to maximize her utility? These optimal protest success thresholds,

which depend on the level of incumbent bias as one might expect, are provided in

the theorem below.

Theorem 3.4.3. (i) When the information provider is Pd type, there exists b ≈

0.32 and b ≈ 1.06 such that, for b < b we have a unique t∗ ∈
(
t̂, 1

2

)
, for b ∈ [b, b]

we have t∗ = 1
2
, and for b > b any t > 1

2
is optimal.

(ii) When the information provider is Pi type, there exists b̃ ≈ 0.6 such that,

if b < b̃ there exists a unique t∗ > 1
2
, and for b ≥ b̃ we have t∗ = 1.

The theorem above reveals the optimal protest success threshold for an incum-

bent. If the information provider is trying to dissuade a protest, the incumbent

knows that any threshold above simple majority leads to completely uninformative

signals. Hence, as long as the bias is sufficiently low, the incumbent is going to

try to learn from the protest by picking t∗ less than half. If the bias is large, then

the incumbent prefers to remain in office regardless, hence is going to choose some

t∗ greater than half, since any such t∗ leads to a failed protest. Similarly, if the

information provider is trying to instigate a protest, the incumbent knows that

any threshold below simple majority leads to completely uninformative signals.

Hence in equilibrium, she chooses a threshold that is greater than half. But as the

bias grows, the optimal threshold grows as well, since the incumbent is less and

less incentivized to leave office.

The theorem above leads to the following corollary about how the optimal

threshold responds to changes in the incumbent bias, which directly follows from

the proof of the theorem.

Corollary 3.4.3.1. t∗ is increasing in b.

As expected, as the incumbent’s bias grows, she is going to gain a higher utility

by remaining in office, hence she is going to set a higher protest success threshold.

Given the optimal protest success threshold, the following corollary defines the

equilibrium play and outcome of the game for given information provider type and

110



bias. Again, since this result follows directly from Theorems 3.3.4, 3.3.5 and 3.4.3,

it is provided without a proof.

Corollary 3.4.3.2. (i) If the information provider is type Pd and (a) b < b, then

we have unique t∗ ∈
(
t̂, 1

2

)
, σ∗

Pd
< ∞, θ̂ ∈ (t∗, tf ) and the incumbent remains in

office with probability Φ(t∗), or (b) b ∈ [b, b], then we have t∗ = 1
2
, σ∗

Pd
= ∞, θ̂ = tf

and the incumbent remains in office with probability tf or (c) b > b, then we have

any t > 1
2
optimal, σ∗

Pd
= ∞, θ̂ = 1 and the incumbent remains in office.

(ii) If the information provider is type Pi, then we have unique t∗ > 1
2
when

b < b̃ and t∗ = 1 when b ≥ b̃, σ∗
Pd

= 0 regardless of the value of b, θ̂ = t∗ and the

incumbent remains in office with probability Φ(t∗).

Interestingly, an information provider who is trying to instigate a protest al-

ways reveals the true state of the world in the equilibrium of the game, regardless

of the value of b. To see why, notice that a Pi type information provider can di-

rectly create a successful protest by providing completely uninformative signals if

the incumbent sets a threshold that is less than half. Since the incumbent knows

this, she never sets such a threshold. However, when the incumbent sets a thresh-

old higher than half, the Pi type information provider’s best-case scenario is to

commit to completely revealing the state of the world, and hope that it is high

enough to create a successful protest. Hence, if the incumbent sets any threshold

higher than half, she knows that the true state is going to be reflected in the

protest outcome. Hence, her optimal threshold decision is directly determined by

how biased she is, since the state is going to be revealed anyways, regardless of

her choice.

However, the case with an information provider who is trying to dissuade a

protest is much different. Given the main objective of the information provider, if

the threshold is more than half, it sends completely uninformative signals, since

in that case the protest is going to fail. Knowing this, a highly biased incumbent

directly sets a success threshold that is higher than half, to ensure that she remains

in office. If her bias is low, she faces the trade-off of learning about the state of
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the world (since a higher threshold leads to lower noise) and remaining in office

in a state where it is not beneficial for her (since a higher threshold shrinks the

space of states where she leaves office).

3.4.2 Political Communication

In this penultimate subsection, we turn to the motivating question of this section,

which is the possibility of political communication. In simple terms, we are asking

whether it is possible for the information provider to learn about the state of the

world from the outcome of the game. In order to answer this question, we first

define what constitutes a successful political communication.

Definition 3.4.4. Political communication is possible if and only if the protest

turnout reveals the state of the world, i.e. σ∗
p < ∞.

Given any signal noise parameter committed by the information provider that

that does not correspond to completely uninformative signals, it is possible to

recover the state of the world just by looking at the cutoff signal, as explained

in Section 3. This observation follows directly from the Law of Large Numbers.

Hence, we say that political communication is possible if and only if the incum-

bent can recover the true state of the world by looking at the protest participation.

Notice that political communication occurs if and only if the equilibrium is infor-

mative, since in equilibrium the citizens participate according to their signal, and

given there are infinitely many citizens, the state of the world estimated by looking

at the protest participation is arbitrarily precise (see, for an example, Battaglini

(2017)).

It is important to note that political communication being possible does not

imply that the incumbent can get the same utility as she does under perfect

information when she knows the state of the world, since she is going to learn

about the state of the world ex-post, hence her prior commitment regarding the

protest success threshold may differ. We come back to this point at the end of the

subsection.
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Given this definition for political communication, we provide the following

corollary, which follows directly from Theorem 3.4.3.

Corollary 3.4.4.1. Political communication is possible if and only if either the

information provider is Pi type or the information provider is Pd type and b < b.

Since the incumbent learns about the state of the world as long as the informa-

tion provider sends signals that contain some information value, we can directly

observe which parameters lead to political communication in equilibrium. Since

the information provider who is trying to instigate a protest perfectly reveals

the state of the world in equilibrium, the political communication always occurs

under this type of provider. However, the information provider who is trying

to dissuade the protest sends completely uninformative signals when the protest

success threshold is larger than half, which in turn occurs in equilibrium if the

incumbent’s bias is large. Hence, under a Pd type information provider, political

communication does not occur if the incumbent bias is larger than the b thresh-

old. Remember that in this case, the incumbent’s equilibrium behavior depends

more on her bias than her desire to learn about the state of the world and make

the right decision, since this case also leads to a failed protest with probability 1

(except the special case of the success threshold of half, where the probability of

a failed protest is tf ). Hence, this leads to a failed political communication, since

the incumbent is not necessarily interested in political communication to begin

with, and the information provider’s best interest is to obfuscate the state of the

world to prevent a protest from happening. Notice that the same is happening in

the case if a Pi type information provider as well, since the incumbent sets t∗ equal

to 1. But political communication is still possible since the information provider

countervails this via committing to perfectly revealing the state of the world in

order to instigate a successful protest.

Notice that all of these results assume that the incumbent commits to a protest

success threshold and cannot renege on it after the fact. If it was the case that

her decisions in the equilibrium of this game are the same as what they would

113



have been in the hypothetical case where she knows the state of the world (hence,

leaving office if and only if the state of the world is bigger than her bias), we could

say that the assumption of commitment has no effect on the results, and if they

differ, we can conclude that the assumption is vital for our results. Hence, in order

to answer this question, we investigate the cases where the incumbent’s decision

under perfect information is the same as her decision under imperfect information.

In order to understand the effects of commitment on the use of information

by the incumbent, we first define when she regrets her decisions ex-post, in the

sense that she would have changed her action (leaving versus staying in office) if

she knew the state.

Definition 3.4.5. Given the state of the world, we say that the incumbent regrets

her equilibrium action t∗ if the result it leads to yields a lower payoff than the

result she would have gotten under her equilibrium play with perfect information.

Notice that this definition enables us to pin down the states of the world under

which the incumbent would have an incentive to change her choice of protest

success threshold ex-post, since she would do so if she regrets her action according

to the definition above.

Equipped with this formulation, we present the following result that pins down

the states where the incumbent regrets her decision, and the outcomes that lead

to her regret.

Lemma 3.4.6. t∗ leads to the incumbent leaving office if and only if θ ≥ b, if and

only if the information provider is type Pd and b = tf . Furthermore, if

(i) the information provider is type Pd and (a) b < b or b ∈ (tf , t], then there

exists states where the incumbent regrets leaving office, or (b) b ∈ [b, tf ) or b > b,

then there exists states where the incumbent regrets not leaving office.

(ii) the information provider is type Pi and (a) and b < b̃ then there exists

states where the incumbent regrets not leaving office, or (b) and b ≥ b̃ then there

exists states where the incumbent regrets leaving office.
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This result implies that, except a knife-edge case, the incumbent almost always

disregards some information equilibrium, in the sense that her action does not

match what her action would have been under perfect information. Notice that

her bias has no effect on this observation, since she has the same bias under both

cases. Hence, this observation is purely the result of the rule of commitment.

Hence, since the incumbent has to commit to a protest success threshold ex-ante,

she necessarily leaves some information content from the protest on the table.

As the lemma above also suggests, the assumption of commitment plays an

important role in the results provided in this paper, since there is only one knife-

edge case where the incumbent’s decision under perfect information is the same as

her decision under imperfect information, which only happens if the information

provider is trying to dissuade the protest and her bias is equal to tf ≈ 0.78. In

all other cases, the incumbent either regrets leaving office in some states, or not

leaving office in some states.

3.4.3 Citizen Welfare under Strategic Incumbent

Lastly, we go back to investigating citizen welfare, now that we incorporated

both a strategic incumbent and a strategic information provider. We study the

ex-ante welfare of the citizens given the equilibrium strategies of them and the

aforementioned agents. As presented in Lemma 3.3.6, the ex-ante expected utility

of a citizen is given by

W = ϕ(θ̂)−
∫ ∞

θ̂

(1− q(θj; θ̂))ϕ(θj)dθj

where

q(θj; θ̂) = 1− Φ


√

1 + σ∗2
p

σ∗
p

θ̂ +
√

1 + σ∗2
p Φ−1(t∗)− θj√

1 + σ∗2
p σ∗

p


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where θ̂ is given by equation 3.1, σ∗
p is given by Theorems 3.3.4 and 3.3.5, depend-

ing on the information provider type, and t∗ is given by Theorem 3.4.3.

Our focal point in this subsection is the effect of the incumbent bias on the

ex-ante citizen welfare, which is pinned down by the lemma below.

Lemma 3.4.7. The ex-ante welfare of a citizen is decreasing in b.

As expected, the citizen welfare is decreasing in the incumbent bias. This is

straightforward since, as the bias increases, there is a bigger mass of states where

the citizens would prefer if the incumbent left office, but the incumbent is not

willing to do so.

3.5 Conclusion

In this paper, we first set up a global games model of protests where the infor-

mation provider is trying to influence the result of the protest, where the result is

success if the turnout is higher than the success threshold determined by the in-

cumbent and failure otherwise. We find that, if the information provider is trying

to dissuade the protest, it is going to send completely uninformative signals if the

protest success threshold is more than half, and send partially or fully informative

signals if it is less than half. This is in contrast to the case of an information

provider who is trying to instigate a protest, since it sends signals that completely

reveal the state of the world when the protest success threshold is more than half,

and sends completely uninformative signals if it is less than half. Hence, as ex-

pected, different types of information providers who have opposite aims behave in

opposite ways.

Next, we turn the incumbent into a strategic player as well, and we assume that

she chooses the protest success threshold to maximize her utility that depends on

the state of the world, but also her bias level. We find that the incumbent’s equi-

librium action has a cutoff structure in her bias under both types of information

providers. More specifically, when the information provider is trying to dissuade
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the protest, if the incumbent bias is low, then she sets a success threshold that is

less than half, if the bias is at a medium level, then she sets the success threshold

at exactly half, and if the bias is relatively large, then any threshold that is higher

than half is optimal since they all lead to her staying in office with probability 1.

When the information provider is trying to instigate a protest, if the incumbent

bias is relatively low, she sets a success threshold higher than half, and if the bias

is relatively high, then she requires that all citizens attend the protest to deem it

successful.

Lastly we look at when political communication is possible, in the sense that

when it is possible for the incumbent to learn the state of the world by looking at

the protest outcome. We find that the political communication is possible except

when the information provider is trying to dissuade the protest and the incumbent

bias is high. We also show that her actions almost never match what they would

be under complete information. We reach this result by showing that, except in a

knife-edge case, there are always states of the world where she regrets the outcome,

in the sense that she either regrets leaving office or staying in office. We interpret

this result as the incumbent disregarding some of the informational content of the

protest due to the fact that she has to commit to the protest success threshold

before the protest occurs. So even though the state of the world is revealed, she

does not fully incorporate it to her actions.

For future work, one of the most important extensions would be regarding the

commitment assumptions we have, both for the incumbent and the information

provider, since the last result suggests that it plays a vital role in driving our

results. Furthermore, a more general formulation of the citizen utilities and priors

would be beneficial to reach more general results. Even though none of our results

qualitatively depends on them, they could still reveal interesting observations.

This also applies to the incumbent’s utility, since we assume a very simple objective

function for the incumbent. It is an open question how the incumbent would

behave if she had different objectives.
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Appendix

Proof of Lemma 3.3.1. (i) Given that h(θj) = θj, a citizen with the private signal

θj joins the protest if and only if q(.) ≥ 1 − θj. Given that q(.) is a probability

between 0 and 1, θj ≥ 1 − q(.) always holds for θj > 1. Hence it is a dominant

strategy for the citizen to join the protest.

(ii) Similarly, θj ≥ 1 − q(.) never holds for θj < 0. Hence it is a dominant

strategy for the citizen not to join the protest.

(iii) For citizens with θj ∈ [0, 1], who do not have a dominant strategy, their

strategies depend on equilibrium object q(.). The lowest value of the required

equilibrium probability of the protest succeeding is pinned down by 1 − θj for

an agent with private signal θj, which is decreasing in θj. The desired result

follows. ■

Proof of Lemma 3.3.2. Notice that, given our assumptions regarding the utilities

of the citizens, a citizen who received the private signal θj is going to join the

protest if and only if q(.)θj + (1 − q(.))(θj − 1) ≥ 0, which holds if and only if

θj − (1 − q(.)) > 0. Hence, the equilibrium strategy for the citizens has a cutoff

structure where there exists a cutoff private signal θ̂ ∈ [0, 1] such that every citizen

with a private signal higher than θ̂ joins the protest, every citizen with a private

signal lower than θ̂ does not join the protest and the citizen with the private signal

of exactly θ̂ is indifferent between joining the protest and not joining the protest.

This indifference condition is pinned down by q(θj = θ̂, θ̂) = 1− θ̂.

Take a citizen who received a private signal θj, and denote her posterior belief

regarding θ by f(θ|θj). After observing the signal and updating her beliefs, her

posterior will be distributed normally with mean
θj

1+σ2
p
and standard deviation

σp√
1+σ2

p

, i.e.

f(θ|θj) =
1
σp√
1+σ2

p

ϕ

θ − θj
1+σ2

p

σp√
1+σ2

p


where ϕ is the probability density function for the standard normal distribution.
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Moreover, since the private signals are normally distributed with mean 0 and

standard deviation σp, the probability that a randomly selected citizen joins the

protest, which is also equal to the mass of citizens who join the protest, is pinned

down by Φ
(

θ−θ̂
σp

)
. Then, given a cutoff strategy θ̂ as explained above, there exists

a unique state of the world θ′ such that the protest is successful if and only if

θ ≥ θ′, which is pinned down by Φ( θ
′−θ̂
σp

) = t which implies θ′ = θ̂ + σpΦ
−1(t).

Given this, the citizen’s belief about the protest being successful is

P (θ ≥ θ′|θj) = q(θj, θ̂) = 1− Φ

 θ̂ + σpΦ
−1(t)− θj

1+σ2
p

σp√
1+σ2

p


Then the indifference condition, pinned down by q(θj = θ̂, θ̂) = 1 − θ̂, can be

rewritten as

Φ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)
= θ̂

Notice that since a cumulative distribution function can take on values only

between 0 and 1, this means that θ̂ ∈ [0, 1].

Now we need to show that there indeed exists and equilibrium and it is unique.

Define

g(θ̂) = θ̂ − Φ

(
σp√
1 + σ2

p

θ̂ +
√
1 + σ2

pΦ
−1(t)

)

Notice that g(θ̂) is continuous in θ̂, strictly increasing, limθ̂→−∞ g(θ̂) = −∞

and limθ̂→∞ g(θ̂) = ∞. These together imply that there exists a unique θ̂ such that

g(θ̂) = 0, which is the same θ̂ that satisfies the indifference condition above. ■

Proof of Lemma 3.3.3. (i) Totally differentiating equation 3.1, we get

ϕ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)(
θ̂

(1 + σ2
p)

3
2

+
σp√
1 + σ2

p

∂θ̂

∂σp

+
σp√
1 + σ2

p

Φ−1(t)

)

=
∂θ̂

∂σp
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Rearranging, we get

ϕ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)(
θ̂

(1 + σ2
p)

3
2

+
σp√
1 + σ2

p

Φ−1(t)

)

=

1−
ϕ

(
σp√
1+σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)
σp√

1 + σ2
p

 ∂θ̂

∂σp

Hence we have

∂θ̂

∂σp

=

ϕ

(
σp√
1+σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)(
θ̂

(1+σ2
p)

3
2
+ σp√

1+σ2
p

Φ−1(t)

)
1−

ϕ

(
σp√
1+σ2

p

θ̂+
√

1+σ2
pΦ

−1(t)

)
σp

√
1+σ2

p


Notice that the expression in the denominator is positive since σp√

1+σ2
p

is

bounded above by 1. The numerator is positive if and only if θ̂

(1+σ2
p)

3
2
+

σp√
1+σ2

p

Φ−1(t) > 0, which holds if and only if t > Φ
(
− θ̂

(1+σ2
p)σp

)
.

(ii) Notice that limσp→∞
σp√
1+σ2

p

θ̂ = θ̂ and

lim
σp→∞

√
1 + σ2

pΦ
−1(t) =


∞ if t > 1

2

0 if t = 1
2

−∞ if t < 1
2

we have

lim
σp→∞

θ̂ =


1 if t > 1

2

tf if t = 1
2

0 if t < 1
2

where tf is the fixed point of the standard normal cumulative distribution func-

tion, approximately equal to 0.78. Similarly, we have limσp→0
σp√
1+σ2

p

θ̂ = 0 and
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limσp→0

√
1 + σ2

pΦ
−1(t) = Φ−1(t) we have limσp→0 θ̂ = t.

(iii) Notice that limσp→0 Φ
(
− θ̂

(1+σ2
p)σp

)
= 0. This means that limσp→0

∂θ̂
∂σp

> 0.

This means that θ̂ is always increasing in σp when σp is close to 0. Moreover

limσp→∞ Φ
(
− θ̂

(1+σ2
p)σp

)
= 1

2
. This means that as σp diverges to infinity, θ̂ is still

increasing in σp if and only if t ≥ 1
2
. Since Φ

(
− θ̂

(1+σ2
p)σp

)
is monotonic in σp, the

desired result follows. ■

Proof of Theorem 3.3.4. (i) If t ≥ 1
2
, then θ̂ is strictly increasing in σp.

This means that the Pd type information provider’s objective function,

−
(
1− Φ

(
θ̂ + σpΦ

−1(t)
))

is strictly increasing in σp, which leads to σ∗
Pd

= ∞.

Plugging this into equation 3.1, we can find that θ̂ = 1. Moreover, since the protest

is successful if and only if the state of the world is greater than θ̂ + σpΦ
−1(t), we

can conclude that the protest is never successful. Moreover, plugging in σp = ∞

into the expected utility of the type Pd information provider, we can find that it

is 0.

(ii) In the special case of t = 1
2
, equation 3.1 boils down to

Φ

(
σp√
1 + σ2

p

θ̂

)
= θ̂

and the probability that the protest is successful is 1−Φ(θ̂). This means that the

expected utility of the information provider is −(1 − Φ(θ̂)), which is increasing

in θ̂. Since σp√
1+σ2

p

is increasing in σp and limσp→∞
√

1 + σ2
p = 1, the maximum

value of θ̂ is pinned down by Φ(θ̂) = θ̂, i.e. the fixed point of the cumulative

distribution function of the standard normal distribution, which is approximately

0.78. Plugging this value into the expressions above yields the stated values in the

theorem.

(iii) If t < 1
2
, then θ̂ is concave in σp, which implies −

(
1− Φ

(
θ̂ + σpΦ

−1(t)
))

is quasi-concave in σp since Φ is strictly increasing. As a result, σ∗
p > 0 if and only if

the derivative of the objective function of the Pd type information provider is posi-

tive as the limit as σp → 0, since then we can say that σp = 0 is dominated by some

121



positive σp. Few simple steps show that limσp→0
∂

∂σp
−
(
1− Φ

(
θ̂ + σpΦ

−1(t)
))

=

ϕ (Φ−1(t)) t+Φ−1(t) . Hence, there exists a t̂ ∈ (0, 1
2
) that is pinned down by the

condition ϕ (Φ−1(t)) t+Φ−1(t) = 0 such that σ∗
p > 0 if and only if t ∈ (t̂, 1

2
). Since

σ∗
p > 0, through Lemma 3.3.3 and the fact that θ̂ = t when σp = 0 and θ̂ = tf

when t = 1
2
, we can conclude that θ̂ ∈ (t, tf ) in equilibrium. These together imply

that the success probability 1 − Φ(θ̂ + σpΦ
−1(t)) is less than 1 − Φ(t). Plugging

that in, we can find that the expected utility of the type Pd information provider

is bounded below by Φ(t)− 1.

(iv) If t < t, then the objective function is strictly decreasing in σp due to

reasons explained in the previous part, hence we have σ∗
p = 0. This implies θ̂ = t.

These together imply that the success probabilityis 1−Φ(t). Plugging that in, we

can find that the expected utility of the type Pd information provider is Φ(t)−1 ■

Proof of Theorem 3.3.5. (i) If t > 1
2
, then θ̂ is strictly increasing in σp. This means

that the Pi type information provider’s objective function, 1 − Φ
(
θ̂ + σpΦ

−1(t)
)

is strictly decreasing in σp, which leads to σ∗
Pd

= 0. Plugging that into equation

3.1, we get θ̂ = t. Plugging this into the relevant equations above, we get the

expressions in the theorem.

(ii) In the special case of t = 1
2
, equation 3.1 boils down to

Φ

(
σp√
1 + σ2

p

θ̂

)
= θ̂

and the probability that the protest is successful is 1 − Φ(θ̂), which is also equal

to the expected utility of the information provider. Notice that this is decreasing

in θ̂. Since σp√
1+σ2

p

is increasing in σp, we get σ∗
p = 0 and θ̂ = Φ(0) = 1

2
. The

probability that the protest is successful is 1− Φ(0.5) ≈ 0.31, which is also equal

to the expected utility of the information provider.

(iii) If t < 1
2
, then θ̂ is concave in σp, which implies 1 − Φ

(
θ̂ + σpΦ

−1(t)
)
is

quasi-convex since σpΦ
−1(t) is linear in σp and cumulative distribution function is

strictly increasing. This then means that one of the border solutions is optimal.
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Notice that limσp→0 1−Φ
(
θ̂ + σpΦ

−1(t)
)
= 1−Φ(t) since limσp→0 θ̂ = t. Moreover,

limσp→∞ 1− Φ
(
θ̂ + σpΦ

−1(t)
)
= 1 for t < 1

2
. Since t < 1, σp = ∞ yields a higher

utility. Plugging that into equation 3.1, we get θ̂ = 0. This means that the protest

participation is half the population since θ ∼ N(0, 1), which directly implies the

protest is successful since t < 1
2
. ■

Proof of Lemma 3.3.6. First, notice that W simplifies to

W =

∫ ∞

θ̂

(
q(θj; θ̂) + θj − 1

)
ϕ(θj)dθj

=

∫ ∞

θ̂

q(θj; θ̂)ϕ(θj)dθj +

∫ ∞

θ̂

θjϕ(θj)dθj −
∫ ∞

θ̂

ϕ(θj)dθj

=

∫ ∞

θ̂

q(θj; θ̂)ϕ(θj)dθj +

∫ ∞

θ̂

θjϕ(θj)dθj −
(
1− Φ(θ̂)

)
Moreover, notice that

∫ ∞

θ̂

θjϕ(θj)dθj =

∫ ∞

θ̂

θj
1√
2π

e−
θ2j
2 dθj

=
1√
2π

∫ ∞

θ̂

θje
−

θ2j
2 dθj

= − 1√
2π

∫ ∞

θ̂

e−
θ2j
2 d

(
−
θ2j
2

)
(since −θjdθj = −d

(
−
θ2j
2

)
)

= − 1√
2π

e−
θ2j
2

∣∣∣∣∣
∞

θ̂

=
1√
2π

e−
θ̂2

2

= ϕ(θ̂)
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and

∫ ∞

θ̂

q(θj; θ̂)ϕ(θj)dθj =

∫ ∞

θ̂

(
1− Φ

(√
1 + σ2

p

σp

θ̂ +
√

1 + σ2
pΦ

−1(t)− θj√
1 + σ2

pσp

))

ϕ(θj)dθj

= (1− Φ(θ̂))

−
∫ ∞

θ̂

Φ

(√
1 + σ2

p

σp

θ̂ +
√

1 + σ2
pΦ

−1(t)− θj√
1 + σ2

pσp

)
ϕ(θj)dθj

= (1− Φ(θ̂))−
∫ ∞

θ̂

(
1− q(θj; θ̂)

)
ϕ(θj)dθj

Combining everything together, we have

W =

∫ ∞

θ̂

q(θj; θ̂)ϕ(θj)dθj +

∫ ∞

θ̂

θjϕ(θj)dθj −
(
1− Φ(θ̂)

)
= (1− Φ(θ̂))−

∫ ∞

θ̂

(
1− q(θj; θ̂)

)
ϕ(θj)dθj + ϕ(θ̂)−

(
1− Φ(θ̂)

)
= ϕ(θ̂)−

∫ ∞

θ̂

(
1− q(θj; θ̂)

)
ϕ(θj)dθj

The existence of the upper bound follows directly from the fact that∫∞
θ̂

(
1− q(θj; θ̂)

)
ϕ(θj)dθj is positive valued for any value of θ̂. To see the ex-

istence of the lower bound for W , notice that

1− q(θj; θ̂) < Φ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)
= θ̂

for θj > θ̂, following from the expression for q(θj; θ̂) and equation 3.1 and the fact

that 1− q(θj; θ̂) is decreasing in θj. Hence we have

ϕ(θ̂)−
∫ ∞

θ̂

(
1− q(θj; θ̂)

)
ϕ(θj)dθj > ϕ(θ̂)− θ̂

∫ ∞

θ̂

ϕ(θj)dθj = ϕ(θ̂)− θ̂(1− Φ(θ̂))

which yields the desired result. ■
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Proof of Lemma 3.3.7. First, consider the value of W as σp → ∞. Notice that

lim
σp→∞

ϕ(θ̂) =


ϕ(1) if t > 1

2

ϕ(tf ) if t = 1
2

ϕ(0) if t < 1
2

which follows directly from Lemma 3.3.3. Moreover, we have

lim
σp→∞

1− q(θj; θ̂) =


1 if t > 1

2

Φ(tf ) = tf if t = 1
2

0 if t < 1
2

Combining all of the above and using Lemma 3.3.3 yield the first expression

in the lemma.

Next, consider the value of W as σp → 0. Notice that limσp→0 ϕ(θ̂) = ϕ(t)

which follows directly from Lemma 3.3.3. Moreover, we have

lim
σp→0

1− q(θj; θ̂) =


1 if θ̂ > θj

0 otherwise

where only the second line is relevant since the integral in the expression for W

runs from θ̂ to ∞. Combining everything implies limσp→0W = ϕ(t).

Lastly, plugging in the values in the first expression shows that it is always

below ϕ(t) for t ≥ 1
2
. Moreover notice that ϕ(t) is decreasing in t, hence ϕ(0) > ϕ(t)

for all t, yielding the desired last result in the lemma. ■

Proof of Lemma 3.4.1. (i) Totally differentiating equation 3.1, we get

ϕ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)(
σp√
1 + σ2

p

∂θ̂

∂t
+

√
1 + σ2

p

ϕ(Φ−1(t))

)
=

∂θ̂

∂t
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Rearranging, we get

ϕ

(
σp√
1 + σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

) √
1 + σ2

p

ϕ(Φ−1(t))
=1−

ϕ

(
σp√
1+σ2

p

θ̂ +
√

1 + σ2
pΦ

−1(t)

)
σp√

1 + σ2
p

 ∂θ̂

∂t

With the same arguments as part (i) of Lemma 3.3.3, we can see that ∂θ̂
∂t

> 0

always holds.

(ii) Notice that since limt→0

√
1 + σ2

pΦ
−1(t) = −∞ and

limt→1

√
1 + σ2

pΦ
−1(t) = ∞, we have limt→1 θ̂ = 1 and limt→0 θ̂ = 0 from

equation 3.1. ■

Proof of Lemma 3.4.2. (i) Notice that σ∗
pd

= ∞ for t ≥ 1
2
and σ∗

pd
∈ (0,∞) for

t < 1
2
as pinned down by Theorem 3.3.4. Hence we need to prove that σ∗

pd
for

t ∈ (t̂, 1
2
) is increasing in t. Remember that σ∗

pd
for t < 1

2
is pinned down by the

first order condition

ϕ
(
θ̂ + σpΦ

−1(t)
)( ∂θ̂

∂σp

+ Φ−1(t)

)
= 0

which implies ∂θ̂
∂σp

= −Φ−1(t). Notice that as t is increasing, ∂θ̂
∂σp

is decreasing.

Since θ̂ is concave in σp when t < 1
2
, this means that σ∗

Pd
is increasing in t, since

for a concave function, a lower derivative implies higher input value, which implies

as t increases σ∗
Pd

must be increasing as well.

(ii) The result follows directly from the proof of Theorem 3.3.5. ■

Proof of Theorem 3.4.3. (i) Assume that the information provider is Pd type.

First, notice that setting t∗ > 1
2
would yield utility b to the incumbent, setting

t∗ = 1
2
would yield utility tf (b + ϕ(tf )) and setting t < t̂ would yield t(b + ϕ(t))

which then would lead to t = t̂ since that expression is increasing in t. But then
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notice that tf (b + ϕ(tf )) > t̂(b + ϕ(t̂)) for any b, hence setting t ≤ t is strictly

dominated. Moreover, setting t∗ < 1
2
would turn the problem into

max
t

Φ
(
θ̂ + σ∗

Pd
Φ−1(t)

)(
b+ ϕ

(
θ̂ + σ∗

Pd
Φ−1(t)

))

where σ∗
Pd

is given by Theorem 3.3.4 part (iii) and θ̂ + σ∗
Pd
Φ−1(t) < tf since

Φ−1(t) < 0, σ∗
Pd

> 0 and θ̂ < tf when t < 1
2
. In this case, the derivative of the

objective function of the incumbent with respect to t is

[
ϕ
(
θ̂ + σ∗

Pd
Φ−1(t)

)
b+ ϕ

(
θ̂ + σ∗

Pd
Φ−1(t)

)2
+ Φ

(
θ̂ + σ∗

Pd
Φ−1(t)

)
ϕ′
(
θ̂ + σ∗

Pd
Φ−1(t)

) ](∂θ̂

∂t
+

σ∗
Pd

ϕ (Φ−1(t))

)

where the term in the second parentheses is always positive, given the result of

Lemma 3.4.1. Moreover, notice that the term is monotonic in b. This means that

t∗ is defined by

ϕ
(
θ̂ + σ∗

Pd
Φ−1(t∗)

)
b+ ϕ

(
θ̂ + σ∗

Pd
Φ−1(t∗)

)2
+ Φ

(
θ̂ + σ∗

Pd
Φ−1(t∗)

)
ϕ′
(
θ̂ + σ∗

Pd
Φ−1(t∗)

)
= 0

as long as there exists t∗ for any given value of b > 0 and θ̂+ σ∗
Pd
Φ−1(t∗) < tf .

Moreover, since
ϕ′
(
θ̂+σ∗

Pd
Φ−1(t∗)

)
ϕ
(
θ̂+σ∗

Pd
Φ−1(t∗)

) = −θ̂ − σ∗
Pd
Φ−1(t∗), we get

b = Φ
(
θ̂ + σ∗

Pd
Φ−1(t∗)

)(
θ̂ + σ∗

Pd
Φ−1(t∗)

)
− ϕ

(
θ̂ + σ∗

Pd
Φ−1(t∗)

)

Notice that the right hand side is takes the value 0 at θ̂ + σ∗
Pd
Φ−1(t∗) ≡ x̃ ≈

0.5 < tf , and strictly increasing thereon. This means that there exists b > 0 such

that for b < b, t∗ is pinned down by the equation above. At b, the maximum

value function is equal to tf (b + ϕ(tf )). This implies that b is pinned down by

b = tf
2 − ϕ(tf ) ≈ 0.32. Moreover, notice that tf (b + ϕ(tf )) > b if and only if
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b < tfϕ(tf )
1−tf

≡ b ≈ 1.06. This means that for b ∈ (b, b), t = 1
2
is optimal, and for

b > b, any t > 1
2
is optimal, since they all lead to σ∗

Pd
= ∞ and θ̂ = 1.

(ii) Assume that the information provider is Pi type. This means that, given

σ∗
Pi

as pinned down by Theorem 3.3.5, her objective function boils down to

Φ(t) (b+ ϕ(t)) when she chooses t∗ ≥ 1
2
and 0 when she chooses t∗ < 1

2
. First

notice that Φ(t) (b+ ϕ(t)) > 0 for any value of t and b, hence any t∗ < 1
2
is

strictly dominated. Moreover, for t∗ is pinned down by the first order condition

ϕ(t∗)b + ϕ(t∗)2 + Φ(t∗)ϕ′(t∗) = 0, which boils down to t∗ = b+ϕ(t∗)
Φ(t)

, given that

t∗ ∈
[
1
2
, 1
]
. Notice that at b = 0, we have t∗ > 1

2
and t∗ is strictly increasing in

b. Hence there exists a b̃ = Φ(1) − ϕ(1) ≈ 0.6 such that for b < b̃, there exists a

unique t∗ pinned down by t∗ = b+ϕ(t∗)
Φ(t∗)

and for b > b̃ we have t∗ = 1. ■

Proof of Lemma 3.4.6. As explained above, if the incumbent knew the state of

the world, she would leave her office if and only if θ ≥ b. In the equilibrium of

the incomplete information game presented in this paper, she leaves office if and

only if θ ≥ θ̂ + σ∗
pΦ

−1. This means that the outcomes would coincide if and only

if b = θ̂ + σ∗
pΦ

−1.

First, assume that the information provider is type Pd. Furthermore, assume

that b < b. This means that, in equilibrium, the following condition holds.

b = Φ
(
θ̂ + σ∗

Pd
Φ−1(t∗)

)(
θ̂ + σ∗

Pd
Φ−1(t∗)

)
− ϕ

(
θ̂ + σ∗

Pd
Φ−1(t∗)

)

But this means that b > θ̂+ σ∗
Pd
Φ−1(t∗), which means that there are states where

the incumbent regrets leaving office. Next, assume b ∈ [b, b]. This implies θ̂ +

σ∗
Pd
Φ−1(t∗) = tf . Hence, the outcomes coincide if and only if b = tf , which is

possible since tf ∈ [b, b]. If b < tf , then there are states where the incumbent

regrets not leaving office, and if b > tf , then there are states where the incumbent

regrets leaving office. Next, assume b > b. This means that the incumbent never

leaves office regardless of b, hence the outcomes are different, and there are states

where she regrets not leaving office.
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Next, assume that the information provider is type Pi. Then we have θ̂ +

σ∗
Pi
Φ−1(t∗) = t∗ where t∗ is pinned down by t∗ = b+ϕ(t∗)

Φ(t∗)
for b < b̃, which implies

t∗ > b. Furthermore, for b ≥ b̃, we have t∗ = 1, but b̃ > 1, hence we have b > t∗.

This means that the outcomes never coincide, furthermore, there are states where

the incumbent regrets not leaving office if b < b̃ and there are states where the

incumbent regrets leaving office if b ≥ b̃. ■

Proof of Lemma 3.4.7. As presented in Corollary 3.3.7.1, the ex-ante citizen wel-

fare attains its highest value when σp = 0 and its lowest value when σp = ∞.

First assume that the information provider is type Pd. As presented in Corol-

lary 3.3.7.1, the ex-ante citizen welfare attains its highest value when σp = 0

and its lowest value when σp = ∞. This means that the citizen welfare is

higher when b < b where σ∗
Pd

< ∞, as opposed to b ≥ b where σ∗
Pd

= ∞.

Furthermore, when σ∗
Pd

= ∞, we have, as presented in Lemma 3.3.7, W =

ϕ(tf ) − tf (1 − Φ(tf )) if b ∈ [b, b] and W = ϕ(1) − (1 − Φ(1)) when b > b. The

fact that ϕ(tf )− tf (1−Φ(tf )) > ϕ(1)− (1−Φ(1)) concludes the proof for the Pd

information provider type.

Now assume that the information provider is type Pi. Since σ∗
Pi

= 0 in any

equilibrium, we have, as presented in Lemma 3.3.7, W = ϕ(t∗). Since t∗ > 1
2

when b < b̃, t∗ = 1 when b > b̃, and ϕ is strictly decreasing for t∗ ≥ 0, the proof

follows. ■
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