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The design complexity of today’s IC has increased draalgtidue to the high
integration allowed by advanced CMOS VLSI process. A keymanage the
increased design complexity while meeting the shortening-to-market is design
automation. In digital world, the field-programmable gateays (FPGAs) have
evolved to play a very important role by providing ASIC-caiiige design
methodologies that include design-for-testability, desaptimization and rapid
prototyping. On the analog side, the drive towards shorteigrdesycles has
demanded the development of high performance analog sitbait are configurable

and suitable for CAD methodologies.

Field-programmable analog arrays (FPAAs) are intendedHhie\ac the benefits
for analog system design as FPGAs have in the difigldl. Despite of the obvious

advantages of hierarchical analog design, namely shogttb-market and low non-



recurring engineering (NRE) costs, this approach has someeaplisadvantages.
The redundant devices and routing resources for prograniiyaeduires extra chip
area, while switch and interconnect parasitics causesidenable performance
degradation. To deliver a high-performance FPAA, effeatmethodologies must be

developed to minimize those adversary effects.

In this dissertation, three important aspects in thAABesign are studied to
achieve that goal: the programming technology, the configeiia@idlog block (CAB)
design and the routing architecture design. Enabled by t=erlLMakelink"
technology, which provides nearly ideal programmable che#, channel
segmentation algorithms are developed to improve chann&hibty and reduce
interconnect parasitics. Segmented routing are studied arfdrrpance metrics
accounting for interconnect parasitics are proposedoésformance-driven analog
routing. For large scale arrays, buffer insertions @esidered to further reduce
interconnection delay and cross-coupling noise. A high-pagace, highly flexible
CAB is developed to realized both continuous-mode and sgdtcapacitor circuits.
In the end, the implementation of an 8-bit, 50MSPS pipeli&# converter using
the proposed FPAA is presented as an example of thard¢heral analog design

approach, with its key performance specifications disclisse
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Chapter 1

Introduction

Microelectronics technology has allowed a continuoustyeasing integration
complexity. With today's advanced CMOS VLSI process, naneé more complete
systems that previously require one or multiple priniezlit boards (PCB) are being
fabricated on a single chip. Examples of such systews-chip (SoC) in recent years
are the new generations of telecommunication systieatsnclude analog, digital and
even radio-frequency (RF) sections on one chip [1.1], WXMvireless broadband

platforms [1.2] and completely integrated DVD system3][1.

While most functions in such integrated systems areemehted by digital
circuitry, there are some typical functions thall elways remain analog [1.4]. Since
all natural signals are analog — at a macroscopic, lewded-signal circuits like
sample-and-hold (S/H), analog-to-digital converters (AD@sd digital-to-analog
converters (DACs) are required to interface the meafld to the digital world.
Moreover, analog signals usually need to be filtered amplified to allow
digitization with sufficient signal-to-noise rati®GR), or drive the outside load.
Typical analog circuits used here are buffers, lovs@@mplifiers (LNA), variable-

gain amplifiers (VGA), filters, oscillators and misern addition, all above circuits



need precise, stable voltage, current and timing referdacelseir operation, which
are generated by analog circuits too. A representatiee fillan of a SoC is shown in

Figure 1.1.

Figure 1.1 Representative floor plan of a System-on-a-Chip

Due to higher integration, more complex system architestuand signal
processing algorithms, the design complexity of today's H&s increased
dramatically. At the same time, many application-spediftegrated circuit (ASIC)
and application-specific stand part (ASSP) for consuetectronics, telecom and
computer markets are characterized by shortening productcléscand tightening
time-to-market requirements. If the initial market wimdavas missed, the product

can be totally out of competition.

A key to manage the increased design complexity whiletingeéhe shortening
time-to-market requirement is design automation withmaer-aided design (CAD)

tools. In the digital domain, today’'s CAD tools are faitkell developed and



commercially successful. The system can be descriiad ashardware description
language such as VHDL or Verilog, either at the behaliorastructural level.
Various synthesis tools can then translate the HDIciBpations into a gate-level
netlist, and physical design tools (place & rout) mag tietlist into a mask-level
layout based on a cell library specific for the sedddechnology. In recent years, the
field-programmable gate arrays (FPGAS) have evolved toglesry important role
in digital design by providing ASIC-compatible design meltilogies that include
design-for-testability, design optimization and rapid @iygiing allowing the
engineers to have direct and immediate access tesalurces in the system while
avoiding the encapsulation of standard parts and thedagihof ASICs [1.5]. The
time-to-market pressures and low financial risk has maB&As and complex
programmable logic devices (CPLDs) an increasingly pomelaicle for prototyping

and, in many cases, actual production.

The story on the analog side is quite different. Dugh® wide variety of
components required for analog systems, the continuduserand variable levels of
analog signals, the analog design in general is percas/dgss systematic and more
knowledge-intensive than digital design. Unlike the tdigisystems, which can
naturally be represented in terms of Boolean constrtletslarger variety of analog
circuit topologies and the number of conflicting reqguesmts make a unified
description of analog functions very difficult. In atoin, the analog circuits are more
sensitive to non-idealities and all kinds of high-orddfeats and parasitic

disturbances. Therefore, although analog circuits tilgicaccupy only a small



fraction of the total mixed-signal IC, their desigroften the bottleneck in both time

and test cost.

Despite of those adversities, analog CAD and design atikomover the past two
decades has been a field of profound academic and indussisrch activity,
resulting in a slow but steady progress [1.6]. The sitiart area has been well
developed since the advent of SPICE. Analog circuit sgigheas recently shown
promising results at the research level [1.7], and theldement of analog and
digital hardware description languages like VHDL-AMS and idgrA/MS is
intended to provide a unifying trend needed in designing mixed digeadnd SoCs
of the future. However, the need of efficient analogteayy design methodologies
beyond individual tools has also been clearly identifie8]. Particularly, the drive
towards shorter design cycles for analog integrateduitsr has demanded the
development of high performance analog circuits thatcanfigurable and suitable

for high-level CAD methodologies, just like FPGASs ie tdhgital world.

1.1 Hierarchical Analog Design

Hierarchical, or structured design, was already used liyaae designers in the
late 1970s, when the increasing complexity of full-custosigetefor products such as
microprocessors created serous bottlenecks. Like ddéiomal “divide and conquer”
engineering methods adopted by software engineers inirfguitcmplex software
products, ideas such as modularization, information hidingsteplvise refinement
were applied to VLSI design to allow more structured dasons of the work,

particularly when it contains iterated or conditiorfabtures. Digital systems



designed with FPGAs are typical examples of hierarthkiesign, where the circuits
are divided into sub-circuits that can be realized wit bhilding cells from the

library provided by the vendor, either automatically ottty custom users. Then the
place and route tools are used to map those sub-citouite basic logic elements

(BLEs) and set the switches to make necessary conngctio

Hierarchical analog design shares the same ideal. Flglrehows a hierarchical

decomposition of a conceptual analog front-end processiihg u

|

Figure 1.2 Hierarchical partitions of analog circuits

For the same reasons that lagged the development lofyamhesign CAD tools,
hierarchical analog design hasn’'t made as much progsessthe digital world. The
advent of Field-programmable analog arrays (FPAAs) isnddd to change this
situation. Composed of configurable analog blocks (CABs) tamrealized high-
level analog functions like amplifiers, filters and emfinces, and programmable
interconnects to link them up and implement more compistems, FPAAs are

proposed as a straightforward vehicle for hierarchicalognsystem design. Steady



progress made at academic institutes ([1.9], shown in&i&a, [1.10]-[1.11]), and
commercial products introduced recently ([1.12]-[1.13], [1.84gwn in Figure 1.3b)
indicate renewed interest and further accomplishmentadhieving this goal.
However, the functionalities they can implement sii# relatively limited and the
signal bandwidth they can process is quite small (maxin2iidz). A general
purpose FPAA with good supporting CAD tool suitable for higkgdiency

applications has not yet appeared.
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Figure 1.3 Examples of existing FPAA diagrams

1.2 Motivation of This Study

The advantages of hierarchical approach in analog desgobaious. The post-
fabrication configurability and usage of high-level CAD nogtblogies make short
time-to-market possible. By using pre-qualified software laadlware components,
the non-recurring engineering (NRE) costs are greatlyaed. It is also a perfect

way to build prototype systems that allow quick veriimat In the meantime, this



approach has some disadvantages apparent, namely, thelggtarea for redundant
devices and routing resources required by programmabilityngalwith the
performance degradation due to switch and interconnectipesaTo deliver a high-
performance FPAA, effective methodologies must be deeeldo minimize those
adversary effects. In this dissertation, three imporéspects in the FPAA design are
investigated to achieve that goal: the programming techypoltw configurable
analog block (CAB) design and the routing architecture desuich are discussed

in greater details below.

1.2.1 Programming Technology

Among the currently available programming technologies, IR¥ogramming
is the most popular one [1.15], which uses memory cellsontrol pass transistors,
multiplexers or tri-state buffers. However, the lagpace required by the memory
cells and substantially high resistance make it not a ghote for FPAA. Anti-fuse
programmed FPGA uses metal-metal plane capacitors wikrya thin layer of
amorphous silicon as insulation layer, producing smailez and lower resistance
(about 100 - 600Q) links [1.16]. However, it is not compatible with stand@®OS
process. It also needs programming voltage higher tilaaaatd, and has intolerable
leakage current. The EPROM/EEPROM are re-programmaliiBouti requiring
external storage, but they normally consume a large aif@i@ and require multiple

voltage sources, which might not otherwise be required [1.17]

For analog applications, ideally we need a programmeidiswo behave just like
a short metal wire. MakeLidK, a laser-induced metal-to-metal antifuse technology,

is the only viable candidate for this purpose [1.18]. Experiaieesults show that for



the link structure of 4« 4 pm? holes and @m line, the average link resistance was

found to be approximately 18 [1.19]. The principle of this technology is
schematically illustrated in Figure 1.4. The top two leva&f metals in a standard
CMOS process are used as the upper frame and the loweéNhes the lower metal

line is impinged by laser beam, its temperature increagpadly due to the absorption
of the laser energy, but the temperature of the dr&delbetween those two metals
will not changed much because of its low thermal conditictand light absorbency.

The stresses concentrating at the upper corner of wer lmetal cause the initiation
of a crack toward upper metal due to the thermal conductivgynatch between the
metal and the dielectrics, and molten metal simutiasly fills in the crack to form

the link sheet. Figure 1.5 shows a FIB cross sectionagemof a laser-induced

vertical link between the lower and upper metal.

Cross-section B

4‘ / Laser beam—\Am
SiOy/SkN,
] meta I
Cross_v. .............. ............ <4 v .;.:‘ B
Section A Link sheet “—{ Wink sheet
* Lower metal (M1) Cross-section A

@) (b)

Figure 1.4 Schematics of MakeLiftk(a) top view (b) cross section A-A'



Figure 1.5 Cross-section of a vertical link.

1.2.2 Configurable Analog Blocks

As the core building elements, the CABs play a vibéd in the realization of high
performance FPAAs. The importance of CAB design is feated in two aspects:

the circuit design and the configuration topology.

Analog circuits usually cannot be simply described byr timpiut/output transfer
functions. A large variety of topologies exist fossimilar analog function, each to
achieve certain advantages on some performance speeifséke gain, bandwidth,
input range/output swing or noise. Therefore, it is \@ffjcult to choose one circuit
topology that is suitable for all applications. Hoeewvthere are a wide set of high-
level analog functions, like sample-and-hold, comparactiye-RC filters, that can
be realized using the same basic elements, namely, ®PAMOTA), resistors and
capacitors. In addition, some commonly used analog tsrbeiar great remembrance
to each other, like a fully differential input pair andsabert cell, which make a

general configurable block for a large variety of applaaipossible.



On the other hand, different analog function requiréeréint circuit topologies
and element values. In addition, analog function canllyso@ implemented in both
continuous-time mode and switched-capacitor circuits. &Vimbst existing FPAAs
can only be used in either mode [1.20], CABs that are capélieplementing both
of them are usually desirable because customers wi# Inaare choices and then
higher chance to meet the design requirements. This rilsman internal
configuration topology flexible enough to accommodateaatié¢t applications, while
highly efficient to not increase the chip area dramdyiaal introduce unacceptable

interconnect parasitics.

1.2.3 Routing Architecture

Horizontal Channel Switch Module

D @ programmable switcht'\\‘
Iz g B 3 & —H= |
2] |
hapa—1 :
i i :
g D@D@ i Local interconnect i

D D E . () Global resources E

SHORCNOR S & ] > i

SR I ] e |
HIE @ HIE Swich bufter
/0 Cell e -

Figure 1.6 Array-based FPAA routing architecture.

Routing architecture is as important as the circuitghesUsually, the global
routing architecture distributes the routing resourcesthi@ chip, and defines

parameters like array aspect ratio, center/edge capatibtyand directional-biasing
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ratio. The detailed routing architecture specifies thaneotivity of each wire
segment and input/output pin. An conceptual array-basedAF&#&hitecture is
depicted in Figure 1.6.

Unlike the custom analog system design, the routing reesun an FPAA are
prefabricated, and programming is realized by setting sest¢tth make connections.
A good routing architecture is essential for high perfoceafPAAs because most
system performance degradation is due to routing rathardincuit, and most of the
area of an FPAA is devoted to routing [1.21]. Moreovergesimterconnect does not
scale as well as transistors with process shrinkdrdalhon of area and performance
degradation due to routing in FPAAs is increasing with eachnology scaling
down. For high-frequency applications, the routing architecisiieven important. It
would be impossible for high-bandwidth FPAAs to realizeirtfull potential if the
routing delays and resource utilization were not hahdiell [1.22].

Due to the great difference in characteristics betvarerlog and digital design,
existing routing architecture for FPGAs cannot be takesr dor FPAAs without
major modifications. For example, they only consiti@pological parameters that
deal with routability issues, which are sufficient fd?@GAs since digital circuit are
intrinsically robust to interconnect parasitics. Hoeevfor analog systems, the
electrical issues, such as RC delay, cross couplingagmltdropping and matching
must be considered at the time of routing since thelygsdatly affect the overall
performance. For those reasons, routing architectpexsfieally designed for analog

systems are necessary.

11



1.3 Contribution and Organization of This Dissertation

In this dissertation, we proposed a design methodologyhigh performance
FPAAs, targeting to facilitate hierarchical analog desigproach while minimizing
the performance penalty caused by configuring and routing.nBedgh channel
segmentation schemes aiming to improving routability and redoiegconnect
parasitics, we developed performance-driven segmentedngouatigorithms and
combined channel segmentation and buffer insertion ahgosit to minimize
interconnect delay and cross-coupling. The obtained resmdtapplied in the design
of a highly flexible CAB, and symmetrical routing chann@ds the analog array.
Effectiveness of our design is demonstrated throughnipée mentation of an 8-bit

pipelined A/D converter running at 100 Mega-sample-per-seddBéP§).

The organization of this dissertation is as followkag@ter 2 presents the channel
segmentation algorithms, both parametric and no-param€tiapter 3 presents the
theory and implementation of a performance-driven ssged router for FPAAs.
Electrical performance enhancement in terms of RC delay cross-coupling
deduction are investigated by buffer insertion in Chapteand Chapter 5,
respectively. The CAB circuits and its internal rogtiarchitecture design were
described in Chapter 6. Finally, the implementation fed 8-bit pipelined A/D
converter was presented in Chapter 7, with its key peegoce specifications

discussed.

12



Chapter 2

Channel Segmentation

One important feature of a routing architecture is annel segmentation
scheme, which defines the lengths and locations of weigenents available in the
routing channel. Just as there is a choice of partitgpttine circuits, there is also a
choice in partitioning the wiring scheme. A true hierarchitzdign would require a
routing channel with wire segments of variable lengtig staggering locations. As
shown in Figure 2.1, the channel segmentation schemelecaategorized into four

different models.

Non-staggered Uniform Length (NUL) Staggered asmfLength (SUL)

Non-staggered Non-uniform Length (NNL) StaggeNon-uniform Length (SNL)

Figure 2.1 Different channel segmentation schemes

13



Channel segmentation has been studied for FPGyefans [2.1], yielding a lot of
important results. However, it had never been carsd for FPAAs because of the
unacceptable performance degradation caused byigheesistance and capacitance
associated with links offered by popular prograngriechnologies. As shown in the
previous works [2.2], the number of segments/s\eschnstead of wire length, used
by a net is the most critical factor in determiniting routing delay. The impact of
switches on the electrical behavior of the circofy even change its function.
Therefore, almost all existing FPAAs employ crosstoating channels that consist
of tracks running through the whole chip to avoktessive switches. However,
MakeLink™ technology, produces reliable, high quality, métainetal links with
extremely low-impedance and therefore makes chasagmentation practically

attractive for FPAAs, especially for high bandwidibplications.

2.1 Introduction

Intuitively, there should be a strong correlati@ivizeen the routing segmentation
and the actual net distribution. Routing tracks posed of long segments usually
have better performance because fewer switchebersignal path, but they also
result in lower routability and higher wire wastagén the other hand, tracks
composed of short segments provide more flexibdibgl reduce the waste of wire,
but performance is usually sacrificed [2.3]. Simyiathe locations of segments with
respect to a net span are also very important terehning whether the net can be
routed optimally. It is therefore the main objattconstructing a routing architecture
to match the channel segmentation scheme to thelastt distribution as closely as

possible. By choosing segments of appropriate lengind positions, it has been
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clearly demonstrated that a well-segmented chaocaelgreatly help the router to
achieve effectively high routability and resourddiaation comparable to a freely

customized routing channel [2.4].

The rest of this chapter is organized as follovexti®n 2.2 overviews the existing
channel segmentation algorithms and defines oupl@m Section 2.3 and Section
2.4 present the parametric and the nonparametaonght segmentation algorithms,
respectively. Experiment results are presentedeati® 2.5 and conclusions are

given in Section 2.6.

2.2 Prior work and our problem

A number of channel segmentation design for FPG&gehbeen examined in
many literatures. Zhu and Wong presented an algarfor the channel segmentation
design problem based also on a stochastic and:&s K. Roy and M. Mehendale
developed an algorithm which generates channel segtion with fixed length
tracks to approximate a given segment length Higion [2.6]. Pedram et al.
presented an analytical model for the design aralysis of effective segmented
channel architectures [2.7]. And later W. K. Maktiezxded the problem to 2-D
symmetrical FPGAS [2.8]. Recently, Jai-Ming Ling at presented a unified

segmentation and routing design for array-basedAsH®& 9.

Here we adopted the staggered, non-uniform len§NL] segmentation model
[2.10] used by most researchers. The following tiarta are used in defining the
problem:

L: Length of a channel
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T: Total number of tracks in the channel

M: Maximum number of segments for routing a net

h(x,): Probability of a net with length | originating xa

Our design problem is formulated as follov@iven L, T and {x,l)., design a
channel segmentation scheme that maximize success rate for M-seguoieng

while minimizing the average interconnection parasitics.

2.3 Parametric channel segmentation

When the theoretical or empirical net distribut@ithe target application is used
in the channel design, a situation assumed by mxisting channel segmentation

algorithms, we call it parametric channel segmaonat
2.3.1 Segment length selection

Like most of previous work, a channel is partitidneto several regions. The
tracksin the rth region are divided into segments of length also called type
segments designated to route nets whose lengthsnféhe range NIN.1,, MA/]
(assuming/..1<A;). The segments are arranged in a staggered fashiallow the

maximum flexibility of routing nets starting at thfent locations.

We adopted the One-segment length selection digorim [2.5] and extended it
to M-segment routing channels. For an arbitrary negtiedistributionf(l)==« h(x,l),
the //’s are determined as follows: We get=L, and choosé,, r =J-1, J-2, ... one

by one as the largest value that satisfies
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I=MA, +1 I=MA, +1

The parametef is a constant greater than one and can be tunadhieve the

best results. An example of this segment lengtacteh result is shown in Figure

2.2.

0.4+ q
L1 Segment selected

035 Original length distribution | |

0.3F 1

©
N
(&)
T
I

Probability
=}
N

0.05 \\Jj‘ b

2 4 7 11 15 20
Net length

Figure 2.2 Segment length selection from net ledggtribution

A few shortcomings of this length selection aldaritwere identified in [2.5] and
a reconstruction procedure was suggested. Howedueng that procedure the short
segments need be combined with their neighborsemdt in very irregular segment
lengths, which is not good for layout generatiorredular segmentation model where

each track is divided into segments of equal lemgih adopted in [2.8], however, the
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non-staggering nature of the channel will considigréimit the routability. Here we
retain the segment lengths generated by this #fgoyribut improve the track

assignment by taking the staggering factors intmuait.
2.3.2 Track assignment

The number of tracks in each reg®mould be proportional to the expected usage
of that type of segments. Since the segments irtrack are actually placed one by
one, their originations (left ends) can only appsamultiples of the segment length.
Those nets originate from other points (calledgsitt nets) may fail to be routed by
any track in their designated region, and require@xra track in regions containing
longer segments. To calculate the expected udaacss in regiorr, we consider
two cases similar to those described in [2.7] anicbduce the staggering factads

and ¢, to describe how much the off-grid situations aleet into consideration.

-1 j j+1
%; A 4{ net
- oo, -
(a)
-1 i i+1 i+2

o F A % net
- 5A 1

(b)

Figure 2.3.  lllustration of the staggering factors.
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The first case is those nets have length in thgergil /.1, M/] and can be
routed using tracks in region For a net with originatiox in the range ofj{,
(+ a)AN] (O &<1), its length should be no more thgaM ) Ar — X, as illustrated in
Figure 2.3 (a) = 2). The expect number of tracks in regidor such nets is given

by

(IS)A, (J+M)A =X

= S Yhxl) 2P

X=jA,  1=MA,_+1

The second case is those nets have length in tige (sl A..., MA..4], but cannot
be routed using tracks in regiol. For a net with originatior in the range ofi/.,
(i+ &) Nra] (0 0<1), its length should be more thé 1) MA.1 —X, as illustrated in
Figure 2.3(b) M = 2). The expect number of tracks in regidior such nets is given

by

(i+0)N\ ;4 MA, 4

m= Y > h(x,1) (2.3)

X=iN, ;. 1=Max{MA, _, ,(i+M)A,_;-x}+1

The total expected number of tracks for typegion is then given by the sum of

the maximum expected usage of both cases

p" = MAX 3™ n! + MAX 2\ 'mf (2.4)

MA,
Note that whend=%=0, n; = Zh(j/\r,l) andm’ =0, sop' is simply the

[=MA,_,+1

probability of a net length falling in the randdAl..1, MA].
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Oncep’ has been calculated for aJlthe number of track allocated to regiois
allocated proportionally tp'. if there exist more than one track in a regibe, tracks
are displaced with an offset evenly chosen in /9. An example of channel

segmented by this method is shown in Figure 2.4.

Region 2
I D)  CEmmmmm—
I D) Cummm—
I D D G
D G GEEED CEND  CEmmmmmmmm—
Region 3

D CEEED GRS G G

D G G GIEED G D GEED G
>Region4

D CGEENED GINED GENED GENNED G G G e

Figure 2.4  An example of parametric channel segatiemnt

2.4 Nonparametric channel segmentation

To determine/; andT;, the procedure above need a net distributionlarge set
of benchmark circuits, which however, as we memiibrbefore, is not always
available to FPAA designers. To meet this spedtalason, we propose a novel

channel segmentation scheme without the net disioi information.
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Given the channel length, we construct); as follows: /o =L, /A1 = Mo +1,
where is the section coefficient, anal| stands for the maximum integer that is less

thanx. The other segment lengths are chosen by the farmu
A=Na-Na, j=2,...,3, (2.5)
stopping atl; =0 or 1. Therefore, we have
L= =M+ =2N+N3=33+ 2/,
=Fu1 A +Fj A (2.6)
whereF; is the Fibonacci sequence thgt= 0,F; =1 andFj = Fj1 + Fj», j= 2, 3, ...
Thejth region will then be constructed as follows:

The first group contain$; tracks each consisting df;+1 segments of lengti;,
and F; segments of length,1, from left to right; A new group is generated by a
circular right shift of the previous group, i.eutjits right-most segment to its left end.

This procedure stops when the new group is iddribdde first group.

The procedure may result in uneven regiolys. are used to adjust the region
width in favor of long or short segments, while winsg the total number of tracks

constructed not exceeding the predefined maximumieu of tracks.

A nice property of this construction proceduretisvon’t produce unexpected
segment length, that is, tracks are always madsegients of pre-defined lengths.

This makes it easier to realize by commercial gses. An example when= 16 is
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shown in Figure 2.54p = 16,11 = 10,1, = 6,13 = 4,4 = 2, /s = 2, and/g = 0. For

simplicity, T; = 1 for all j)

Region 5
Region 4
Region 3

Figure 2.5 An example of nonparametric channel segation

2.5 Experimental Results

In our experiments, the proposed parametric chasegrhentation algorithm was
applied to six different net length distributionasbed on Geometric, Normal and
Poisson distributions, as listed in Table 2.1slagsumed that the net left-end points
follow a uniform distribution, which is very close reality as confirmed by empirical
studies [2.10]. We set the channel length 40, total number of tracks = 20, and
compute the rate of successful routing completmnréandomly generated routing

instances according to those distributions.
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Table 2.1 Net distributions used in the experiments

Gel Ge2  Nol No2 Pol  Po2
i) 06 06" e—|2/20 e—I2/120 2|/|| 6'/”

First we investigated the effects of staggeringdieca, o on routability. We
chose three different value éf (0, 0.4 and 1), and lek vary from O to 1. For each
value ofd, &, a segmented channel is constructed using theithlgodescribed in
Section 2.3. Five hundred routing instances, eadtaming 30 nets, were generated
randomly for each distribution. These were routedthe channels using the

segmented routing algorithm that will be descrime@hapter 3.

The one-segment routing success rates for instantbsdistribution Gel are
shown in Figure 2.6. It is seen that the facdprdoesn’t have much effect on the
routing results, causing a variation on the succaesof less than 11%. However, the
choice ond does make a huge difference. Whénis small, the success rate
increases rapidly witld, till it reaches a value around 0.5. After thag Huccess rate
becomes rather flat and even decreases for lZ&g&y choosing the), the success
rate can be increase from about 10% to more thé# @5 order of magnitude. It can
be explained that whe&, increases, more tracks are allocated to longameets,
which are more useful than short segments for iaseg routing. However, as more
tracks are assigned to long segments, the totabeuntf segments decreases, which
cancels the benefits brought by longer segmentsfinatly makes the success rate

drop.

23



100

90

80

70

60

50

Success Rate (%)

40

30,

20

1 O L [ L L

L [ L

[ [
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Staggering factor 3,

Figure 2.6 The effects @, & on 1-segment routability for net distribution Ge1l.

Experiments on other five net distributions revdatemilar results. The one-
segment routing success rates for all six distioimst are shown in Figure 2.7.
Although the significances of the effect @fon the channel routability are different
for different net distributions, they exhibit alntdbe same trend. Interestingly, the
highest success rates are reached unanimously ¥hsraround 0.5, indicating an

optimum value rather independent on the actudkength distribution.
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Figure 2.7 The effects @ on routability for one-segment routing.

The two-segment routing success rates for all srildutions are shown in
Figure 2.8. Since two-segment routing have morécelsan choosing wire segments,
their success rates also increase withbut less significantly compared to one-
segment routing. For the same reason, there seemsptimum & for all net

distributions, while some value between 0.5 andi©4gill a good choice for most of

them.
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Figure 2.8 The effects @ on routability for two-segment routing

2.6 Conclusions

In this Chapter, we addressed problem of segmentattheme in SNL routing
channel design. Multiple-segment length selectidgoréhm was derived from
existing one-segment algorithm, and a new traciyasgnt algorithm was proposed
to calculate more accurately the actual demand ach etype of segments.
Experimental results shown that, by choosing tlugper staggering factors that take
the needs of off-grid nets into account, the chiirméability can be increased by an

order of magnitude without increasing the channeh@ar number of tracks.
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Chapter 3

Segmented Routing

Aiming at the same goal, high routability and loerfprmance degradation, the
efforts in FPAA designs are divided into two distitbut closely related approaches:
the routing architecture and the placement/routiads. A well-designed architecture
could not attain its best performance without aesponding CAD tools that can take
full advantage of it. On the other hand, a soptaséid and efficient CAD tool could
not improve the routing results if it has to deahwan architecture that does not
support its advanced features, just like a CPUitsmperating system.

The development of routing architecture and routalgorithm bears some
analogy to the design of an automatic transporiatistem. The routing architecture
design is to construct the optimum road systeng fWanning beforehand where
should be a long freeway and where only a localwag shortcut is needed,
according to the average traffic pattern in thattesy. It also need to decide how
these roads are connected to one another, theicities and speed limits so routing
algorithm can properly estimate the congestion @ldy. The main purpose of the
routing algorithm is helping the drivers to fincetuickest path to their destinations

with the knowledge of the road conditions like tlistance and speed limit of each

27



road, the location of joints, as well as the curteaffic conditions. A typical design

flow for FPAA implementations is shown in Figurd 3.

Circuit Description Target FPAA library

N/

Partition &
Global Architecture Optimization
Description
N

Place the Circuit onto FPAA <—

Detailed Architecture
Description
netlist of CABs

Y
Routing

e

Figure 3.1 A typical FPAA design Flow.

3.1 Introduction

Once a circuit is partitioned into sub-blocks ankhced, automatically or
manually, across several CABs in the FPAA, thosts teoken in the partition
process need to be restored, which is the main aéske routing algorithm. By
assigning each net to a set of wire interconnectld routing channel and setting the
proper switches, the router reinstates the corovetand therefore the original

circuit.



Unlike digital circuits, which are characterized ibyrinsic robustness to parasitic
effects, analog systems usually suffer from intenextion parasitic. Since the
programmable switches introduce significant semesistance and capacitance,
existing FPAAs use single-segment routing chanmai tonsists of crossbar tracks
running through the whole width of the chip to aveixcessive switches. A fast and
effective routing algorithm for this type of FPAA&S presented in [3.2]. However,
research indicates that a good channel-segmentstioeme will not only improve
the channel routability, but also enhance the sysperformance by reducing

interconnect parasitics [3.2].

Segmented routing algorithms have been studiedngxedy in the past two
decades. It has been shown that the segmentedetitanting problem is in general
a NP-complete problem [3.4]. A routing structurethwiixed orthogonal wire
segments is described in [3.5], and in [3.6] a glabuter for symmetrical-array-
based FPGAs was presented. Research results lawve giat an efficient segmented
routing algorithm can achieve nearly the same tesafl free channel routing [3.7].
Most of the algorithms are routability-driven omtng-driven, which are sufficient
for digital systems. However, the factors that eap&rformance degradation to
analog systems are not limited to delays. Variationcross-coupling capacitances
and stray resistances, for example, can dramatidalfjrade circuit performance or
even cause system instability. Therefore, the iegistlgorithms cannot be directly
applied to the FPAA routing without some major nfigdtions. In this chapter, we
focus on the routing problem of FPAAs with segmdntauting channels. The rest is

organized as follows. Section 3.2 describes théngraries of segmented routing.
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Section 3.3 presents our performance-driven ana&ggnented routing algorithm.

Experiments results are given in Section 3.4 amdlosions are given in Section 3.5.

3.2 Preliminaries

In this subsection, a summary of automated rouiggrithms in current use is
given. One of the most important algorithms is keMlaze router [3.8], of which
most of existing automated routing algorithms um@es variations. Lee’s Maze router
is best illustrated by Figure 3.2. Its task isitml fa shortest path from source node s to
target node t. First, grids defining where one waea cross are marked by its relative
distance to the source. The search begins at theeesofinding all the grids at
incremental distances until reaching the destinatibhis algorithm addresses the
problem in a manner consistent with wave propagatwith this procedure it is

guaranteed that the shortest path will be found.
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Figure 3.2 Lee’s Maze router

A Maze router essentially consists of running Dijs algorithm [3.9], which

solves the single-source, shortest-path problena eveighted, directed graph G =
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(V,E), for the case in which all edge weights aom-negative values, as presented

below:

Dijkstra(G,w,s)
1. for each uV[G] {

2 dist(s,u) = oo;

3 pre(u) = NULL;}

4. dist(s,s) = 0;

5. Done = ¢;

6.Q=G;

7. while Q1= {

8 find u O Q with min. dist(s,u);
9 Q=Q—{u}

10. for each v adjacent to u

11. if dist(s,v) > dist(s,u) + dist(u,v) {

12. dist(s,v)=dist(s,u)+dist(u,v);
13. pre[v] = u;}

14. Done = Donel] {u}

15.}

Figure 3.3 Dijkstra algorithm

The searching strategy is very similar to the oseduin Prim’s algorithm [3.9],
where a light edge is added at each step. Theesopath of a new vertex is
calculated, with respect to the existing, partidifyshed tree (net). This algorithm
applies a greedy strategy. The key to efficientiplementing Prim’s algorithm is to
make it easy to select a new edge to be addedettréb. During execution of the
algorithm, all vertices that are not in the partisde (net) are stored in a priority

queue.

Prim (G,w,r)
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1. for each uV[G] {
2 do key [u] <- oo;
3 p [u] <- NIL
4. key [u] <-0
5. Q <- V[G];
6.Q=G;

7. while Q 1= ® {

8. do u <- Extract Min (Q)

9. for each v O Adj [u]

10. doifvOQand w (u, v) <key [u]
11. thenp [v]<-u

12. key [v] <-w (u, V)

Figure 3.4 Prim algorithm

A pure routability-driven router may produce citsuwith poor performance,
while pure performance-driven routing may resulaimunroutable circuit. A efficient
way to balance these trade-offs is to incorporatstscinto the routing, like the
pathfinder negotiated routing algorithm [3.10], efhinegotiates routing repeatedly
rips-up and re-routers every net in the circuitiluait the congestions are eliminated.
During the first routing iteration, every net isuted for minimum cost, even if this
leads to congestion. The cost of overuse is ineckafter each iteration. The router
can determine how to arrange the routing resotnased on the cost of each vertex.
Consequently, if overuse exists at the end of @énguteration, more iterations are

performed to resolve this congestion. The detailgdrithm is shown below:

RT(neti): a linked list used to store the set of vertices in the current routing of net i
While (overused resources exist && max iteration not exceeded) {
For (each net, i) {

If RT is not empty then Rip-up existing RT(neti) and update p(n) ;

Initialize RT to the source terminal;

32



For(each sink net i) {
If PQ is not empty then free PQ and re-initialize PQ);
Initialize PQ to RT;
Mark all the vertices as un-reached by wave expansion;
Initialize PriorityQueue to RT(neti) and set pathcost equal to the base cost of
each vertex in RT;
If this sink j is not foundd in RT(neti) {
do {
Dequeue PQ;
For (all fanout vertices n of node m){

If (this fan-out is not a PIN or PAD and un-reached during
previous wave expansion)

add it to PQ & update pathcost(n) = pathcost(m) + cost(n);
else if (this fanout is a sink)

add it to a sink list;
else continue wave expansion;

}

} while (no sink has been found); /* Wave expansion ends here */
}
if ( more than one sinks are found during this wave expansion) {
add those sinks and their parents to RT;
update p(n) only if vertex n is not contained in RT;
}
for (all vertices in path from RT(i) to sink,j){ /* Backtrace from the linked list
of sinks */
Update p(n) only if vertex n is not contained in RT;
Add n to RT(i);
} I* Backtracing ends here */
Update h(n) for all n;

} I*End of one iteration*/

Figure 3.5 The improved pathfinder negotiated r@uélgorithm

In addition to dealing with wire segments of vasdangths, segmented routing
differs from serial routing algorithms like MazedaRathfinder Negotiated, which

assume that the FPAA contains wire segments ofamylength and find the routing
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path by wave propagation, in two aspects. Firdtthal wire segments required to
finishing routing a net are determined at the same. Secondly, all nets in the
routing instance are routing simultaneously. Bdlyicdhe segment routing is a
weighted bipartite matching problem. , also knowrtte assignment problem. Since
assigning a net to each of wire segments availablliee channel comes with a cost,
the routing algorithm tries to finish the assignierth the minimum total cost.

Figure 3.6 shows the concept of minimum-cost-biarhatching.

Figure 3.6 Minimum-cost-bipartite-matching
The weighted bipartite matching problem, can bevesblby the primal-dual
method — called thédungarian methodwhich solves a complete bipartite graph
with 2V| nodes inO(]V?|) arithmetic operations [3.11]. An example of amein

segmentation and matching-based routing is showgure 3.7.
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Figure 3.7 (a) A segmented channel with eight sgbl eighteen nets to be

assigned (c) minimum-cost routing results

3.3 Analog Segmented Routing

Analog routing aims at not only making the necessannection, but also
minimizing the performance degradation caused bgraonnect parasitics. In this
called performance-driven routing, the right chomeassigning cost function is

essential to achieve the routing results we wantlidital layouts, the dependence of
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electric performances on the details of physicgll@mentation is limited to logic
functions and delay requirements. However, mordopmance specifications are
imposed on analog circuits. For example, the sjgatibns for an operational
amplifier include power, area, gain-bandwidth, D&ing phase margin, gain margin,
output range, common-mode input range, settling tilSRR, CMRR, noise, input
and output impedance, slew rate, offset, harmorstodion, and so forth, which

makes the definition of cost function much more ptax in analog routing.

3.3.1 Parasitic Modeling

An accurate parasitic model is essential in detfieecost function. Ideally highly
accurate performance estimation can be obtainddamitircuit simulator like SPICE,
but the CPU time required to run SPICE on thousafdsets in a typical VLSI
circuit is prohibitive. Though a distributed trarission lines model is more accurate
for modern interconnection wires, most of existlitgratures use the lumped RLC

models [3.12], which provide a good trade-off bedawaccuracy and efficiency.

There are two types of parasitic resistance, seggstance of the programmable
switches and metal wire resistance, which can beuledaed by using the follow

equation:

Ru = R_L/W + R4, (3.1)

where the first term stands for the wire resistaﬁgeis the sheet resistance, (v,

L is the wire length andlV is the wire width, while the second term standstfe
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switch resistanceRsis the on-resistance of a single switch, &hds the number of

switches used in the path.

The typical interconnect capacitance at each nodedircuit is calculated using
the model shown in Figure 3.8. It consists of twaduction layers over the substrate,
considered as a reference plane (ground plane)reThee three capacitance

components at any node [3.13]:

* Overlap capacitance between two wires in diffefapers (Gia and Gsy), which

are proportional to the overlap anéd’/

» Fringing capacitance between two wires in diffedagiers (Gi1+ and Gsg), which

are proportional to the wire length

» Lateral capacitance between two wires in the satagep(Gaa), Which are

proportional to the wire lengthand inversely proportional to the wire spacihg

/Frmgmg Capacitance

.

C22Iat

Substrat

_

Overlap Capacitance

Figure 3.8 Interconnect capacitance model
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Interconnect inductance is much more complicatedxtoact than resistance or
capacitance because of the loop current definibiductance. If the operating
frequency is not too high or the FPAA scale is toat large, the effect of parasitic

inductance can usually be neglected.

3.3.2 Performance Metrics

While the real impact of interconnect parasiticgton system performance cannot
be exactly evaluated until the system is finallpfaggured, some metrics can be used
to assess the parasitics, and hence performanaaddéign during the routing
process. Since wire width and spacing are predetedrby the channel design, the
only thing the router considers is the segmenttleagd their locations. We apply the
following metrics when evaluating the soundnesassigning neh to wire segments

available in the routing channel:

= Number of segmentdenoted bl. If connection switches are needed to connect
multiple segments to enable the routing, the sw#dhtroduce extra resistance.
M
= Total segment lengthdefined a§:ZIen(sg), wherelen(sy) is the length of
el
segmentsy. As indicated by the parasitic models, the intangxt parasitic and
cross-coupling are directly related to the lendtthe wire;
M
=  Wire wastage ratipdefined abl (n,t) :Zlen(sg) len(n) -1, wherelen(n) is the
el
length of netn. Since the unused portion of the wire segmentsente as a
loading capacitance, this metric shows how much dih@nnel routing results

deviates from a freely routed circuit.
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= Net Priority of net n denoted byy(n). Parasitics of the critical nets in the circuits
can be minimized by assigning them a relativelgdaweight costs compared to

non-critical nets.

In a performance-bounded routing [3.14], those w®tare limited by user-
defined bounds, which are set based on reasonablmates of parasitic values
extracted from the layout. The router then actuatijorces the parasitic constraints
during routing in order to maintain a satisfactamcuit performance. If the net’s
parasitic bound is violated, the net is ripped-ug #&he routing is retried. In a
performance-driven routing, those metrics are caetbiproperly to reflect the
performance degradation caused by routing, anduaingpresult with the minimum

overall performance degradation is obtained.

3.3.3 Congestion avoidance

Since each routed net becoming an obstacle forequksitly nets, the routing
feasibility of subsequent nets can be increasetfgigntly by avoiding the resources
that are potentially needed by other nets. We bhesedncept ofesource demantb
help the router to be aware of the needs of fuhaets. Thedemandon a segment is
the number of nets that subscribe to it. By incospog the demand for the segments
into the cost function, the router automaticallyoabes the segments with fewer

potential subscribers. This increases the chanoeutihg future nets successfully.

The initial segment demands are computed by ro@auly net independently as if
all routing resources are available. In the actoaiting, the resource demand is

updated as follows: If the net avoided a segmeat ithinitially subscribed to, the
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demand for that segment is decreased by one, tire ihet used a resource initially

not subscribed to, the demand for that segmentieased by one.

At first the effect ofdemand on assignment cost is chosen to be smatheso
router has more freedom to choose the best mats@gments. If the circuit routing
failed, then the routing demand is restored tonit&al value and retried with tighter
feasibility constraints by increasing its weight ¢ime cost function, and hence
redefining the costs of all routing resources. Gisdually forces the router to avoid

over-subscribed resources.
3.3.4 Cost function definition

The cost of allocating netto M segmentsg; to sy) in trackt is then defined as

C(nt) = HM +w, Dilen(sg) +W, EEilen(sg) len(n) —1ﬂ [N p(n)}

g=1

(3.2)

N p
. [Z Demanc(sg)J

g=1

wherew;, w,, a and S are weighting factors. The object of the segmenter is to
minimize the total allocation costs, which can ledvesd in polynomial time by a

weighted bipartite matching algorithm.
3.3.5 Grouped routing

Like the matching-based, timing-driven routing altgon in [3.15], each time the
router takes a maximum clique, defined as the mamirset of nets overlapping each

other from the nets unassigned, and assign iteéavile segments left in the channel
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using the minimum cost matching algorithm. Unlikbery algorithms that route nets

one by one, this algorithm utilizing routing resces more effectively.

3.4 Performance Constraints on the Routing

The goal of routing is not only to complete all tleguired connections without
congestion, but also to satisfy a set of performeatmnstraints. For an FPGA/digital
circuit, performance is usually measured by clogkesl or/and delay on the critical
path. However, for an FPAA/analog circuit, signalay is not the only concern. The
system performance is usually measured by its baklwgain, linearity etc. Routing
parasitics can affect the performance of analogesysn many different ways. For
examples, in an OPAMP circuit, a small capacitiveauming may degrade the
frequency response due to the Miller effect. Somesi stray coupling which gives
rise to positive feedback may lead to oscillatiohen a net travels a long distance,
the parasitic capacitance to ground can introducexara pole (for example, a pole

very close to the dominant pole) that may detet@tlae op amp’s stability.

The performance constraints (tolerable variatiogaih, bandwidth etc.) imposed
on analog array are too abstract for the routirmstto handle directly and must be
converted to a set of routing constraints, i.eeritinnect parasitic constraints. Once
the routing constraints are met by the router, geeformance constraints of the
analog circuit should also be satisfied. There tare major kinds of constraints,

namely, the bounding constraints and the matchimgtcaints, as described below:

41



3.4.1 Bounding Constraints

Bounding constraints can be further divided into tvlasses: loading constraints,
which are mainly the parasitic capacitance to gtoand coupling constraints, which
are coupling capacitance among a set of sensiate Gapacitive coupling is present
whenever two nets have segments that cross orsaéigd to each other. Thus, it can
be further classified by crossover constraints adicency constraints. For FPAA,
the adjacency constraints are the dominant factoadlse most of the capacitances
induced by crossover can only occur at the intéimex of horizontal and vertical

channels.

3.4.2 Matching Constraints

Fully differential topology is frequently used imet FPAA circuit, which results in
an additional need for the interconnect paraségsociated with appropriate nodes or
branches to nominally match, for impedance matchamgl noise cancellation
purposes. The matching constraints require: (1) Magpedance matching, the
capacitances to ground associated with each mafeiedf nets should be equal; (2)
When a casual net (the net that does not have @mstraints) is close to a matched
pair, the coupling capacitances between that castadnd the pair of matched nets
should match; (3) When two pairs of matched netsecelose to each other, it is
necessary to match the direct coupling capacitaandscross-coupling capacitances.
Besides having symmetrical loading, this also esstinat equal levels of noise on the
two nodes of one matched pair causes the sameeoattier pair, if any coupling is

present.
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The performance-constrained routing problem catinée defined as follows:

Definition: For a set of performance functions {Wj}, i =1, 2, .. .N, and a set of
parasitics {pj}, ] = 1, 2, . . . ,Np, The routing constraints on a subset of {pj} are
defined as:

» Matching constraint : p; = p

* Bounding Constraint : pj < Pjbound

and they ensure: AW; £ |AW,max|, Where [AWmax| IS the maximally allowed

performance variation due to the parasitics.

3.4.3 Incorporating performance constraints using Lagrange multiplers

In mathematics, the Karush-Kuhn-Tucker conditioalsq known as the Kuhn-
Tucker or the KKT conditions) are necessary foolat®n in nonlinear programming

to be optimal. It is a generalization of method.afrange multipliers.

Considering the following nonlinear optimizatioroptem:

minimize f(x)
subjectedto gi(x) <0 (i=1,...,m), h(x)=0(=1, ..., ) (3.3)

The necessary conditions for inequality constraipexblem were first published
by W. Karush [3.16], and renowned by Harold W. Kama Albert W. Tucker [3.17]

as:

Suppose that the objective function, i.e., the function to be minimized, is

f:R" - R and the constraint functions are g :R" - R and i. Further,

suppose they are continuously differentiable at a point x*. If x* is a local
minimum, then there exist constants A >0, 420 (i=1,....,m)and ¥ (=1, ...,
[) such that

m |
/H;'ui +JZ1‘VJ.‘>O

43



m |
ADF (X)) + > p0g, (X)) + > v,0h (X)) =0
i=1 j=1

(g (X)=0foralli=1,..,m (3.4)

There are no analytical forms for the parasiticxast functions, therefore it is
nearly impossible to obtaik andy in an optimum sense. In order to incorporate the
bounding constraints {p pround < 0) and matching constraints; Gp« = 0) into the
search of minimum assigning cost, net ordering is peddrrthen and/ are chosen
according to the severity of each assignment case.ddtdunction of each nets with
bounding constraint are increased/bipi - Pround. Each pair of matching netandk
are routed at the same time, with extra assigningafagfp; - p.)/2 for each of them.
The i/s andV/'s are initially chosen to be relatively large so thasthoonstraints will
precede other assigning costs. The router then performsvéighted bipartite
matching on the updated cost matrix and finds the minimwshassignment with the

performance constraints enforced.

3.5 Conclusions

MakeLink™ high performance programming technology has made segmented
routing practical for FPAAs. We have proposed a perfoo@alriven segmented
router based on weighted bipartite matching algorithmsfoimeance metrics and
cost functions are proposed for analog routing to prgpeflect the performance
degradation caused by interconnects. Resource demandsa@eorated into the cost
to avoid congestion, and maximum clique routing are useshbance effectiveness

in resource utilization. The next two chapters wiladiss with more details on two
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important electrical performance of the routing channamely, RC delay and cross-

talk reduction.
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Chapter 4

Interconnection Delay Optimization

4.1 Introduction

One of the most perceptible performance degradation céyseaiting parasitics
is the interconnection delay [4.1], which directly iisnthe signal and system
bandwidth. Existing routability-driven channel segmentatgorithms have paid
little consideration to it. This is acceptable for dnsahle FPAAs where the routing
channels are short enough not to impact the systemrpenfice severely. However,
as the scale of the FPAA grows, the interconnectyded@omes so significant that it
must be taken into account at the earliest stage. Résean minimizing
interconnection delays in array- based FPGAs showghbaouting architectures of

the chips, as well as the CAD tools dramatically affepteed-performance [4.2].

There are usually three techniques to reduce the delay existing topology:
transistor sizing, wire sizing and buffer insertion, whiblave been studied
extensively for free channel routings. The optimumdistor sizing, metal width and
metal spacing for programmable interconnect have been dturdig.3]. Once the

channel area and number of tracks are given, the optimetal width and spacing
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can be determined regardless the segmentation schemefoféein this Chapter we
focus on the buffer insertion technique, which can eitlvexctly reduce the RC delay
of a long wire or reduce the net delay by decoupling a laag off the critical path

[4.4].

The optimality of Van Ginneken’s dynamic programming algoritihb] has
inspired numerous variants. Among them, theoreticallise®ave been derived and
algorithm proposed for computing the optimum buffer inserfanfixed net trees
[4.6], when the library contains only a single, non-invgrtouffer. However, routing
wires are pre-fabricated in the FPAAs, and then burffegrtions are made while the
net tree topology is still unknown. This makes it weélifficult to find an overall
optimum buffer planning scheme for all circuits to mplemented. In this study, we
adopted a greedy approach by inserting the optimum nuaoflerffers for each wire
segment in the channel. The lengths and staggering oktrmests are chosen to
construct the segmentation scheme that requires thestfawiffers while satisfying

the delay constraints and routability requirement.

In this Chapter, we propose a design approach combiningesegtion and buffer
insertion in each stage of the channel design, fragmseat length selection to track
assignment. Experiments show that, compared to a s@jusagmenting-then-
buffering design, our approach can significantly reducetdted number of buffers
required, while achieving improved routability and maintainihng same average
interconnect delay. The rest of this Chapter is organizedolbows. Section 4.2
overviews some preliminary results of buffer inserteamd defines our problem.

Section 4.3 presents the combined channel segmentationb@felr insertion
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approach, while the experiment results are present&éadtion 4.4 and conclusions

are given in Section 4.5.

4.2 Buffer insertion

Figure 4.1 Placement of buffers for interconnectionydefatimization.

We use thermodel for wire segments and the Elmore model [4.8ptopute the
RC delay, which preserves the property that the EImdegy de the same for a given
wire no matter how the wire may be subdivided. Ferlitffer, we use a switch-level
RC model with input capacitan€®, output resistanci, and intrinsic delayl,. Here

is a brief summary of the results of [4.6]:

Assuming a uniform-sized buffer, it has been proven thatoptimal placement
of k buffers is to space them at equal increments exbepfirst one, as shown in
Figure 4.1. Leky be the distance between the source and the firgrpaffidyy be the
distance between two consecutive buffékg,be the source resistan€; be the sink

capacitance, the Elmore delay caused by the intercoisngwen by
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D(K, X, Yg) = Ry(CX, +C,) + RCx?/2+Rx,C, +

(k-D[R,(Cys +C,) +T, + RCy,*/2+Ry,C, ]

+(I -X; —(k=1y, )(R‘oC+ RCsi)+Tb
+RAl - x, = (k-1)y, ] /2+R,C,

(4.1)

wherek is the number of buffers insertddis the wire lengthR and C is the unit

resistance and capacitance for the wire. The Elmday deminimized when

Xd (k): 1 |+kRo_kRso+Csi_Cb
k+1 R C
1 R -R, C,-C,
k - I_ so 4 s
Ya (k) k+1[ R C J

and the optimized delay is given by

D, = RIKG, +Cy) + (Cl +kG, +Cy)(kR, + R,,)
“ k+1

RCI? - kR(Cb _Csi)2 _ kC(Ro ~ Rso)2

+KT, + c R
2(k+1)

The optimum number of buffers for the wire is foundoe

kot: _l+1 1+£
P 2 2\ v

where

y = [RCI+R(C, ~C,) + C(R, - R’
2RC

V =(K, +R,C,)
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In a performance-constraint routing, it is usuajyeferable to have the
interconnect delay constrained By. To find the minimum number of bufferk(),

to be inserted satisfying that constraint, fron3)4ve note that

u U
D,,-D,=—-——-V 4.
D= T (4.6)
AssumingD, > D, , we have
Dc - Dkom 2 Dk(l) - Dkom
= Dyy = Dygysr + Diyss = Digyen +o0 F Dkom-l - Dkom (4.7)
=9 Yyl -k)]
K()+1 K, +1
Solving fork(l) yields
Q 1 /.. 4
k(h==-= -— 4.8
() L 5 Q v (4.8)
h u k +1 Pe ~ O U and V by (4.5). If
where Q=————+ +)+— an is given .5).
Q Vi, +D (Kope +1) v g y (4.5)

D, <D, .,we setk(l) = Kopt.

c

4.3 Combined segment length selection

For a combined buffer insertion and channel segatien, to minimize the
number of buffers to be inserted, as well as theber of types of segment4; is

chosen as following
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A, it K(A,)=K(A.,)

N =
f {MAX{/\, k(A) =k(A,,)} el

se

(4.9)

where/Am is the segment length given by the length selechigorithm defined by

equation (2.1). The working principle here is tauee the designated net length

range to type+1 segments, which requires more buffers than tygggments, by up-

shifting A; to the longest segments that requires the saméemaf buffers ag\m.

An example of this combined segment length seledigorithm is shown in Figure

2.2.
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Figure 4.2 Combined segment length selection esult
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4.4 Delay-driven routing

When minimizing the interconnection delay is themary object, the cost

function of allocating neh to M segmentsy to sy) in trackt is then defined as

B

C(nt)= [i Delay(s,) [N p(n)J . [Zm: Demanc(sg)J (4.10)

whereNy(n) is the priority weight of net, andDemandsy) is the current demand on
segmenty, as defined in Chapter 3, araland S are weighting factors. The object of
the segment router is to minimize the total interaxction delay, weighted by net

priorities.

4.5 Experimental Results

To evaluate the robustness of the proposed chasewhentation and buffer
insertion algorithm over different net distributggnwe designed channels for six
different net length distributions based on geoimetmormal and Poisson
distributions, the same as those used in Chaptéfe2evaluate the routability and the
average interconnection delay of the generatedngisrnusing randomly generated
routing instances according to these six distrangi

We set the channel length= 20, total number of tracks = 20. For proprietary
reasons, the electrical properties of the CMOSegs®eve used are not disclosed here.
Instead, the parameters for buffer insertion amseh from the 0.13@n technology in
NTRS’97 roadmap [2.10], which is quite close toghof the actual process: the unit

wire resistancek = 0.07%2/xm and the unit wirecapacitanceC = 0.118F/um. The
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buffer output resistancB®, = 182, the buffer input capacitandg, = 23.4F, the
intrinsic buffer delayl, = 36.40s The source and sink of a wire are also assumed to
be a buffer. The unit length of the channel is as=ito be 100m.

The total numbers of buffer inserted for one and-s@gmentation are shown in
Figure 4.3 with respect to the channel staggermatpfsd and d, defined in Chapter
2. It's seen that larged, generally results in more buffers because it meaos
tracks are allocated to long segments. Since twyosatation channels contain wire
segments much shorter than those in the one-segtioenthannels, they also require

much less buffers.
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Figure 4.3 The effects @}, & on buffer insertion
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Figure 4.4 shows the unit-length delays, whichtheeaverage net delay per one
logic block length. It's seen that for one-segmaotathe unit-length delay increases
with &, since longer segments usually results in largémyd Note that in Chapter 2
we found out that a staggering factdy greater than zero usually improves the
routability. Therefore, there exists a tradeoffwss#n the channel routability and
interconnection delay for one-segmentation chan@isthe contrary, the unit-length
delay actually decreases wild for two-segmentation channels, because longer
segments reduce the usage of connection switchashwontribute a considerable

portion to the overall interconnect delays.

2 6 T I I

= m— == e - — X%
N ~

- 277N —— 51=O.O

N
N
I

N
o
T

Unit-length delay (ps)

[EEN
»
I
|

0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Staggering factor &,

Figure 4.4 The effects @}, & on interconnect delay.
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Obviously the value 08, can be chosen to provide a tradeoff among routgbil

speed and area costs. We use the méieS’K™'D™? to evaluate the quality of
different channel segmentation and buffer insersonemes, wher8 is the success
rate, K is the number of buffers required amd is the unit-length delay. The
parametery; v and o are used to trade off between routability and /apesed costs.
For y=3,v=1 ando = 3 (i.e., routability and interconnection delay anore
important concerns than area increase), the expatah results for all six
distributions are given in Table 4.1. Over the demgase ot = &= 0, the optimized
channel segmentations have an average improvenie66.6% (46.4%) on the
routing success rate, at the cost of an increaé.@f(12.7) on the number of buffers
and 1.®s increase (4[s decrease) on the unit-length delay for one-segahent

(two-segmentation) designs.

Table 4.2 shows the comparison results of the coesbapproach to a sequential,
i.e., buffer insertion after channel segmentatippraach. It seen that the combined
approach can reduce the number of buffers by arageel3.7% (27.2%) and achieve
a 1.5% (2.4%) increase on the routing success watie,only 0.4% (3.0%) increase

on the unit-length delay for one-segmentation (sggmentation) designs.
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Table 4.1 Experimental results for all six net wigttions

Optimized a=%=0

S K D(py| S K D(py
M=1| Gel|86.4% 30 1451| 6.2% 11 1241
Ge2| 74.0% 69 12.91|39.8% 58 11.69
Nol|65.0% 31 16.40| 2.6% 9 14.30
No2| 85.4% 71 13.87|27.0% 51 11.61
Pol|91.4% 14 15.12| 48% 2 13.99
Po2|84.2% 55 12.73| 7.2% 39 10.95
M=2| Gel|98.4% 19 17.95|13.0% 2 2291
Ge2| 84.6% 43 19.16|62.8% 32 21.27
Nol|76.4% 4 23.63/51.0% 0 25.82
No2 | 86.0% 37 19.98|59.2% 26 22.57
Pol|98.2% 0 25.11|382% 0 24.54
Po2|98.8% 42 16.70|39.6% 9 30.29

Table 4.2 Comparison with a sequential approach

M=1 M=2

AS AK AD AS AK AaD

Gel| -3.6% -38.8% 5.4%]| -0.6% -60.4% 1.5%
Ge2| 1.4% -8.0% -1.7%]|-12.2% -32.8% 7.3%
Nol| 55% -3.1% 2.0%| 3.5% 0.0% -9.4%
No2|-3.2% -5.3% 0.2%]-10.4% -32.7% 8.6%
Pol| 0.0% 0.0% 0.0%| 34.5% 0.0% -14.4%
Po2| 9.1% -26.7% -3.4%| -0.4% -37.3% 24.1%
Avg | 1.5% -13.7% 0.4%| 2.4% -27.2% 3.0%
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4.6 Conclusions

In this Chapter, we addressed the problem of miingi the interconnection
delay of FPAA routing. A combined channel segmentatand buffer insertion
approach was proposed, and delay-driven analogngouteveloped. Staggering
factors are used to provide tradeoff among routgbihterconnect delay and area
costs. Experiments show that the combined apprecachsignificantly reduce the
total number of buffers required, while improvirigetroutability and minimizing the

interconnect delay.
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Chapter 5

Cross-coupling Noise Deduction

5.1 Introduction

As modern IC processes scale to smaller size, spieeing diminishes and coupling
capacitance increases. Furthermore, the thicknedsovires is increased to maintain
the same resistance per unit length, which inccedbe ratio of coupling to total
parasitic capacitance. As a result, crosstalk lkasie an increasingly important design
metric to timing, noise and area in VLSI desighsaldg systems are more susceptible
to noise distortion because of their continuousimgatThe situation is made even worse
in a routing channel for FPAAs, where many wirersegts are placed adjacent to one
another in parallel, as shown in Figure 5.1, wthike spacing between them is stringently

limited by the available die area.

A number of works have been addressed on on-chigrcionnect optimization
problem. Among the popular techniques, buffer in@erhas gained wide acceptance in
deep submicron design. Closed form solution for mating the optimum number and
location of buffers that minimize the Elmore detaya two-pin net has been found by

Alpert in [5.1]. Pioneering works on buffer blockapning for interconnect-driven
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floorplanning were presented by Cong, Kong and iRgh.2], and by Sarkar et al in

[5.3], which compute the feasible regions of buffesertion for timing optimization.

oo oo D oo

Figure 5.1 Wire segments in a FPAA routing channel

Various techniques have been proposed over thdgvastears on noise analysis and
avoidance. Since circuit simulation techniques,hsas SPICE, are not suitable for a
physical design system due to the prohibitive caianal cost, an effective noise
metric suitable for high level CAD tools is requireVittal and Marek-Sadowska model
a coupled network as a simplified RC circuit andweel analytical expressions for noise
from the resultant circuit [5.6]. The recently pospd noise metric of Devgan [5.7]
considers circuit effects such as input slew Hate,resistance and coupling capacitance.
Its similarity to the Elmore delay metric is paularly amenable for use within a
physical design optimization tool. Using this metrAlpert et al [5.1] presented buffer
insertion techniques for noise avoidance for sirgjilk and multiple sink trees, and
simultaneous noise and delay optimization, whileGherng and Chang proposed buffer

insertion at the floorplanning stage instead ofirmuand post-layout stages [5.5].
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Most of previous works on noise-avoiding bufferari®on are for digital signals,
where a buffer working as a restoring stage. lfirdarmediate buffer is present, the
noise computation begins from the output of thdfeopuwhich is not the case for analog
buffering. An analog buffer will replicate exactiyhat it receives, and therefore cannot
distinguish the noise from the signal but pase the next stage. Instead, analog buffers
reduce coupling noise by breaking the long wir® ipteces and then preventing the
downstream induced-current from adding noise toewsegments after it. Those
differences make the behavior of buffer insertiantey different from it in digital
systems. In this Chapter, we investigated noise @eldy optimization by buffer
insertion for analog systems. Similarities betwée® noise metric and Elmore delay
model are exploited. Analytical results for bothiseooptimization alone and noise
constrained delay optimization are derived. Thealtesre then applied to the design of
segmented routing channels for three different efarget distributions Experiments
show that coupling noise optimization alone camucedthe noise by 30%ompared to
delay optimization only, the noise constrained yadgtimization can eliminate the
coupling noise violation with only 8% increase dw thumber of buffers and a delay

performance penalty less than 4.5%.

The rest of this Chapter is organized as follovextion 5.2 gives some preliminaries
and Section 5.3 presents the analysis of buffeariiog for noise optimization and noise
constrained delay optimization for analog signalsalytical formulae are derived and
optimal buffer insertion algorithms are proposethe Tresults are then applied in the
design of a FPAA routing channel as described icti®e 5.4. Experiment results are

given in Section 5.5 and conclusions are presant8ection 5.6.
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5.2 Preliminaries

The Devgan noise estimation metric, which depemdthe victim net resistance, the
driving gate resistance, coupling capacitancefeocaggressor nets and the slops of the
signals on the aggressor nets, is an upper-bound@and over-dampeRLC circuits.

The preliminary results in [5.7] and [5.1] are rafgel here.

L ;
Figure 5.2 Coupling noise due to multiple aggressis.

For a wiree coupled tot aggressor nets, as shown in Figure 5.2,Clebe the
coupling capacitance from nieto wiree, andz be the slopes (voltage changing rate) of

the signal on net the total current induced by the aggressor segs/en by
t
Ie:Z:uiCi (5.1)
i=1

The coupling capacitance is proportional to theptiog lengthl;, and inversely

proportional tad;, the distance between the aggressor and the yictim

Ci :Cclidmin/di (52)
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whereC; is the coupling capacitance for unit length anacspydmin, the minimum wire

distance specified by the design rule.

Often, information about neighboring aggressor metsnavailable before routing.
To perform buffer insertion in an estimation modes assumeu as the slope for all
aggressor signals. In the worst case that thenwiifully coupled from both sides, and

the distance to be the minimum wire distance sygechiy the design rule, we have
t
le=1C. Y I, =1l (5.3)
i=1

where | =24C_ is the unit length coupling current.

A path from the source nodgto the sink nodg may consist of multiple wires. For
a wiree = (uVv), let It be the total downsteam current seerw.athe total coupling

noise perceived at the sigkis given by

NOisgS0—Si) = Ryl 1o+ D.R(le/2+ 11, (5.4)

elpath(so-si)
whereRe is the resistance of wie

A buffer prevents the downstream induced-currenimfradding noise to wire
segments after it. If one buffer is inserted atheagde in the path, the coupling noise

perceived at the sird is reduced to

Noisgso-s)= > (R, +R.1./2) (5.5)

epath(so-si)
whereR, is the buffer output resistance at nade
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5.3 Buffer insertion

Since each wire segment can be viewed as a twoepjrtherefore, we first study the
noise optimization problem and the noise constdhithelay optimization problem on a
two-pin net with fixed length, derive closed forormulae and then apply the results in

constructing the segmented routing channel.

In buffering planning for routing channel of FPAAkgre are usually two problems
similar to those in [5.1]. The first one is to fitlde optimum number and placement of
buffers to optimize the noise only, which is useifulhandling non-critical nets. For
critical nets where delay optimization is necessdéing second problem formulation
seeks to minimize the delay while satisfying thésea@onstraint. We will discuss those

two problems in more details below.

5.3.1 Coupling noise constrained only

In Section Il we see the Devgan noise metric wamkanalog buffering exactly the
same way as Elmore model for delays, by repla€ingith | except that there are no
terms corresponding tGy, T, andCs; since buffer itself does not incur coupling cutren
Most of the conclusions on delay optimization carapplied directly here. For example,
following the same arguments in [5.1], we conclutlat the optimal placement of
buffers is to space them at equal increments exbeptirst one. Lek, be the distance
between the source and the first buffer, gntle the distance between two consecutive

buffers, the coupling noise perceived by the sio#lenis given by
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N(K, X, ¥a) = Ry IX, + RIX,2 /2 + (k = D[R, ly, +RIy,?/2]

5.6
+RI[I =%, - (k=Dy,]+RI[ -x, - (k-Dy,]*/2 >0

The optimum coupling noise by insertiikgbuffers for a given wire of lengthis

achieved when

Xy (k) = — [I + Ry _kRS"J
k+1 R
1 R -R (5.7)
and the optimized coupling noise is given by
1R, +R,)+ -~ (R~ o
N(k) = 1 (5.8)
From (5.8) we note that
N(k—l)—N(k)=L (5.9
k(k +1)
where
u = [RI+I(R,— R’ (5.10)
2RI

Let N(O) be the coupling noise perceived by the sinkenetlen no buffer is inserted,

we have

N(O)—N(k)=Z[N(i—1)—N(i)]=kL+1U (5.11)

64



which shows we can obtain a noise reduction of ly/dnserting the first buffer. By
inserting more buffers, we can still get some medction on the coupling noise, but
less significant as the number of buffers incredSeentually, U is the maximum

coupling noise reduction that can be achieved lffebinsertion.

From (5.8) we also have
N(0) = %I 2+ R (5.12)

which increases as the square of the wire lengfthd. minimum coupling noise we can

achieve by inserting infinite buffers is given by

N(w)=N(0)-U =R, I —%[%) (5.13)

which is linear in terms of. therefore, buffer insertion reduces the crods-tal
decrease the order of the coupling noise with @sjoethe wire length. Practically, we

need only insert nine buffers to achieve 90% oftlaximum reduction.

To find the minimum number of bufferk,, to satisfy the noise constraiM(k,) <

N., we have

N () - N(k,)=N(@) - N, (5.14)
Solving fork, yields
— N(0) - Nc
- {U -(NO - Nc)l o
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5.3.2 Delay optimization with noise constraint

This problem formulation integrates the delay itfte solution, trying to minimize
the delay while satisfying the noise constrainhc8ithe optimal buffer placement for
both delay and noise optimization is to space themqual increments except the first
one, this conclusion still applies here. kdie the number of buffers to be insertette
the distance between the source and the first hufely be the distance between two
consecutive buffers, we first try to find a placeiné, y) that minimizeD(k, x, y) while

N(K, X, ¥) < Nc.

First, if N(k, x4(K), ya(K)) < N. , we already find the solution becausggk), y«(k)) is
optimum placement for delay. Otherwise, the opti(ral) can be found by Lagrange's

method as

oD(k,x,y) _;ON(K,xy) _ g
oX oX
ID(k,x,y) _  ON(K, X, Y) _ (5.16)
ay oy
under the condition that
N(K, , y) = N, (5.17)
From (5.16) we have
oD (K, X, y)/0x _ dD(K, x, y)/dy (5.18)

ON(K, X, y)/0x  ON(K, X, y)/dy
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which yields

(Cb—Cg{x—y+Bﬂéfij=o (5.19)

WhenCg; = Cp, any (x, y) will satisfy (23). Also from (2) and.X) we seex,(k) =
Xd(K), Yn(K) = ya(k) when C5 = C,, which means the same placement of buffers
simultaneously optimize the delay and coupling @poithat is also the optimum

placement for this problem.

WhenCg #Cy,, we have

(8)2

Lety =yn(K) + 4, using Taylor’'s expansion we have

N. = N(k) = N(k, %, y) = N(k, x, (K), y, (k))
LN, 1N

dy "2dy?

_RI

2

A? (5.21)

Y (K)

Y (K)

k(k + 1A *

Note that x4(K), ya(K)) and &n(K), yn(k)) also satisfy (24), therefore those three points
are actually in a line on the XY plate. Since wewn(x, y) must lie somewhere between

(Xa(K), Ya(k)) and &(K), yn(K)), we have
A, =k 2N N (5.22)
V k(K +DRI
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wherex = sign(CSi —Cb).

Lety = vy4(K) - k44, we have

A, :|Csi _Cb|_ 2 N, = N(k) (5.23)
|(k+1)C]| k(k +)RI

When4y> 0, the optimum delay is given by

2
D,()=DK)+D s, +2d N A
a (K) 2.dy” || 4 (5.24)
2
:D(k)"‘E Csi_qu/ k _\/ZNC_N(k)
2 c | Vk+1 RI

When 44 < 0, which mean®(k, xi(K), yi(K)) < Nc , the optimum solution isx{(k),
yda(K)) and the optimum delay B(k). Note that(k +1)A,is a decreasing function &f
Let

B N(©0) - N
k =
P JU=(N(©)-N.)-RI(C, -C,)?/2C?

(5.25)

(If U—-(N,-N.)<RI(C_, -C,)?/2C?, k, = ), then for allk > k,, 44 < 0. Compare
0 C si b

(5.25) and (5.15) we see thigf is always no less thak,, the minimum number of
buffers required to satisfy the noise constrainhiclv means the noise constraint is

satisfied for alk > k.
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Whenk; < ky, the optimum number of buffers for delay optimiaatonly, the case is
simple: we havép: = ka. Whenk, > kg, the optimum k is the first one in the range [

Ko] which satisfies

D,(k+1)-D, (k)20 (6)2

which can be found by numerical methods. Figure @&sents the algorithm, which
returns an optimal solution to the noise constihidelay optimization problem for a

two-pin net.

Algorithm:  Buffer Insertion for Noise Constrained Delay
Optimization
Input: {l, R, Co, Rso, Csi} = two-pin net
{Ry, Cy, Ty} = buffer type
{C¢, u} = coupling parameters
N. = Coupling noise constraint
Output: k= number of buffers
{x, y} = placement of buffers
C=Co+2C 1=2uC;
1. Compute the solution to delay optimization onky, and {q(Kk),
yda(K)}, from (4) and (2) respectively;
2. Compute the solution to noise optimization oy, and {.(Kk),
Yn(K)}, from (5.15) and (5.7) respectively;
3.if C5i=Cp then
k = MAXKy, kn);
4. else
computek, from (5.25);
if ko<ky thenk=kg;
else
find Kk in [Kn, ko] which minimizeDy(K) defined by (5.24);
k=K,
5. X =Xn(K) + An; Y = Yn(K) + Ap;
wherel, are given by (5.22).

Figure 5.3 Algorithm for noise-constrained delayimgation.
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5.4 Experimental Results

The parameters for buffer insertion are chosen ftom 0.18im technology in
NTRS’97 roadmap [2.10]: the unit wire resistafiRe 0.07%2/um, the unit plate wire
capacitanceCy = 0.118F/um and the coupling capacitanCe= 0.09F/um. The buffer
output resistanc&, = 182, the buffer input capacitandg, = 23.4F, the intrinsic
buffer delayT, = 36.4ps. Same as [5.1], we assume a maximum aggresltage
changing rate of 7\ns. LetN., be the limit on noise achievable by inserting brgfon

the longest wire segment, the noise constrairgtisosbe 1.3 timebl.

The buffer insertion algorithms proposed in Sectignare used to obtain buffer
requirement information that are incorporated isigieing channels for three different
net length distributions, namely, geometric, Paisand bi-peak distributions, the same
as in Chapter 4. We set the channel length to bandfbg blocks, each having a width

of 30Qum. There are totally 40 tracks in each channel.

For each of the three channel constructed, we ralydgenerated 200 instances,
each with 50 nets using the target length distiolytand assigned them to the routing
segments in the channel. Table 5.1 and Table & she number of buffers required,
average/maximum delay, average/maximum noise aadhtimber of noise violation
detected for the cagesi = Cy, (for example, the sink is also a buffer) abg = 10C,,

respectively.

It is seen that though the average noise resuitetelay optimization may be lower

than the noise constraint, delay optimization alcaanot eliminate noise violations.
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Noise optimization alone can fix the violations hwvén increase of 10% on delay. Note
that it requires much less buffers than the delpynozation. The noise constrained
delay optimization requires an average 8% moreebsiffthan delay optimization alone,
and cause a delay increase of only 0.06% on avenadjd.5% maximum.

Table 5.1 Experimental results whég = Cy

# Delay(ps) Noise (V) Noise

Buffers | Avg. | Max.| Avg.| Max.| Viol.

Chl 24 65.08 1151.80.25 4.01 18
Delay Opt only| Ch2 119 380.281151.8 1.43 4.01 1
Ch3 94 175.541151.8 0.66 4.01 11
Chl 13 65.65 1202.70.26  3.53 0
Noise Opt. only] Ch2 15 456.741202.7 1.93 3.53 0
Ch3 14 191.981202.7 0.80 3.53 0
Chl 28 65.17 1202.70.25 3.53 0
Noise Const.
Ch2 123 380.281202.7 1.43 3.53 0
Delay Opt.
Ch3 98 175.601202.7 0.66  3.53 0
Table 5.2 Experimental results whég = 10C,
# Delay(ps) Noise (V) Noise
Buffers| Avg. | Max. | Avg.|Max.| Viol.
Ch1 81 213.45 1269.9.39 3.94 1
Delay
Opt Ch2 222 54752 1269.9.53 3.94| 61
Y
Ch3 198 284.20 1269.9.64 3.94| 38
Chi 14 227.91 1324.2.42 3.53 0
Noise
Opt Ch2 122 661.87 1324.3.93 3.53 0
Ch3 10 339.41 1324.2.79 3.53 0

71



Chil 85 213.45 1323.3.39 3.53 0
Noise Const.
Ch2 266 548.03 1323.3.52 3.53 0
Delay Opt.

Ch3 202  284.40 1323.3.64 3.53 0

5.5 Conclusions

Interconnect optimization is an important step msign of field programmable
devices. In this Chapter, we investigated the dongphoise avoidance problem for
analog signals using the Devgan noise metric. Aallyresults of buffer insertion for
noise optimization and delay optimization with moisonstraint for two-pin net are
derived, and applied in the design of routing cledsifor a field programmable analog
array. Experiments show that, compared to optirgiielay only, optimizing both the
noise and delay only causes increase of 8% onuhwer of buffers required and only

0.06% on the average interconnection delay.
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Chapter 6

Configurable Analog Block Design

6.1 Introduction

The design of the Configurable Analog Block theiba®ll used in FPAAs, is
essential in the FPAA design. It is usually infloed by a number of factors,
including the class of circuits to be implementaka-efficiency, routing resources
available and versatility requirements. There @&aeesal important choices need to
be made before the routing architecture can bermeted. Those choices will
strongly influence the area, performance and vaoétcircuits that can prototyped

by the device, which are discussed in details below

The first issue to be considered is the level céngtarity. Fine-grained
architectures (reconfigured at the transistor levell be versatile than a coarse-
grained architecture (reconfigured at a macro-bleskel. e.g. amplifiers), but also
require more routing resources and will have manéckes in the signal path, which
prohibit them to realize high-complexity, high-sgeeircuits. Except in some

research on evolvable hardware [6.1], coarse-gilalDABs are adopted by the
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majority of current commercial and academic FPARwerefore, we chose to design

a coarse-grained CAB in our design.

The operation mode is also a key choice when desigrCAB. Discrete-time
approaches, such as switched-capacitor circuitnigabs, are more robust to noise
and offset and hence do not require the use othgnicning circuitries. However,
such sampled-data techniques require that inpmakligoe band-limited to at least
one-half the sampling frequency, and hence ardsglg and reconstruction filters
must be used. On the other hand, continuous-tineeits do not need band-limited
input signals, but are more sensitive to noisenmatsh and process variations. They
also require more complicated implementations tweha&ircuit components
programmable over a large dynamic range. ExistiR\A&As can only implement
circuits in either discrete-time mode or continutiu®e mode. However, it is highly
desirable to have a CAB with the capability of isypknting both kinds of circuits,

and therefore provide the customer more ways tonig# the system performance.

The signal parameter is another important choioétage or current. The simple
implementation of some operations (e.g., algebaaidition) and possible larger
linearity range with low power supply make currembde circuits very attractive.
However, voltage-mode circuit techniques are welledoped, and voltage signals
have a high fanout. Moreover, discrete-time apgreasuch as switched-capacitor
circuits have been predominantly voltage mode. 8asethose considerations, we

chose voltage as the signal parameter.

Other issues include whether to make the distiddB<for different circuits, or

make them all identical but programmable to impletraifferent functions. While
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some commercial devices designed for a targeteticappn have different CABs
for specific functions (like digital, analog andOl, others and most academic

devices assume a uniform CAB structure, which vss eonsidered in our study.

The rest of this chapter is organized as follovexti®n 6.2 gives some literature
review of existing CAB topologies, and Section @&sents our high flexibility
CAB and its internal routing architecture desigrmmufng channels with different
segmentation schemes are investigated, and expgahnesults are given in Section

6.4. The conclusions are presented in Section 6.5.

6.2 Existing CAB Topologies

Various topologies have been proposed for coammeudarity CABs. Most of
them fall in either of the two categories: contingdgime mode and discrete-time

mode.

Lee and Gulak presented a CAB in there pioneeriogkvon FPAAs [6.2],
where pass transistors controlled by SRAM based angmlements, were used as
the active switch elements that connected basa@uress such as differential pairs,
current mirrors and transistors. A transcondu8tased FPAA described later [6.3]
consists of operational amplifiers and programmabépacitors linked by a
transconductor based interconnection array. A rgereral, continuous-time FPMA
prototype IC that allows analog and digital signisbe exchanged on-chip was
described in [6.4]. For CABs using other core hatdblocks, a CAB consisting of
the programmable OTA, capacitor and MOSFET switahas proposed in [6.9]. A

digitally controllable Gm-cell achieved by a set ofnary weighted unit-
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transconductor is presented [6.10]. Recently, iilgaigate pFET switches have been
explored to help FPAAs to enter the realm of lasgede reconfigurable devices
such as modern FPGAs [6.11]. Instead of using geltas the signal parameter,
current-mode bipolar FPAA was presented in [6.9.6], [6.7], [6.8], which
employed current-mode techniques to avoid the permdlswitches in the signal

path to achieve high performance.

CABs based on discrete-time approaches, such dshsdicapacitor circuit
techniques have been announced by IMP [6.12], aandyrather researchers [6.13],
[6.14], [6.15], aimed at general-purpose signal ditioning tasks in medical,
industrial, or other instrumentation and contrdteyns. Switch capacitor techniques
show good promise for further development for aggpions below 1MHz. The
technology is quite mature and well understood. e\ew, inherent limitation exists.
Namely, switched capacitor technique isampled data technique which requires
continuous time filters for anti-aliasing and restaction. To minimize continuous
time filtering, it is usually required to have tlssvitched-capacitor filter cutoff
frequency one order of magnitude lower than thepsiam frequency. A similar
CAB using pulse-width modulated digital signals tmnvey analog signal
information between programmable analog cells és@nted in [6.16], which faces

the same shortcoming.

6.3 High flexibility CAB design

As mentioned above, all existing CAB are designedimplement either

continuous-mode or discrete-mode circuits, and usglly optimized for certain
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kind of target circuits like filters. In each imptentation, the allowable
configurations are usually very limited, so are #malog functions that can be
realized. To take advantages of both circuit temhes, a CAB that can be
configured to implement both continuous-time andaved-capacitor circuit is very
desirable, which essentially requires a high fléikyb internal CAB routing

architecture allowing arbitrary connections ofatsmponents.

6.3.1 CAB Topology

KKK KKK KK PRA

PCA

PCA

KK XXX XXX PRA

Figure 6.1 Illustration of a high flexibility CABpology

In our study, a general routing approach was adojptethe internal CAB

topology. All terminals of the CAB components haaaxess to a routing channel,
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which allows any two or more of them to be connéctdhe number of
configurations is limited only by the available timg resources, namely, the number
of routing tracks in the channel. Figure 6.1 shawsllustration of a high flexibility

CAB.

6.3.2 Components

Though the resources available in a CAB vary widmiween different devices
commercially available and those still in reseaithsually contains an operational
amplifier (or an operational transconductor), sorpassive elements like
programmable capacitor arrays (PCAs) and progradema&sistor arrays (PRAS),
plus a set of pass transistor switches if switcteggacitor circuit techniques are to

be utilized.
Operational Amplifier

The ideal operational amplifier is one with highigand bandwidth, a wide
dynamic range, a low power dissipation and goodguosupply rejection ratio. A
fully differential configuration is desired becauses less susceptible to common-
mode/coupling noise, providing larger output swamgl better linearity by reducing
even-order harmonics. The OPAMP used in out de$aaiures a telescopic
cascoding input stage that can work alone as a $pgled OTA or preamp, and a
detachable Class AB second stage for resistive, laager output swing and slew

rate. Its schematic is shown in Figure 6.2
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Figure 6.2 Schematic of the differential OPAMP

Programmable capacitor array

Usually PCA are made of capacitors adding in paladach of which must have
a capacitance significantly larger than the paras#pacitance associated with the
substrate and interconnect. Therefore, PCAs usoaltypy a large amount of area
of the CAB. The way to realize a PCA with 4-biteeg@sion by 31 equal parts is

shown in Figure 6.3.

| 8 [1 8 [] 8 [] 8
}ix %4X $2x %1X L] L]
8 [ 8 4 [ 4
O
Ll EmEE
[ N
| 8 4 2 1

Figure 6.3 Layout of a PCA with 4-bit precision
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Programmable resistor array

Various methods may be used to implement prograr@amaiistors, including
the use of polysilicon resistors switched into wit€, complementary MOS
transistor pairs with controlled gate voltages ambre complex transistor

implementations of programmable resistive elemsath as MOS transconductors.

Controllable switches

In order to realized dynamic circuits like sampiedold, and to facilitate the
implementation of switched-capacitor circuits, pagssisistors or transmission gates
are included not for configuring the circuits, lag routable components themselves

whose terminals can be connected to other compstefbrm the circuit wanted.

6.3.3 Symmetrical CAB

There are some other considerations that need takes care of in designing
the routing channel. The first one is symmetry. ta&e full advantage of the
differential OPAMP in combating common-mode noise,totally symmetrical
routing structure between the differential input @utput terminals of the OPAMP
is used. Considering the fact that input signalshtmse two terminals are usually
independent to each other in a fully differentialceait topology, the routing
channels can be divided in to two identical braschehich ensure the symmetry
while reducing the area cost by half. Since sonwball nets like the reference
voltages that need to access both branches, gitwddal are provides which are

usually long lines. The improved CAB diagram iswhan Figure 6.4.
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Global nets

INTINT NN INTINT NN

Figure 6.4 Diagram of a symmetrical CAB

6.3.4 CAB layout

The layout of the whole CAB is shown in Figure 6I5e digital portion (latch,
inverter and buffers) are confined in the upper @oand surrounded by guard ring.

The programmable resistor arrays are placed uhéeouting channel.
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Figure 6.5 Layout of the CAB

6.4 Channel Segmentation

The main design problem in this universal CAB rogtarchitecture is obviously
the channel design. We compare three channel segtioenschemes in this study.
One is used by almost all existing FPAAs, wheredt@nnel consists of long tracks
running through the whole chip. We called it singlegment scheme. The other
scheme is widely used by FPGAs, where the chanceisist of unit-length
segments (only connecting two neighboring termjnalad connection switches are

needed to route longer nets. The third is a stagg@on-uniformly segmented
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channel generated by the algorithm described inp@na2, where the net

distribution was obtained empirically.

To save the silicon area, we always want to deaigauting channel with the
minimum length and width while satisfying the reagments. By limiting the
components to one differential OPAMP, one prograblemaapacitor array and six
controllable switches for each input branch, wednaechannel length of 23. In a
trade off between the flexibility and area costhannel width of 8 was chosen. The

three channels are shown in Figure 6.6.

Crossbar Channel

Unit-length Channel

SNL Channel

Figure 6.6 Three channel segmentation schemes
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6.5 Experimental results

The improvements of SNL channel on routability oeeosbar channel have
been investigated in Chapter 1 and 2. It's eflectess in reducing parasitic
capacitance and cross-coupling was also studi€thapter 3 and 4. Here we show
the improvements of SNL channel on performance eafl circuits in terms of
accuracy and speed. The test vehicle is a switchpdeitor circuit block called

multiplying DAC (MDAC) shown in Figure 6.7.

in+

Al o % e
L L
T T

e

> I I < ‘ : Vo Vep .__Vout+
Vref+ Vref
~ VC OPAMP
yp

0 JF
L LTt
-

s f =
CLKl—I | CLKl—I | | I—CLK2 I—CLKl

|
Vin-

Figure 6.7 Schematic of the MDAC circuit

During phase 1, the bottom plates of both the sangapacitorCs and the
feedback capacitdf: are connected to the input, while the OPAMP ia umit-gain

setting, which provides input-offset cancellatibtmphase 2, the bottom plate of the
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Ctis connected to the OPAMP output, while the botfdate of theCs is connected
the DAC input,Vies: Or Vier. determined bys andS. Ideally the output of the MDAC

at the end of CLK2 will be

f

\Y _Vout— = [1+%J(\/|n+ _Vin—)_ (S_é)gcc::_sélreﬂ _Vref—) (61)

A simulation result is shown in Figure 6.8.

600
400 P\

200

Voltage (mv)
o

-200

-400

-600

Time (ns)

Figure 6.8 MDAC output waveforms

To implement this circuit, two capacitors and sasg-transistors are required for
each of the differential input. There are severs riet be routed for each input

branch. The routing results for the three chandelscribed above are shown in

Figure 6.9.
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Crossbar Channel

SNL Channel

Figure 6.9 Channel routing results of the MDAC gits

First, we compared the accuracy of the MDAC witbckl frequency of 50MHz
and a 3MHz sinusoid wave as the input. The outpotr&and corresponding bits of
accuracy of 24 samplings are shown in Figure 6As0a reference, the output errors
and bits of accuracy with schematic are also givienwhich no effects of

interconnect parasitics were taken in to accoumd, therefore stands for the best
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performance of any channel segmentation scheme@machieve. It is seen that a

unit-length channel results in the biggest perfarceadegradation, with an average

output error of 9.02mv, corresponding to only 7186 of accuracy, which is

expected because the large number of connectiotth®si it requires introduce

significant series resistance. The crossbar chapagbrms no better, with an

average output error of 7.65mv and 7.80 bits ofiemxy. The SNL channel achieves

an average output error of 3.78mv and 8.90 bitewaziuracy, which is onlp%

degradation to schematic results.
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Figure 6.10 MDAC accuracy with various routing chah

With increased input signal frequency, the intermam parasitics degrade the
performance more because of the sampling jittee. ddturacy of the three MDAC
implementations with respect to the frequency ef itiput sinusoid signal is given
in Figure 6.11. Once again we see that a unit-kergtannel yields the worst
performance because the larger RC delay worsersah®ling jitter. And as the
input frequency increases, the degradation becamw® obvious. SNL channel
remains one bit more accurate than the single sefgamannel for input frequency
up to (larger than the Nyquist frequency). Beyohnal ttheir difference diminishes

because the sampling jitter dominates the outpat.er
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Figure 6.11 MDAC accuracy with respect to inpugfrency (50MHz Clock)

The speed performance of the three MDAC impleme&matwas found by
varying the clock frequency. The results are giwrefigure 6.12. It shows that for
the whole clock frequency range, the SNL channeilaies approximately one bit
more accurate than the single-segment channelhw$ione bit more accurate than
the unit-length channel. Interestingly, the simolatresults show that the SNL
channel performs even better than pure schematigat clock frequencies. This
phenomenon can be explained as follows: the pa@ras#tpacitance loads the
OPAMP and reduces its phase margin, and therefauses overshooting at the
output. When the clock is so fast that the sampdinds before the output reaches its

settling value the first time, this overshootinguadly helps to improve its accuracy.

89



T

—6— Ideal Channel

< 401 =-4)--= SNL Channel

£ -=#-= Crossbar Channel

S 3011 -+ UnitLength Channel

Lu | | |

T A

g ------ | | |

> ——l _uu-_--_-‘_-_-:- venadunmmunnnnnes qes

P i oo
.,-...M,_ e |
1 1

0 L L
50 55 60 65 70 75 80 85 90 95 100

>

Q

3

5

(&)

Q

<

G

12

2

50 55 60 65 70 75 80 85 90 95 100
CLK Frequency (MHz)

Figure 6.12 MDAC accuracy with respect to cloclgtrency (3MHz input)

6.6 Conclusions

As one of the essential parts of the high-perfomeaRPAA, a highly flexible
CAB designated to implement both continuous-time driscrete-time circuits is
proposed. Containing a configurable two-stageeckffitial OPAMP, programmable
passive elements and controllable switches, the CA®B implement various high-
level analog functions, like sample-and-hold anmaljf comparator, precision
amplifier and first-order filters. An internal raom) architecture enables arbitrary
connections among all its components, while thaltaumber of configuration

limited only by the routing resources available.réduce the effects of interconnect
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parasitics, channel segmentation techniques deskcrib previous chapters are
applied in designing the routing channel. The tesshow that a proper channel
segmentation scheme is shown the achieve signijcaless performance
degradation than those commonly used in existinghA3P or FPGAs, while

requiring much less routing resources and procgesiorts.
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Chapter 7

Hierarchical Implementation of An 8-bit

Pipelined A/D Converter

7.1 Introduction

Providing the link between the real analog world aigital signal processing
and data storage, analog-to-digital conversionnie of the most widely needed
analog functions. High-speed A/D converters findplmations in digital
oscilloscopes [7.1], disk drive read channel [7a2ld wireless communication
systems [7.3], while high-resolution A/D convertersable digital audio [7.4] and

video-imaging systems [7.5].

There are different ADC architectures targetingdifferent applications, each
has its own advantages and disadvantages [7.6)eWi& low-sampling-rate, high-
resolution applications are still the domain of cessive approximation register
(SAR) and integrating architectures (more recentlyersampling/sigma-delta
ADCs), and the high-sampling-rate (Giga sample segond or higher) but low
resolution are still obtained using flash ADCs #émeir variants, it is safe to say that
pipelined ADCs of various forms have become thetmogular ADC architecture

for anything between them [7.7], with sampling safeom a few MSPS up to
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several hundred MSPS [7.8], and resolutions framts8up to 16 bits [7.9], covering
a wide range of applications including CCD imagintirasonic medical imaging,

digital communications, digital video, xDSL, calbf®dem and fast Ethernet.

The rest of this chapter is organized as followsctin 7.2 provides some
preliminaries on pipelined A/D converters, and ®ect/.3 describes the detailed
hierarchical design flow, including circuit partiti, CAB configuration, sub-block
placement and routing. Experimental results arsgmted in Section 7.4, focusing
on the impacts of routing parasitics on the statid dynamic performance of the

ADC. The conclusions are given in Section 7.5.

7.2 Pipeline A/D Converter

A typical block diagram of a pipeline A/D convertershown in Figure 7.1. It
consists of a cascade Nf identical stages. Each stage samples the outptlieof
previous stage and quantizes it coarsely Biwta bits (effective per-stage resolution
is B, and one extra bit is used foe digital correctioi)e quantized signal is then
converted back to analog signal using a DAC andraated from the sampled
signal. The residue is amplified by the interstagmplifier with a factor of 2 and
fed to the subsequent stage. The same proceduepasted by each stage down
along the pipeline to finish the whole conversigielding a total resolution d{iB
bits. All the bits corresponding to the same sangie time-aligned with shift
registers before being fed to the digital-errorreotion logic. Since the S/H function
in each stage allows all stages to operate conttlyr¢éhe pipelined ADC achieves a

throughput of one output per clock cycle, with etecy ofN clock cycles.
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Figure 7.1 Diagram of a pipelined A/D converter

Depending on how many bits each stage resolvesrendumber of bits in the
LSB flash ADC, there can be many variations of ji@el ADC. The partition of
bits per stage is determined in part by the tangetpeed and resolution. In general,
higher-speed CMOS pipelined ADCs tend to favorveelonumber of bits per stage
because it is difficult to realize wideband amplifiof very high gain. On the
contrary, lower-speed CMOS pipelined ADCs tend @aeof more bits per stage,
which reduce the accuracy requirement of the coflasd ADC in each stage and
results in less latency. To maximize the interstageplifier bandwidth, the
dominant limiting factor of the conversion speedesolution of 1.5 bits per stage
[7.10] (i.e., 2 decision levels) is chosen in thigeline implementation, which also
allows a correction range for comparator offsetstapgVrer /4 and eliminate a

dedicated front-end S/H circuit [7.11].
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7.3 Implementation of One Stage

The objective of partition is transforming the citcto be implemented into an
interconnection of components of the given tardpeaify with a minimum covering
cost. In the case of 1.5-bit per stage, the flaBI{CAsection is just two comparator,
and the DAC is simply a multiplexing of voltage®gtr and Vrer controlled by the
comparator outpu. In practice, a single switched-capacitor cirdaliick called
multiplying DAC (MDAC), as shown in Figure 7.2, f@mms the functions of
sample-and-hold, subtraction and interstage arogtibn. The circuit was already
presented in Chapter 6 as a test vehicle of the ,GAB its working principles and

implementation was described there too.

» S&H

s
— Coarse ADC
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Figure 7.2 Schematic of the MDAC circuit

The coarse ADC in each stage is a flash ADC comgr& two comparators.
Figure 7.3 shows the circuit of a high-speed ladcltemparator with offset
cancellation. It consists of a preamplifier follodvey a track-and-latch stage. The
preamplifier typically has some gain to improve tlesolution, but usually no
greater than 10 because the time constant woultbddarge and the speed is
limited. It can be simply a unit-gain buffer if wehigh speed but only moderate
resolution is required [7.12]. The preamplifiercalsrevents kickback, the charge
transfer either into or out of the inputs when treck-and-latch stage goes from
track mode to latch mode, caused by the chargeedeedturn the transistors in the
positive-feedback circuitry on and turn the tratsss in the tracking circuitry off.
Without the preamplifier, this kickback will entdne driving circuitry and causes

very larger glitches.
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7.4 Placement and Routing

The objective of the placement is assigning eadhcscuit to a CAB in the
FPAA, ensuring no overlap, as well as 100% routgtaind minimum performance
degradation. Usually the placement should worketjowith the routing. In case the

routing results are unsatisfactory, the placemeayb® rearranged and rerouted.
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Automatic placement algorithm for VLSI synthesiss Haeen studied extensively
[7.13] and will be a good topic of our future studyt is beyond the scope of this
work. The sub-circuit placement is quite straightfard here and hence done
manually. Each stage of the ADC is convenientlyc@dthinto three CABs near to
each other, and the stages are placed one by towife the signal flowing path.
The whole 8-bit ADC is partitioned and placed iat@x4 array of CABs, as shown
in Figure 7.4, where the expected connections aadenwith dashed lines. For
simplicity, differential signals are representedégingle line, and global nets like
power supplies and biases are not shown.

The input to the router is a netlist of CABs, whitéscribes how the terminals
should be connected. The format of a netlist usedhis work is described as
follows:

A terminal is represented as a three-componentowetiat defines its

coordinates in the array: [row, column, pin].

* A net is a connection with multiple terminals. lfllvbe represented as a
series of terminals. For example, [1 2 3; 1 3 3 3] represents a net that
connects three terminals.

There are totally 19 nets in our placement of tineut to be routed, and the

netlist of CABs is given as

net 1. [611; 311;221;521;631; 331;241;,54 1] %Viel4

net 2. [511;, 211;121,421531;, 231;241,441] %-
Viet! 4

net 3. [411;111;,321,621;431;131;341;641] %V

net 4. [612;512;412] %input

net 5. [613;414] [513;413] %Y%onparator output

net 6. [415;312;212;112] %stage2 input
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net 7. [313;114] [213;113] %onparator output
net 8. [115/122;222;322] %stage3 input

net 9. [123;323] [223;32 4] %onparator output
net 10. [3 2 5;4 2 2;52 2;6 22] %staged input

net 11. [4 2 3;6 2 3] [5 2 3;6 2 4] %onparator output
net 12. [6 2 5;4 3 2;5 3 2;6 3 2] %stage5 input

net 13. [6 3 3;4 3 4] [5 3 3;4 3 3] %onparator output
net 14. [4 3 5;3 3 2;2 3 2;1 3 2] %stage6 input

net 15. [3 3 3;13 4] [2 3 3;1 3 3] %onparator output
net 16. [1 3 5;14 2;2 4 2;3 4 2] %stage7 input

net 17. [1 4 3;3 4 3] [2 4 3;3 4 4] %onparator output
net 18. [3 4 5;4 4 2;5 4 2;6 4 2] %stage8 input

net 19. [4 4 3;6 4 3] [5 4 3;6 4 4} %onparator output;

The routing result with a crossbar routing chansshown in Figure 7.5, where
the routing segments run through the whole lengthwidth of the array. The used
routing segments are plotted as solid lines, wthie unoccupied resources are
plotted as dotted lines. A solid circle at the iséetion of two tracks means they are
connected by the router. It shows a minimum of rinaeks per channel for this
architecture are required to complete the routinylost of the time a short
connection is forced to use a long line, whichawly results in ineffective resource
utilization but also deteriorates the performarmsgause the unused portion of the

segment presents as a loading capacitance an@sesreross-coupling.

The routing result with a segmented channel is showFigure 7.6. It is seen
that without increasing the number of switches, ringting can be completed with
only six tracks, while the wire wastage and thencleaof cross-coupling are also

greatly reduced.
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7.5 Experimental results

To investigate the performance penalty caused éyradhting interconnections,
the whole array was laid out and the interconnecagitics were extracted, while a
programmed switch is simply modeled as a single beawveen metals. In our
experiments, three ADCs are implemented, usingctbssbar, unit-length and a
segmented routing channel, respectively. Figuresiiaivs the layout of the ADC

chip.

Figure 7.7 Pipelined ADC: Chip Layout
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7.5.1 ADC static accuracy specifications

The absolute accuracy of an A/D converter inclutiesoffset, gain and linearity
errors. The relative accuracy is the accuracy dfteroffset and gain errors have
been removed. It is also referred to as ititegral non-linearity (INL), which is
defined to be the deviation of the output signahfra straight line drawn through
zero and full scale. A conservative measure of Im@arity is to use the endpoints
of the converter’'s transfer response to definesthaight line, while an alternative
definition is to find the best-fit line such th&etmaximum difference is minimized.
The best straight-line approach is generally preterbecause it produces better
results. The INL specification is measured aftethbstatic offset and gain errors

have been nullified, and can be described as fsllow

INL = (VD _Vzero)/\/LSB -D, (7.1)

where 0 <D < 2V-1 is the digital output codey is the ADC's resolutiorlp is the
analog value represented Dy Ve is the minimum analog input corresponding to
an all-zero output code, aMisg is the ideal spacing for two adjacent output codes
If the maximum INL error is less than 0.5 LSB, #® converter is guaranteed not

to have any missing codes [7.6].

Another term,differential non-linearity(DNL) is defined as the variation in
analog step sizes away from 1 LSB. DNL is specifiéidr the static gain error has

been removed. It is defined as follows:

DNL = (VD+1 _VD)/\/LSB_]" (7.2)
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where 0 <D < 2"-2. Similarly, an A/D converter is guaranteed nothave any
missing codes if its maximum DNL error is less tharLSB. In Figure 7.8 the
transfer curve of an 8-bit A/D converter is showhe drawn line shows the ideal
transfer characteristic, while a dashed line ingisahe measured transfer curve of a
practical converter. LNL and DNL are shown parttyaafunction of the LSB error

between the drawn line and the dashed line.
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Figure 7.8 Transfer curve of an 8-bit A/D converter

In the applications where it is necessary to digtish the slight difference
between adjacent values like color densities ingin@ processing, DNL is the
important measurement of linearity. However, inapoplication in which widely
varying parameters like speed must be continuauslgitored, INL is usually more
important. INL and DNL can be measured with eitheuasi-DC voltage ramp or a

low-frequency sine wave as the input [7.14]. A denpC (ramp) test can
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incorporate a logic analyzer, a high-accuracy DA@tibnal), and a high-precision

DC source for sweeping the input range of the deuitder test (DUT).

There are many factors in defining INL and DNL of pipelined ADC. The

following are the dominant ones:

Reference voltage variations: As the ADC outpuhesratio between the analog
signal voltage and the reference voltage, any tranieor noise on the analog
reference will cause a change in the convertedadliigalue. As the comparators
are placed all around the FPAA, it is essentiahike sure the IR drops caused
by the routing wires are low enough, or at least teference voltage at all
blocks are affected in the same direction. It'©dlsportant to keep the wire
track used to route reference voltage far away filmenquasi-digital nets like the

comparator outputs to avoid excessive switchingemi

Non-ideal OPAMP: Limited gain, CMRR and PSRR of t&® AMP cause
conversion errors at each stage of the pipelineC A&nd therefore need to be
optimized. OPAMP non-linearity generates harmomibgch directly add to the
non-linearity of the ADC. In the aspect of routingnbalanced input/output

loading deteriorates it and therefore need to lodad as long as possible.

Routing parasitic resistance and capacitance: Mipedance of the analog signal
source or series resistance between source andilinause a voltage drop
across it because of current flowing into the piMhen there is parasitic
resistance in series, the sampling time for eaapeswvill be changed, which is
not uniform across the chip and contribute to noedrity too. The parasitic

capacitance will not allow the sampling capacitobé charged to exactly to the
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input. If the analog input signal varies, the sangperrors at different stages are
non-uniform either and increase the DNL and INLtlod ADC. Therefore, a
router minimizes the routing parasitics naturallging better INL and DNL

performance.

» Signal cross-talk: cross-talk between nets causagds in the input level and
timing in an obviously no-linear way. A router wittross-coupling noise

deduction will possibly improve the linearity otliADC as well.

For comparison, the simulation results of INL oé t8-bit ADCs implemented
using those three routing channels are plottedignrg 7.9, at a sampling rate of
50MSPS. Also plotted is the results of an idealtinguchannels (the interconnect
parasitics are not extracted in the simulation)s Been that while the ideal routing
channel will yield a maximum INL less than 0.5 LS®hich guarantees the
monotonicity, the interconnect parasitics in otifieee channels results in larger INL
and therefore worse linearity. Among them, the emwnal crossbar routing
channel results in a maximum INL about 2.5 LSB,alhmay exclude it from many
high-linearity applications. = However, a segmentelthnnel can reduce the
maximum INL to about 0.8 LSB, meeting specificatfon most applications on an

8-bit ADC.

The DNL of the ADCs implemented with different rmgt channels are plotted
in Figure 7.10, which also demonstrates the effeogss of the segmented channel
in reducing parasitics over the crossbar chanhéd.deen that a segmented channel
not lonely reduces the maximum value of the DNL &lsb reduces the frequency

when DNL is greater than 0.5 LSB.
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The above plots may indicate that the unit-lengtiiting channel is comparable
to a segmented channel in accuracy performance.ekiw since a unit-length
channel requires much more connection switche$ienstgnal path, its processing
cost is much higher while the system reliabilitysignificantly lower because each
switch setting does come with a failure rate, thoegtremely small. Moreover,
though the series resistance of the connectionclkest implemented by the
Makelink™ technology is very low, and therefore doesn't eausgnificant
degradation at low frequency, its impact on theesysperformance will be revealed
at high frequencies. The INL and DNL performancetltd three channels with
respect to the sampling rate is plotted in FigurEl.7It shows that as the clock
frequency increases, the improvement of segmertadnel over the unit-length
channel become more obvious. When the clock freqyuén quite high, the DNL
performance of the unit-length channel is even wadign that of the crossbar

channel.
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7.5.2 ADC dynamic accuracy specifications

While the DC-specifications are for the static &ngy, dynamic specifications of
A/D converters give a better insight into the aggdtility of a converter in a high
frequency system, where linearity and spectral tpudare essential. Popular
specifications for quantifying ADC dynamic perfonca are signal-to-noise ratio

(SNR), total harmonic distortion (THD) and spuridtee dynamic range (SFDR).

The quantization process introduces an irreverghier, which sets the limit for
the dynamic range of an A/D converter. Assumind tha quantization error of an
ADC is evenly distributed, the SNR for a singled¢osinusoidal signal can be

obtained to be

SNR= (602N + 1.76)dB (7.3)

Any nonlinearity in an A/D converter creates harmatistortion. In differential
implementations, the even order distortion comptseare ideally canceled.
However, the cancellation is not perfect if any masch or asymmetry is present.
The THD describes the degradation of the signaligtartion ratio caused by the

harmonic distortion. By definition, it can be exgsed as an absolute value with

(7.4)

Where Ny is the number of harmonics to be considered, R(fidis the power
spectrum density of the ADC output at frequehcyVhen large oversampling ratios

are used and the spectral purity of the ADC is irtad, like wireless
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telecommunication applications, a proper specificatis the ratio between the
powers of the signal component and the largestapsicomponent within a certain

frequency band. The SFDR is usually expressed taiB

P(f.)
SFDR= 10[Ibgﬁ (7.5)
P fspur

For an exact SFDR definition, the power level ¢d ftandamental signal relative to
the full-scale must also be given. Normally theitiing factor of the SFDR in ADCs
is harmonic distortion. In most situations, the $&hould be larger than the signal-

to-noise ratio of the converter [7.15].

A more realistic figure of merit for an ADC is tisgnal-to-noise and distortion
ratio (SINAD), which is the ratio of the signal ege to the total error energy
including all spurs and harmonics. SINAD is deteraal by employing the sine-fit
test, in which a sinusoidal signal is fitted to easured data and the errors between
the ideal and real signal are integrated to getdta power of noise and distortion

[7.16]. Effective number of bits (ENOB) is definad

ENOB= SINAD-176dB (7.6)
6.02dB

And the effective resolution bandwidth (ERB) isidefl as the maximum analog
frequency for which the ENOB is 1/2 LSB lower witespect to the theoretical

value.

The spectral outputs of the four ADCs with 100 Kslausoidal input and 50

MSPS clock is plotted in Unit-length Channel
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Figure 7.12. It shows that an ideal routing charaatlieves an ENOB of 7.77
bits, but the parasitics associated with non-ideafing channel reduces it from that
value. Compared to a crossbar channel, the segcheldmnel improves the SNR by
2.4 dB, while reducing the THD by 3.2 dB, and tlere achieves a 0.5 bit higher

ENOB. The segmented channel also achieves a 3.%tgther SFDR.
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The ENOB of the ADCs versus input frequency (50 BBR plotted in Figure
7.13. While he plot shows that the ac performanicallobADCs degrades due to
sampling uncertainties caused by high-frequenctodien, the ADC implemented
using the segmented channel maintains a higher EN@B ADCs implemented
with other two channels over a wide range of ingghal bandwidth. It also has the
widest ERB of 11MHz. At very high input frequendie interconnect parasitics on
longer dominates the noise and distortion, andBN©B of all ADCs deteriorates

rapidly and falls to about the same level withcegards to which routing channel

they are implemented with.
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Figure 7.13

The ENOB of the ADCs versus clock frequency (witht& input frequency) is

plotted in Figure 7.14. Unlike the previous plot, shows that the impact of

interconnect parasitics become more obvious asltiok frequency increases, since

the loading capacitance and series resistancetlgiagtect the settling time of the

OPAMP. Since the crossbar channel introduces tigeda interconnect capacitance,

the ADC implemented with it has the worst perforo@nAt low frequencies, the

ADC implemented with the unit-length channel pemierabout the same as that

implemented with the segmented channel, but bedofeeor at high frequencies

due to its high interconnection series resistance.
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7.6 Conclusions

In this Chapter, an example of hierarchical anagstem design is presented.
An 8-bit pipelined ADC is implemented using the F°Aeveloped. The design
flow (circuit partition, placement, routing and pdesyout simulation) are illustrated,
and detailed configurations of the CABs to reabmd-circuits like the MDAC and
comparators are described. The key performanctc(stad dynamic) of the ADCs
implemented with different routing channels are pamed and discussed. The

results show that a well designed routing architectan not only greatly improves
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the routability but also reduce the interconnectapiics and therefore the

performance degradation.

121



Chapter 8

Conclusions and Future Work

In this dissertation, design methodologies of Ipginfformance FPAA for
hierarchical implementation of analog and mixedialgsystems are examined. Key
aspects like programming technology, routing aedtire optimization, analog
performance-driven routing, flexible CAB circuit dartopology are addressed in

details. The main contributions of this work cansbenmarized as follows:

1. Innovative programming technology, laser Makellks used to minimize the
non-ideality of programmable switches. Providing tah¢o-metal links with
extremely low resistance and negligible capacitaias the enabling technology
of configurable analog devices with high-performanwhich will be severely
limited by popular programming technologies like ARcontrolled pass

transistor used in configurable digital devices.

2. Channel Segmentation schemes are investigatedpimwe the routability while
reducing interconnect parasitics and cross-talkm@ared to the crossbar routing
channel employed by the majority of existing acadeamd commercial FPAA
devices, a well segmented routing channel congistirwire segments of various

lengths and staggering locations can better mdehattual net distribution, and
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therefore allow more nets to be routed withoute@asing the channel area, or
require less channel area at the same capacitheAsame time, since a better
matched routing greatly reduces wire wastage, wtétlses unnecessary parasitic
capacitance and cross-coupling, a segmented chasdlown to significantly

reduce interconnect parasitics and then enhandethetspeed and accuracy of

the system.

In large scale arrays where long connections arpec®d, the channel
segmentation alone cannot guarantee the intercobdeéxys and cross-couplings
are within the performance bound. Buffer insertmigorithms are studied for
several scenarios, namely, delay optimization, somipling noise optimization
and noise-constrained delay optimization. Analytiesults are derived for a
single net, and combined channel segmentation afférbinsertion algorithms

are proposed for each scenario.

. A high-flexibilty CAB is built using a fully diffeential internal routing
architecture. Consisting of an high-gain, high beidth two-stage OPAMP,
whose second stage is detachable, programmableitaparray and resistor
array, and controllable pass-transistors, thesesgranulized CAB can realized a
wide range of commonly used analog functions likemgle-and-hold,
comparator, precise gain amplifier and analogr§iltan both continuous-time

mode and switched-capacitor circuits.

. As a demonstration, an 8-bit pipelined A/D Conwverte hierarchically
implemented via the proposed FPAA. Detailed defiaym is described, including

circuit partition, sub-block placement and routiregults. Key performances of
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the ADCs implemented with different routing archtt#es are presented and

discussed.

However, for FPAAs to play more vigorously in argldesign automation, and
eventually achieve a similar role as FPGAs in tiggtal world, the work done in this
dissertation is still in the infant stage. Thedallng work is expected to be continued

in the future:

1. Analog IP Library Development: To properly driveetloff-chip load, various
application specific circuit functions at a higlersign level should be added into
the IP module library as the pre-qualified designthe end users. Those may
include but not limited to: ADCs, PLLs, high-orddters, control circuits and 1/0O

block

2. Automatic circuit partition and placement, whickea the block-level signal flow
diagram or even the design descriptions and spatidns as the input, chooses
the necessary modules from the IP library with prgmrameters, and place them

in the CABs available in the device.

3. High-level Design Methodology: Instead of a traw#al bottom-up design, a top-
down process can be employed. Design entry canfisiar description languages
like Verilog-A or AHDL. The overall system performze can be estimated at the

early design stage thus preventing the risk offfitsent design or over-design.
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