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Abstract. The cosmic web consists of a complex configuration of voids, walls, filaments, and
clusters, which formed under the gravitational collapse of Gaussian fluctuations. Understand-
ing under what conditions these different structures emerge from simple initial conditions,
and how different cosmological models influence their evolution, is central to the study of
the large-scale structure. Here, we present a general formalism for setting up initial random
density and velocity fields satisfying non-linear constraints for specialized N -body simula-
tions. These allow us to link the non-linear conditions on the eigenvalue and eigenvector
fields of the deformation tensor, as specified by caustic skeleton theory, to the current-day
cosmic web. By extending constrained Gaussian random field theory, and the corresponding
Hoffman-Ribak algorithm, to non-linear constraints, we probe the statistical properties of the
progenitors of the walls, filaments, and clusters of the cosmic web. Applied to cosmological
N -body simulations, the proposed techniques pave the way towards a systematic investigation
of the evolution of the progenitors of the present-day walls, filaments, and clusters, and the
embedded galaxies, putting flesh on the bones of the caustic skeleton. The developed non-
linear constrained random field theory is valid for generic cosmological conditions. For ease
of visualization, the case study presented here probes the two-dimensional caustic skeleton.
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1 Introduction

In this study, we extend and elaborate our analytical model for the formation of the cosmic
web [1–3], and its complex multiscale network of filaments and sheets, by the Caustic Skeleton
model [4]. The formalism, expressions, and details were introduced and extensively described
in [4]. It entails an exact and computationally practical set of expressions for inferring the
full two- or three-dimensional skeleton of the cosmic web1 emerging from any cosmological
primordial field of linear density and velocity perturbations. It extends the early studies by
the Soviet mathematician Arnold and collaborators [5, 6], that studied the caustic structure
predicted by the Zel’dovich formalism [1].

While the Caustic Skeleton details the structural outline of the nodes, filamentary
branches, and sheetlike membranes that constitute the skeleton of the cosmic web, in the
present study we develop the formalism to detail the mass distribution in and around the
caustic skeleton. To be able to predict the mass distribution in and around filaments and
walls, including the density profiles along as well as perpendicular to the filamentary ridges
and sheetlike membranes, we develop a fully non-linear constrained field formalism. It is an
extension and elaboration of the linear constrained field formalism introduced by [7], and
further developed in [8] and [9].

We subsequently implement the (non-linear) caustic conditions for the various structural
features of the cosmic web. It allows us to explore in detail, and to great depth, the processes
in and around the evolving features of the cosmic web and the hierarchical buildup of the
connections between the various components of the cosmic web. The present study is the
first in a series detailing the evolution of the mass distribution in and around the cosmic web.
For reasons of presentation and clarity, the present study is limited to the two-dimensional
universe.

1The caustic conditions underlying the model that are derived in [4] are applicable for any N -dimensional
space.
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1.1 The cosmic web

The cosmic web is the largest complex structural pattern known in nature and is the funda-
mental spatial organization of matter, gas, and galaxies on scales of a few up to a hundred
Megaparsec [2, 3, 10]. Galaxies, intergalactic gas, and dark matter exist in a wispy weblike
arrangement of dense compact clusters, elongated filaments, and sheetlike membranes sur-
rounding near-empty void regions. The prominent elongated filamentary features form the
dense boundaries around the large tenuous walls and define a network pervading the entire
universe. The filaments connect up at massive, compact clusters located at the nodes of the
network, and together with the walls, they surround the vast, underdense, and near-empty
voids. Around 50% of dark matter and 50% of galaxies, is residing in filaments [see e.g.
11, 12]. The complex connectivity and intrinsic multiscale character reflect the primordial
conditions out of which the wealthy structure and variety of objects in the Universe have
emerged through gravitational evolution.

Cosmological observations are producing ever more detailed maps of the spatial galaxy
distribution, while a range of observational data is accessing the neutral and ionized gas
distribution in the cosmic web, and even that of the dark matter distribution [13, 14]. In
the coming years a large array of major observational redshift surveys, in particular, those of
Euclid, DESI, the Vera Rubin observatory, and SKA – will map the weblike organization of
galaxies over unprecedented large cosmic volumes. Given this wealth of data, it is of crucial
importance to prepare for the systematic scientific exploration of the cosmic web and study
its dependence on the cosmological setting in which it forms. As the structure, dynamics,
and connectivity of the cosmic web depend sensitively on the underlying cosmology, these
new methods will exploit the geometry and topology of the cosmic web to infer constraints
on the underlying physics and cosmological parameters.

The evolution of the complex multiscale structure of the cosmic web is the product of
the interplay of a range of non-linear processes. N -body simulations, numerically simulating
cosmological structure formation, are very useful to obtain a good impression of the res-
ulting structure. However, even though several up-to-date projects provide a large number
of simulations that offer a good representation of many aspects of the structure formation
process [15, 16], they are usually demanding, expensive, and do not have the flexibility to
infer the required information on all relevant cosmological structure formation aspects. A full
understanding of the outcome makes it necessary to invoke complementary analytical models
and descriptions for the interpretation of the results. This will provide substantially more
profound and versatile insight into the physical processes driving the formation and evolution
of the cosmic web.

Given the importance of basing the analysis of cosmic web observations on a good ana-
lytical model for its non-linear evolution, the present study involves the further development
of the Caustic Skeleton model of the cosmic web that we introduced in [4].

1.2 Phase-space evolution

The process of the formation and evolution of structure in the Universe is driven by the
gravitational growth of tiny primordial density and velocity perturbations. Inhomogeneities
in the gravitational force field lead to the displacement of mass out of the lower-density areas
towards higher-density regions. Complex structures arise at the locations where different mass
streams meet up, along which gravitational collapse sets in. While reaching this stage the
matter distribution starts to develop non-linearities, and we see the emergence of complex
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structural patterns, the Cosmic Web. In the current universe, we see this happening at
Megaparsec scales.

Of key importance for understanding the emergence of non-linear structure in the Uni-
verse is an insight into the structure of the mass flows accompanying the structure formation
process. The first recognizable features to emerge in the cosmic matter distribution are the
flattened wall-like and elongated filamentary features, along with the large underdense void
regions that assume most of the cosmic volume between these features. Ultimately these
merge into a pervasive weblike network. Their formation is the result of the accumulation
of different mass streams at specific locations, with walls and filaments forming at locations
where various mass streams meet up. Insight into the process and the formation of the cosmic
web is therefore attained by assessing the multi-stream nature of the mass flows. To analyze
the multi-stream structure of the mass distribution, we turn to the Lagrangian description
of structure growth. It takes into account its full six-dimensional phase-space structure [see
17–21, for key contributions on this.].

The first stages of cosmic structure formation are remarkably accurately described by
the analytical framework of the Zel’dovich approximation [1]. Its first-order Lagrangian de-
scription has proven to work extremely well until non-linear gravitational evolution induces
contraction and collapse, and the appearance of multi-stream regions. This goes along with
the emergence of the first nontrivial wall-like and elongated features in the cosmic matter
distribution. It not only represents a remarkably accurate description of the evolving mass
distribution up to the appearance of multi-stream regions, but it also suggests the morpho-
logy of cellular or weblike arrangement of matter in the universe and hence predicted the later
detection of the weblike organization of galaxies and gas in the Universe [22–26].

1.3 Multistreams & caustics

Further insight into the non-linear evolution of the mass distribution after the emergence of
multi-stream regions is obtained by concentrating on the features that form at the locations
where the different gravitationally directed mass streams meet up. These form the structural
spine around which matter subsequently assembles and virializes into recognizable physical
objects. In terms of six-dimensional phase-space, it corresponds to the local folding of the
phase-space sheet along which matter – in particular the gravitationally dominant dark matter
component – has distributed itself. As seen from the six-dimensional phase-space perspective,
the features in the cosmic web are the projections of a three-dimensional mass sheet in a six-
dimensional phase-space onto the spatial (Eulerian) volume. There where different mass
streams cross at a particular location, the sheet is folded and the projection of these folds is
seen as a structural feature in the cosmic web.

The Caustic Skeleton model tracks the evolution of the dark matter sheet in six-dimen-
sional phase-space and marks the locations where the fluid forms caustics, and structural
singularities in the evolving mass distribution. We derived the complete set of analytical
expressions for where and which class of singularities would appear [4]. These non-linear
caustic conditions are fully characterized by the eigenvalues and the eigenvector fields of the
deformation tensor. Dynamically, this is related to the instrumental role of the tidal forces
shaping the anisotropic features in the cosmic web [see e.g. 3]. Indeed, one may trace the
major aspects of the spatial outline of the cosmic web in the primordial tidal field structure,
specifically that of its eigenvalues (see figure 2).

Crucial for the spatial pattern outlined by the caustic features, and their subsequent
hierarchical evolution is that not only the spatial structure of the eigenvalue fields but also
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that of the eigenvector fields are of decisive importance [4]. Conventionally, the key role of
the latter has almost been entirely ignored. It is the incorporation of the eigenvector fields
that has enabled us to develop a fully analytical theory of the Cosmic Web.

The Caustic Skeleton model highlights the place and time where gravitational collapse
turns non-linear, and where and when walls, filaments, and clusters emerge. Moreover, these
caustic mark the locations where these structures merge to form the interconnected structure
which we observe today. For the application of the Caustic Skeleton, we need to augment
it with a model for large-scale structure formation, specifically in the form of a (primordial)
deformation field. The prime example of this is the Zel’dovich approximation. The inferred
caustic features define the caustic skeleton. It marks the location and spatial outline of the
caustic features in the initial (Lagrangian) field. The skeleton of the cosmic web in Eulerian
space using the Lagrangian map xt to Eulerian space. Following the identification of the
various caustic varieties and caustic points in Lagrangian space, the application of the map
xt will produce the corresponding weblike structure in Eulerian space.

Surprisingly, these caustics are intimately related to the occurrence of degenerate critical
points, which were in the last century classified by catastrophe theory. Thom famously
classified the stable critical points of families of functions into a finite set [27], popularized
by Zeeman [28, 29]. Arnold extended catastrophe theory to the classification of caustics and
connected them to the ADE Coxeter groups classification (also famously occurring in the
classification of semi-simple Lie algebras) [30–32]. In the three-dimensional setting, these are
the A varieties A2, A3, A4, and A5, the D umbilic varieties D4 and D5. The E variety only
occurs stably in higher-dimensional settings.

By considering the morphological and dynamical nature of the various ADE singular-
ities, one may directly see that each of the caustic classes can be identified with morpholo-
gical/structural features in the cosmic web [4]. That is, in three dimensions, the A3 caustics
can be identified with the walls, the A4 ones with the filaments, and the A5 with the nodes.
A highly interesting finding is that also D4 umbilic singularities are to be identified with
filamentary structures, implying there to be two classes of filaments [4]. The locations of
the caustic singularities trace out a Lagrangian skeleton of the emerging cosmic web and
establish their connectivity (see the discussion in [33]). Important is also to realize that this
analytical framework allows us to establish a complete analytical framework for studying their
connectivity, defining the weaving of the cosmic web [1, 2, 9, 11, 34, 35].

1.4 Caustic skeleton & non-linear constraints

Caustic skeleton theory models the cosmic web in terms of a skeleton consisting of several
singular features (sheets, curves, and points). However, redshift surveys and lensing surveys
show the large-scale structure in terms of the spatial distribution of galaxies and the under-
lying dark matter. For the purpose of relating the observed or observable matter and galaxy
distribution to that of the underlying complex phase-space structure, it is of key importance
to expand the caustic formalism so that it will be able to generate realizations resembling
observed structures. For such reconstruction purposes, a considerable range of advanced form-
alisms and techniques have been developed that seek to infer the primordial conditions out
of which these evolved. For the caustic formalism this

In addition to this cosmography instrument, a second incentive for such an extension of
the caustic formalism is that of laboratory tool. The latter allows us a systematic exploration
of the impact of the presence of caustic features on the surrounding matter distribution, the
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relationship between different cosmic structures, and a wide range of astrophysical questions
on the nature and state of galaxies and gas in and around various morphological and structural
structures of the cosmic web. Examples are that of the early constrained simulations of voids
and filaments [36, 37]. It calls for the development of a constrained field formalism for the
non-linear and non-Gaussian conditions that exist in the cosmic web.

The central issue and task of the present study are therefore to bridge this gap by extend-
ing the Caustic Skeleton formalism with the possibility to model the mass distribution around
the various caustic features of the cosmic web. It entails the development of a formalism that
generates a realization of the implied mass distribution given the constraint of the presence
and location of one (or even more) of the caustic singularities. The complication is that it
involves constraints on the deformation tensor, in terms of the corresponding eigenvalues and
eigenvectors. Even for the primordial perturbation field, these are non-Gaussian, let alone for
the more generic non-linear stages that our Caustic Skeleton model seeks to model.

In line with the above, the present study seeks to develop and present a non-linear
constrained random field formalism that allows us to generate realizations of the initial density,
velocity, and potential field around various specified caustic singularities. This will allow us
to infer the analytic properties of the initial density perturbation and gravitational potential
in the vicinity of the progenitors of the walls, filaments, and clusters of the cosmic web. In
a sense, it allows us to put flesh on the bones of the caustic skeleton by running a set of N -
body simulations on these initial conditions. In turn, this will allow us to infer the formation
histories and present-day properties of the various elements of the caustic skeleton.

We concentrate on the development and exposition of the formal – mathematical –
method to generate non-linear constrained realizations. The formalism is an extension of the
one defined for linear constraints on Gaussian initial conditions, as defined in the Gaussian
random field theory of [7], [38] and [8]. In particular, it follows the application of this formal-
ism to generate constrained realizations implied by conditions imposed on the initial density,
velocity, gravity, and/or tidal fields, as outlined by [9].

While to good approximation linearity may still be presumed to hold on large scales,
allowing the inference of the mass distribution from the mapping of the velocity flows in our
Local Universe [39–42], and to investigate the formation and evolution of the cosmic web in our
Local Universe. Well-known in this context are the CLUES simulations [43]. An important
aspect of these procedures is to incorporate the strength/reliability of the observational data
in the significance of the obtained reconstruction, for which Wiener filtering has become a
widely used instrument [44, 45]. Linear constrained Gaussian random field theory technique
can also be rephrased as an optimization problem. With this perspective, linear constraints
can be implemented for a large number of constraints resembling a local patch of Lagrangian
space [see for example the splice method 46].

A range of avenues has been taken to extend the ability to impose linear constraints to
that of the far more ubiquitous situation of constraints that pertain to the non-linear cosmic
matter distribution, or that are a non-linear function of observable quantities. One option
that has many applications in e.g. geophysics is that of (lognormal) Kriging, in which one
exploits the information available at irregularly placed locations by taking into account the
spatial correlations [47]. There have also been attempts to augment the linear Gaussian field
formalism by invoking a (first order) model for the displacement of mass elements in order to
follow these along their path backward in time [48].
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However, because of the restricted validity to regions that are not (yet) multistream, it
cannot be applied for our purpose of modeling the mass distribution around the intrinsically
multistream filamentary features. Given the fact that the majority of matter, halos and galax-
ies reside in filaments [11, 12], more sophisticated higher-order schemes will be necessary. One
option is to incorporate higher-order Lagrangian schemes for modeling the orbits of galaxies
and/or paths of mass elements. The Least Action Principle algorithm introduced by [49] is
one such approach. Sophisticated higher-order Lagrangian formalisms have been proposed
by [50–54]. For example, [50] and [51] used the Monge-Ampère-Kantorovitch algorithm to
follow the orbits of objects back in time, culminating in a compelling reconstruction of the
local velocity field corresponding to the 2MRS survey.

Another approach has become an important cosmological tool over the past 15 years.
This concerns the ability to translate the observed spatial distribution of galaxies within a
given volume of the (local) Universe towards its implied primordial Gaussian density and
velocity perturbations out of which these galaxies and structures emerged through gravita-
tional growth. To this end, advanced and sophisticated Bayesian reconstruction schemes have
been developed, which involve elaborate and computationally demanding MCMC sampling
procedures [55–62]. For large galaxy surveys in the local Universe, such as the 2MRS and
SDSS surveys, impressive results have been obtained that allow us to study the properties
and evolution of its detailed mass distribution. Telling examples are the 2MRS constrained
simulations of the Local Universe by Kitaura and collaborators [63] (also see [64]) and the
recent detailed Sibelius simulation [62]. These simulations can be used to address a variety
of problems, including BAO measurements and the removal of redshift space distortions.

Notwithstanding the success of the developed techniques, there remains a major chal-
lenge in regimes where the imposed constraints concern mass elements that are not located
in multistream regions. Most methods are still restricted to a regime in which mass elements
have not yet passed through multistream regions. For our purpose, it is of key importance to
be able to model the mass distribution around the intrinsically multistream caustic structures.
Moreover, we also need a computationally less demanding non-linear constraint procedure for
the purpose of exploring the structure and mass distribution in and around these caustic
features in the cosmic web. In other words, a laboratory tool that allows us to zoom in
on arbitrary aspects of the cosmic web. Hence, the introduction and presentation of a fully
non-linear constrained random field procedure.

Within the context of developing this non-linear constrained field theory and its applica-
tion to the caustic skeleton model, and its extension with non-linear constrained field theory,
we observed that the study of the cosmic web has a remarkable correspondence to statistical
field theory for the study of phase transition in thermodynamics. Both theories describe the
emergent behavior of a large number of particles described by a Euclidean path integral [65].
We, therefore, expect that the well-established path integral techniques will be beneficial to
the further systematic and analytic exploration of the intricate cosmic web.

For the illustration of the potential and performance of our non-linear constrained ran-
dom field formalism, here we limit ourselves to case studies of the two-dimensional caustic
skeleton. The principal purpose of the case study illustrations is to elucidate the workings of
formalism and its possible and potential applications. For this, 2D case studies are usually
more transparent. It paves the path toward a systematic study of the different features of
the three-dimensional cosmic web, the subject of a range of upcoming contributions [66]. See
figure 1 for an example of a three-dimensional dark matter N -body simulation on constrained

– 6 –



initial conditions associated with a cusp wall and an umbilic filament at the center of the
simulation. We observe that the cusp caustic is located in the region which we would visually
identify as a wall bounding a void. The umbilic filament is located at a bridge between two
dense clusters.

1.5 Outline

First, in section 2 we provide a visual justification of the caustic skeleton by illustrating the
evolution of the skeleton using a dark matter-only two-dimensional N -body simulation. In
particular, we show that the skeleton based on the Zel’dovich approximation applies to the
current cosmic web, where the Zel’dovich approximation itself breaks down. The Caustic
Skeleton formalism is rooted in Lagrangian fluid dynamics, for which section 3 provides a
concise summary. We subsequently extend constrained random field theory to include non-
linear constraints in section 4. Using this formalism, we implement the caustic conditions
and evaluate the mean field of the different elements of the two-dimensional caustic skeleton
in section 5. In section 6, we extend non-linear constrained random field theory to multiple
caustic conditions at different locations. This paves the way for a systematic study of the
interplay between the walls, filaments, and clusters of the cosmic web. Finally, in section 7
we summarize the results and discuss possible applications.

2 The caustic skeleton & cosmic web illustrated

In this section, we describe the gravitational collapse of Gaussian fluctuations, the resulting
emergence of an intricate cosmic network, known as the cosmic web, and the accurate and
profound connection with the formation of caustic singularities in the mass distribution. The
cosmic web – consisting of voids, walls, filaments, and clusters – is intimately tied to the
development of multi-stream regions, which in turn are most naturally described in terms of
caustics. These caustics capture the formation histories of the multi-stream regions and trace
the spine of the cosmic web. Moreover, we point out a strong correspondence between the geo-
metry of the eigenvalue fields of the initial deformation tensor (governed by the gravitational
potential) and the geometry of the web at late times.

In a first step towards elucidating and appreciating the intimate connection between
the cosmic mass distribution in the cosmic web and its analytically predicted spine by the
Caustic Skeleton model, we provide a visual impression of the primordial inhomogeneous
matter distribution and corresponding inhomogeneous and anisotropic gravitational force
field.

The present study limits itself to the treatment of the gravitationally evolving dark
matter distribution in a two-dimensional setting. The development of the dark mark distri-
bution in the corresponding four-dimensional phase-space can be seen as that of a gradually
deforming two-dimensional dark matter sheet embedded in 4-D phase-space. For a visually
direct assessment of the relation between the structural components of the cosmic web and
the caustic singularities arising in the matter distribution, we confine our attention to the
patterns observed in Eulerian space.

The starting point for the emergence of the cosmic web is the primordial field of random
Gaussian density and velocity fluctuations. The cosmic web is the product of the subsequent
gravitationally propelled evolution. At each cosmic epoch, the mass distribution attains a
weblike morphology at the scale at which the matter distribution evolves away from its initial
linear evolution and non-linear features start to appear as mass concentrations decouple from
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(a) Cusp constraint

(b) Umbilic constraint

Figure 1: Two examples of a three-dimensional caustic constrained dark matter N -body
simulation at growing mode b+ = 0.8. Top: a cusp constraint at the center of the simulation
(the red sheet), and Bottom: an umbilic constraint at the center of the simulation (the blue
line). The constrained simulation in the right panel also includes a swallowtail filament (the
green line). Note the existence of two different classes of filaments.

– 8 –



Figure 2: A Gaussian random field and the corresponding eigenvalue and eigenvector fields.
Upper left: the initial gravitational potential φ0. Upper right: the corresponding density
perturbation field δ. Lower left: the first eigenvalue and eigenvector fields µ1,v1. Lower
right: the second eigenvalue and eigenvector fields µ2,v2.

the Hubble expansion and start to contract gravitationally. At this quasi-linear phase, the
migration streams involved in the buildup of the structure start to cross, and we see the
emergence of multi-stream regions at the locations of the emerging non-linear features.

2.1 Caustics in the cosmological matter distribution

The cosmic mass distribution that we discuss in this section concerns the dark matter distribu-
tion in a two-dimensional realization in a box of 200Mpc length. The cosmological background
is a flat Einstein-de Sitter universe with a dark matter density Ωm = 1 and Hubble constant
H0 = 71 Mpc/s/km. The structure evolves gravitationally out of a primordial Gaussian ran-
dom field with a power-law power spectrum. The corresponding gravitational potential φ0 has
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Caustic Singularity Symbol 2D cosmic web

Fold A2 shell-crossing
Cusp A3 filament
Swallowtail A4 cluster
Elliptic/hyperbolic D±4 cluster
Morse point A+

3 creation/annihilation point
Morse point A−3 merger point

Table 1: Elements of the two-dimensional caustic skeleton and their caustic conditions.

a power-law spectrum Pφ(k) ∝ kns , with a high-frequency cutoff at a smoothing scale Rs. For
the present reference model the power law index ns = −1 and the cutoff scale Rs = 2.5 Mpc.
The primordial field is generated on a 5122 grid.

The map of the Gaussian random potential field is shown in the top lefthand frame in
figure 2, with the corresponding map of the density field δ in the top righthand frame of the
same figure. We use the Zel’dovich approximation’s analytical expression for the deformation
tensor to infer on the basis of the caustic conditions the nature of the caustic singularities
that will arise in the evolving mass distribution [4]. The caustic conditions refer to the mass
distribution in Lagrangian space, and they yield the Lagrangian location and outline of the
various caustic singularities present in the generated mass distribution. Table 1 guides the
morphological identity of the various caustic classes, for the two-dimensional situation. The
full identification for the two- and three-dimensional situations can be found in [4].

The primordial mass distribution is evolved to the current epoch (z = 0). For the
purpose of the present study, the evolution is followed in two ways. A two-dimensional dark
matter N -body simulation [67] is used to follow the fully non-linear evolution of the mass
distribution. This resulting non-linear structure is discussed in section 2.4. In the Zel’dovich
approximation, the Eulerian location and environment of these caustic features are obtained
by using the corresponding expression for the displacement of a mass element. In the N -body
simulation, their location follows from the simulation displacement of the corresponding mass
elements (see figure 3 and figure 4).

The direct comparison between the evolving N -body particle distribution allows us to
assess the position and role of the various caustics within the cosmic mass distribution, and
in particular that in the weblike network in which it has organized itself.

2.2 Primordial deformation field and cosmic web

At the heart of the caustic conditions in [4] is the observation that the caustic singularities that
are emerging in the matter distribution, and the structural weblike components surrounding
them, are determined by the deformation and tidal field induced by the inhomogeneous mass
distribution [1, 3, 9, 33].

The key role of the eigenvalues of the deformation tensor in establishing the morpho-
logical nature of cosmic structure has been acknowledged since the seminal studies by [1]
and [68]. It formed the basis for the expectation that the cosmic mass distribution would be
organized in a cellular pattern [also see 10, 69]. The instrumental role of the corresponding
eigenvectors in establishing the overall structural pattern of the cosmic web, and its vari-
ous components, was hardly acknowledged. The explicit demonstration by [4] revealed their
importance in outlining the weblike structure.
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The intimate connection between the deformation’s eigenvalues and eigenvectors and the
subsequent formation of the cosmic web is clearly revealed in the bottom panels of figure 2.
The panels provide a telling illustration of the central role of the deformation/tidal field
tensor in establishing the spatial structure of the cosmic web that will emerge from these
initial conditions as a result of gravitationally driven evolution. The map in the bottom
lefthand panel represents the first eigenvalue λ1 field and the bottom lefthand panel the
second eigenvalue λ2 field. The corresponding eigenvectors v1 and v2 are superimposed by
means of black solid bars oriented along the eigenvector direction, depicted at a discrete
number of grid locations. With respect to the eigenvector fields, we note that at initial
times (i.e., in Lagrangian space), the eigenvector fields are normal, vt,1 · vt,2 = 0, since the
deformation tensor is symmetric. The maps reveal that to a considerable extent a pervasive
weblike network can already be recognized in the primordial deformation field. The eigenvalue
and eigenvector maps are distinctly non-Gaussian fields, marking a highly structured pattern,
with a high level of spatial coherence.

2.3 Multistream regions and caustic skeleton

Induced by the matter streams set into motion by the primordial inhomogeneous force field,
spatially steered and directed by the corresponding deformation tensor orientation, matter
starts to aggregate at locations where multiple streams meet up. The outline of these locations
can already be recognized by the typical cellular patterns in the spatial primordial deformation
eigenvalue distribution. Dependent on the precise nature and geometry of these multi-stream
regions, i.e., the way in which the cosmic matter phase-space sheet is folded, we observe
the formation and evolution of different characteristics components of the cosmic web. The
nature of the complex spatial folding of the phase-space sheet in and around the flow field
singularities determines the identity of the structural component of the cosmic web that arises
in the spatial matter distribution.

The caustic conditions [4] allow us to infer exactly the location of the singularities in
the matter distribution, the caustics. These conditions pertain to the nature and location of
singularities in Lagrangian space. It means that at any cosmic epoch, the caustic conditions
identify the mass elements that are included in a caustic singularity, for any of the possible
caustic classes. Locating these mass elements at any subsequent cosmic epoch, by projecting
them to their Eulerian position, yields the spatial outline of the spine of the cosmic web at that
epoch. This spine is the assembly of the caustic membranes, ridges, and nodes around which
matter organizes itself into the cosmic web. In other words, the set of analytical expressions
for the caustic conditions represents a fully analytical description of the caustic skeleton of
the cosmic web, and hence of its formation and evolution. Around this, a fully analytical
theory of cosmic web formation can be formulated. The present study entails a major step
in this program.

The top panels of figure 3 present a telling illustration of the intimate connection between
the eigenvalue and eigenvector fields of the deformation tensor and the spatial outline of the
various caustic singularities. The eigenvector field is represented by black directional bars
along the direction of eigenvectors, depicted at a discrete number of grid locations. The top
lefthand panel of figure 3 captures the geometry of the first eigenvalue λ1 field, along with the
corresponding eigenvector v1 field. Also interesting for our discussion is the observation that
the eigenvector fields exhibit an interesting correlation with the eigenvalue fields. Roughly
speaking, the eigenvector fields are normal to the ridges of the corresponding eigenvalue fields.
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(a) λ1,v1 (b) δ

(c) Zel’dovich approximation (d) N -body simulation

Figure 3: The caustic skeleton consisting of the A2 fold curves (red) and A3 cusp curve (blue)
in Lagrangian and Eulerian space. Upper left (Lagrangian space): the initial eigenvalue field
λ1 with the caustic skeleton. Upper right (Lagrangian space): the initial density perturbation
field, with the caustic skeleton superimposed. Lower left (Eulerian space): the Zel’dovich
approximation with the caustic skeleton at scale factor a = 1 (Eulerian space). Lower right
(Eulerian space): the N -body simulation with the caustic skeleton at scale factor a = 1.
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Both the A2 fold (red) and A3 cusp caustic curves (blue) are superimposed on the
eigenvalue and eigenvector maps in figure 3. The red fold curves provide a reasonable approx-
imation of the boundaries of multi-stream regions, which they enclose. Particularly interesting
for understanding the connectivity of the cosmic web is the stringy network of (blue) cusp
curves. At late times, they outline an interconnected network that bisects the multi-stream
regions and forms knots at the clusters of the cosmic web. In other words, the ridges outlined
by the cusp curves define the filamentary spine of the cosmic web. In addition, we see how
blue (Lagrangian) regions bounded by the red fold curves are the progenitors of the voids:
they delineate the mass elements that will remain in mono-stream regions.

The top righthand panel of figure 3 compares the primordial density field with the caustic
skeleton. At large scales, the eigenvalue field closely resembles the initial density perturbation
δ0 ∝ ∇2φ0. At these scales, the caustic skeleton follows the geometry of the super-level sets of
the density perturbation. However, on intermediate to small scales, noticeable and significant
qualitative differences appear.

The red overdense regions in the primordial density field experience an inflow of matter.
These lead to the emergence of the first caustics in and around these locations. Meanwhile,
in and around the underdense blue regions we see the outflow of matter and the appearance
of the first voids. When comparing the primordial density field with the primordial second
eigenvalue field, we observe that the peaks and troughs in both fields largely coincide. How-
ever, significant differences and deviations between the density and eigenvalue field occur at
the medium field levels. The eigenvalue fields emphasize line-like features that connect the
high-density regions. These elongated features in the first eigenvalue field are the progenitors
of the most prominent components of the cosmic web, the filaments.

Within the context of Lagrangian fluid dynamics, we may appreciate the central role of
the deformation field in establishing the weblike pattern of the cosmic web. Lagrangian fluid
dynamics emphasizes the role of gradients ∇st in the displacement field st, whose eigenvalues
describe the compression and dilation along the principal axes of mass elements. At early
times, the deformation tensor∇st is proportional to the Hessian of the gravitational potential,
∇st ∝ Hφ0. From the eigenequation, it follows that the eigenvalue fields are the quadratic
(or cubic) roots of a polynomial whose coefficients depend on the first-order gradients of
the displacement field. As a result, the eigenvalue fields are distinctly non-linear. In fact,
this non-linearity captures part of the non-linear dynamics of the corresponding gravitational
evolution and collapse. It also translates into the distinct non-Gaussian stochastic character
of the eigenvalue fields (and corresponding eigenvector fields), in turn, a reflection of the
distinctly non-Gaussian weblike pattern that we already find back in the primordial eigenvalue
fields (see figure 2, bottom panels).

2.4 The Eulerian caustic skeleton

To develop a visual appreciation of the roles of the different caustics in the observed large-scale
structure of the Universe, the most direct assessment is that based on the implied structure
in Eulerian space. In the current study, the evolution is followed in two ways. The Zel’dovich
approximation offers a – first-order – analytical expression for the displacement of all mass
elements. By displacing the mass elements accordingly, we obtain the Eulerian location
and outline of the various caustic features present in the evolved matter distribution. A two-
dimensional dark matterN -body simulation [67] is used to follow the fully non-linear evolution
of the mass distribution. In the N -body simulation, their location follows from the simulation
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(a) a = 0.2 (b) a = 0.4

(c) a = 0.6 (d) a = 0.8

Figure 4: The evolution of the caustic skeleton consisting of the fold curves (red) and cusp
curve (blue) in an N -body simulation in an Einstein-de Sitter universe. The skeleton for scale
factor a = 1 can be seen in the lower right panel of figure 3.
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displacement of the corresponding mass elements. The bottom panels of figure 3 show the
implied Eulerian structure of two descriptions for the non-linear evolution of structure. The
bottom lefthand panel shows the structure implied by the Zel’dovich approximation, at the
current cosmic epoch z = 0, while the bottom righthand panel shows the structure obtained
through an N -body simulation.

Both the Zel’dovich modeling as well as the N -body simulation involve a 5122 particle
simulation, in a box of size 200Mpc, and evolve the primordial mass distribution specified in
section 2.1.

The bottom lefthand panel of figure 3 illustrates immediately the failure of the Zel’dovich
approximation to represent the evolving cosmic mass distribution. The approximation lin-
early extrapolates the initial flow of the mass elements and ignores any further change in the
gravitational interactions. As a result, it leads to overshooting after shell-crossing. Nonethe-
less, even though the Zel’dovich approximation does not accurately predict the location of
the multi-stream regions and density fields at advanced evolutionary stages, it does manage
to accurately predict the locations and times at which mass elements undergo shell-crossing
and form caustics in Lagrangian space at these late times.

The comparison with the resulting weblike matter distribution of theN -body simulation,
in the bottom righthand panel, however, reveals the high level of accuracy with which the
predicted caustic skeleton delineates the mass distribution. The fold curves (A2, red) provide
a reasonable approximation of the boundaries of the multi-stream regions. Meanwhile, the
cusp curves (A3, blue) neatly bisect the multi-stream regions and form knots in the clusters of
the cosmic web. With respect to the latter, we should appreciate that a cluster rarely consists
of a single cluster caustic. Instead, the related caustics are correlated and combine to form
at the knots an intertwined and intricate set of multi-stream curves. Filaments, on the other
hand, experience a more organized development. As a result, they are usually associated with
a single and unique cusp curve.

2.5 The evolving caustic skeleton

The evolving structure of the cosmic web, and its diverse structural components, can be
followed systematically by following the corresponding development of the different caustic
features through cosmic time. Figure 4 provides a timeline for the resulting development of
the A2 fold curves and the A3 filamentary cusp curves of the cosmic web at 4 cosmic epochs
(a = 0.2, a = 0.4, a = 0.6 and a = 0.8). On the mass distribution followed by an N -body
simulation (black), we find superimposed the red fold lines, indicating the location of the mass
elements entering a multi-stream region, and the blue cusp lines, indicating the filamentary
spine of the cosmic web.

The multi-stream regions of the cosmic web, and the corresponding caustic features, form
and evolve gradually. At early times, the dark matter sheet consists of a single single-stream
region. As the mass elements undergo gravitational contraction and collapse, we observe the
formation of several Zel’dovich pancakes corresponding to the maxima of the eigenvalue field
λ1 (see also figure 3, upper left panel). These multi-stream regions grow and connect at the
saddle points of the eigenvalue fields to form the web-like structure we observe in redshift
surveys (see the upper right and lower panels).

From the evolutionary sequence in figure 4 we observed that fully contracted filaments
move coherently, while the large voids expand and the smaller voids contract. The latter is a
key aspect of the hierarchical buildup of the void population [see 70]. Also, the filamentary
ridge of the cosmic web builds up hierarchically, with several filaments merging while forming
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more massive filaments. By concentrating on the evolution of the (blue) cusp curves, we can
follow this process in detail. Filaments merge at A4 swallowtail junctions, revealing the details
of the process in which the connectivity of the various cosmic web elements is established.
Because of the explicit analytical expressions for this process in terms of the corresponding
caustic condition for A4 caustics, we are handed a full and explicit analytical description of
the hierarchical establishment of the complex connectivity of the cosmic web.

3 The caustic skeleton in Lagangian space

While a Lagrangian fluid evolves, it may develop singular features known as caustics. These
caustic are fully classified by Lagrangian catastrophe theory and play an important role in
the development of the cosmic web. In this section, we give an elementary description of
Lagrangian fluid dynamics and summarize the highlights of caustic skeleton theory in two
dimensions. In the present section, we develop the mathematical formalism underlying the
Caustic Skeleton. It summarizes the extensive – Lagrangian – formalism outlined in [4]. Here
we present the specific formulation of the caustic conditions in terms of the 2D eigenvalues
and eigenvectors of the deformation tensor, providing the language for the development of
the non-linear constrained random field formalism for the various caustic classes.

3.1 Eulerian vs. Lagrangian perspective

The gravitational evolution, contraction, and collapse of density fluctuations in an expanding
universe may be described from various perspectives. Most treatments follow the Eulerian
perspective. The evolution of density, velocity and gravitational potential of the matter fluid
are considered in terms of a localized description of these quantities. The – local mean –
density, velocity, and potential, evolve as described by the equation for the conservation of
mass, the equation of motion through the Euler equation, and the Poisson equation for the
potential corresponding to the density distribution. The Eulerian formalism is concise and
leads to a reasonably accurate description of the mean flow in a large fraction of space.

Because the Eulerian description concerns local mean quantities, it is not able to describe
the multi-stream nature of cosmic flow fields. To be able to describe cosmic flow fields con-
sisting of several mass streams, each with its distinct mass content and velocity, a Lagrangian
formalism offers a powerful and natural alternative for the description of the dynamics of the
evolving cosmic matter distribution.

3.2 Lagrangian fluid dynamics

The Lagrangian formalism models the matter fluid in terms of a collection of mass elements
uniformly filling space at the initial time. Subsequently, it follows the path and evolving
physical properties of the individual mass elements. Identifying each mass element by its
initial – Lagrangian – position q, its path is specified in terms of its displacement st(q).
The evolving spatial distribution of mass elements is then captured by the Lagrangian map
xt : L → E ,

xt(q) = q + st(q) . (3.1)

The Lagrangian map describes the position of a mass element starting from the position q
in Lagrangian space L to the final position xt(q) at time t in Eulerian space E , with the
displacement field st(q) = xt(q)− q. Each mass element can flow, stretch, and rotate while
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conserving its mass. The density of a Lagrangian fluid is derived from the Lagrangian map
through the conservation of mass, i.e.,

ρt(x) =
∑

q∈At(x)

ρ̄

| det∇xt(q)|

=
∑

q∈At(x)

ρ̄

|1 + µt,1(q)||1 + µt,2(q)|
, (3.2)

with the mean initial density ρ̄, and the eigenvalue fields µt,1 and µt,2 of the deformation
tensor ∇st, defined by the eigenequation

∇st(q)vt,i(q) = µt,i(q)vt,i(q) , (3.3)

with the corresponding eigenvector fields vt,1, and vt,2. Each stream contributes to the density,
as the sum runs over the points that reach x in time t, i.e.,

At(x
′) = {q |xt(q) = x′} . (3.4)

Lagrangian fluid dynamics is well-known to be an effective tool to model the cosmic web,
as demonstrated by the well-known Zel’dovich approximation [1], second-order Lagrangian
perturbation theory (2LPT) [71–76], and N -body simulations [15, 16, 77–79].

3.3 The phase-space sheet

A two-dimensional Lagrangian fluid forms a two-dimensional sheet Mt = {(q,xt(q)) | q ∈ L}
in four-dimensional phase-space L × E , consisting of the initial and the final positions of the
mass elements. 2

The cosmic web emerges in the projection of the phase-space sheet Mt onto the final
position ϕ : L × E → E , defined by the map (q,x) 7→ x (see figure 5 for an illustration).
Initially, the displacement field vanishes, s0(q) = 0, and the phase-space manifold is diagonal
M0 = {(q, q) | q ∈ L}. The mapping ϕ is one-to-one, corresponding to a single-stream region
(see the left panel of figure 5). When the fluid evolves, the phase-space manifold can develop
complex configurations at which the mapping ϕ becomes many-to-one, i.e., a final position
can be reached from multiple initial positions.

A connected region, in Eulerian space, with n possible initial positions is known as an
n-stream region (see the triple-stream region in the right panel of figure 5). In these multi-
stream regions, gravitational collapse becomes non-linear and virialized structures start to
form. The multi-stream regions partition the universe into regions with distinct formation
histories, based on the dynamics of gravitational collapse. The boundary of these multistream
regions is delineated by the mass elements that are just undergoing shell-crossing as they
collapse. These mass elements consitute the fold caustic.

At a fold, the orientation of the mass elements flips as they experience shell-crossing
and meet up with mass elements in another stream. This happens as the deformation tensor
becomes singular, i.e.

det∇xt = 0 , (3.5)

while the density (3.2) spikes to infinity. Within these multistream regions, we see the emer-
gence of high-order caustics. These are associated with the membranes, filaments, and clusters

2Note that there exists a direct correspondence between this definition of phase-space and the more con-
ventional phase-space consisting of the position and momentum of a particle in Hamiltonian mechanics.
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Figure 5: Projection of phase-space to Eulerian space. The left panel illustrates the initial
dark matter sheet in phase-space. The arrow represents the projection to Eulerian space
ϕ. Left: the initial dark matter sheet for which the mapping ϕ is one-to-one. Right: an
evolved dark matter sheet consisting of a single- and a triple-stream region (in blue). Each
point in the triple-stream region corresponds to three points on the dark matter sheet. The
triple-stream region is bounded by a fold caustic at which the mass elements shell-cross.

of the cosmic web (see next section). The single-stream regions correspond colloquially to the
voids, where the evolution of the cosmic web is well described by Eulerian fluid dynamics. A
variety of recent studies have directed their attention to the phase-space structure of the cos-
mic matter distribution, and the corresponding identity of the various structural components
of the cosmic web. This, in turn, provided a profound means of analyzing N -body simulations
and identifying the multi-stream regions in these. [19, 20, 80–85].

3.4 Caustics in Lagrangian fluids

The study of the cosmic web in terms of multi-stream regions and Lagrangian catastrophe
theory has a rich history, predating the developments of N -body simulations. Amazingly, by
analyzing the geometry of the caustics emerging in Lagrangian fluid dynamics, Y. Zel’dovich,
V. Arnol’d and collaborators successfully predicted the qualitative features of the cosmic web
[5, 6, 10, 86, 87]. The large-scale structure is described in terms of a network of caustics,
analogous to the light patterns emerging on the sea bed or the bottom of a swimming pool
[88–90].

However, these studies were mainly restricted to two-dimensional models, as several
technical problems inhibited the full treatment of the three-dimensional cosmic web. In a
recent publication [4], these problems have been solved by deriving a complete set of equations,
the caustic conditions, specifying the occurrence of shell-crossing in an evolving fluid in any
N -dimensional space. These conditions follow from considering the shell-crossing condition
that describes how a submanifold in L can develop a non-differentiable feature under the
mapping xt. Given a submanifold L ⊂ L, the mapping xt(L) develops a non-differentiable
point at time t in qc when there exists a non-zero vector tangent vector T in the tangent
space of L at qc for which

(1 + µt,i(qc))v
∗
t,i(qc) · T = 0 (3.6)
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for all i = 1, 2, with v∗i,t the dual eigenvector field defined by the relation vt,i · v∗t,j = δij .
The shell-crossing condition indicates the key role of the eigenvalue µt,i and eigenvector fields
vt,i of the deformation tensor ∇st over the density field in the development of multi-stream
regions.

An important observation is that, even at early times, the eigenvalue fields are distinctly
non-Gaussian. As illustrated in figure 2, already the initial eigenvalue fields show the web-like
structure of the late-time multi-stream regions and mass distribution. In this context, the
most outstanding aspect is that of the prominent role of eigenvector fields. These are often
ignored, while they turn out to play a central role in the conditions for shell-crossing and the
definition of higher-order caustics, and thus in the tracing of the filaments and clusters of the
cosmic web.

The condition for shell-crossing leads to a set of caustic conditions describing the prop-
erties of the displacement field in the vicinity of the caustic that stably occur in nature. These
caustic conditions (3.6) have the advantage of enabling an efficient and fast numerical com-
putation. Earlier versions of caustic conditions derived from Lagrangian catastrophe theory,
[30–32, 91–95] were more difficult to implement, which mostly limited their application to
two-dimensional space.

An inventory and summary of the different elements of the caustic skeleton are listed
in table 2. For a complete contemporary description of caustic skeleton theory, we refer
to [33] and [4]. An illustration of the caustic skeleton, and its various caustic constituent,
is presented in figure 6. In four rows, the caustic skeleton in four different regions of size
[50 Mpc × 50 Mpc] is shown. The caustic skeleton in the figure is evaluated, in Lagrangian
space, by means of the analytical expression for the deformation tensor in the Zeldovich
approximation (see sect. 3.7). The lefthand column shows the resulting caustic skeleton in
Lagrangian space, superimposed on the (initial, i.e., Lagrangian) density field. The second
and third column shows the corresponding caustic skeleton in Eulerian space. The second
and third columns differ in the mapping of the mass elements from Lagrangian to Eulerian
space. The panels in the second column involve the displacement by means of the analytical
first-order expression of the Zeldovich approximation, and the panels in the third column
involve the full displacement of the corresponding N−body simulation.

The four regions in the figure center around a different caustic feature. The top row
centers around a (filamentary) cusp caustic, the second row around a swallowtail (point)
caustic, the third row around an elliptic umbilic (point) caustic, and the fourth row around
a hyperbolic umbilic caustic. The A2 fold lines (red) delineate the boundaries of the multi-
stream regions. The A3 cusp curves (blue) bisect the multi-stream regions and trace the
filamentary ridges of the skeleton. A key observation is that the swallowtail and umbilic
caustics (2nd, 3rd and 4th row) individually connect only to three filamentary features. In
section 5 of the present study, we will demonstrate that this is a generic property of the
caustic skeleton).

The skeleton in Eulerian space shown in these zoom-in panels is the one resulting from
the Lagrangian-Eulerian mapping through the displacement specified by Zeldovich approxim-
ation. The ballistic first-order expression for the displacement in the Zeldovich approximation
means that it is not surprising that the fold curve does not exactly match the shell-crossing
regions seen in the N -body simulation (cf. the Zeldovich vs. N=body panels in figure 6).
Nonetheless, it is quite telling that the caustics of the Zeldovich approximation are very close
to the caustics emerging in the fully non-linear model. An interesting detail is an observation
that the cluster caustics, i.e., the swallowtail and umbilic caustics, are rarely isolated. They
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show strong clustering and together form a more intricate multi-stream structure. In this way,
a cluster may connect to more than three filaments, even though the individual swallowtail
and umbilic caustics connect to only three filaments.

3.5 Caustic classes & caustic conditions

When applying the shell-crossing condition to Lagrangian space, L = L, we obtain the con-
dition for the fold caustic A2,

1 + µt,i(qc) = 0 (3.7)

for i = 1 or 2, marking the shell-crossing region at which the density spikes. The fold curve
is independent of the eigenvector fields. The fold curve bounds the different multi-stream
regions (see the red curves in figure 6).

The fold curve develops non-differentiable points in the cusp caustic A3, when the fold
curve in Lagrangian space is parallel to the corresponding eigenvector field, i.e.,

1 + µt,i(qc) = 0 , (3.8)
vt,i(qc) · ∇µt,i(qc) = 0 , (3.9)

The intersection of the red and blue curves in figure 6 provides a visual illustration, having
the tangent vector of the red line is parallel to the eigenvector field. The term vt,i · ∇µt,i
arises in the shell-crossing condition (3.6) with L = A2, from the observation that the tangent
vector of the fold curve T is normal to the gradient of the eigenvalue field ∇µt,i. Over time,
the cusp point defines the cusp curve which is associated with the filaments of the cosmic
web. The blue curve in the first row of figure 6 is an example of a fold curve and shows its
relation to the filaments of the cosmic web.

In turn, the cusp curve develops a non-differentiable point known as a swallowtail caustic
A4 when the cusp curve in Lagrangian space is parallel to the eigenvector field, i.e.,

1 + µt,i(qc) = 0 , (3.10)
vt,i(qc) · ∇µt,i(qc) = 0 , (3.11)

vt,i(qc) · ∇(vt,i(qc) · ∇µt,i(qc)) = 0 . (3.12)

The swallowtail caustic only exists for an instance in time and marks the location of a cluster,
highlighting the location where different cusp curves join (see the second row of figure 6).

In addition to the swallowtail caustic, the Lagrangian fluid also develops point-like
caustics when both eigenvalue fields lead to a spike in the density field. The points for
which

1 + µt,1(qc) = 0 , (3.13)
1 + µt,2(qc) = 0 , (3.14)

are known as the umbilic caustics D±4 . The umbilic caustics consist of the elliptic D+
4 and

hyperbolic caustics D−4 , both related to the clusters of the cosmic web. The umbilic caustics
mark the locations where the cusp curves corresponding to the first and the second eigenvalue
fields join (see the third and fourth rows of figure 6).
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Figure 6: Elements of the caustic skeleton consisting of the fold curves (red), cusp curves
(blue) and swallowtail and umbilic caustics (green dots) in Lagrangian and Eulerian space in
a [50 Mpc×50 Mpc] box. From top to bottom: the cusp, the swallowtail, the elliptic, and the
hyperbolic caustic. Left: the caustic skeleton in Lagrangian space. Centre: the Zel’dovich
approximation. Right: the corresponding N -body simulation [67].
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Figure 7: Zoom in with a (20 Mpc)2 box centered around the caustic, with the fold curve
(red) and the cusp curve (blue). The swallowtail caustic and the umbilic caustics (green) mark
the knots where the filaments merge. From left to right, we see the cusp, the swallowtail, the
elliptic umbilic, and the hyperbolic umbilic caustics. The upper and lower panels display the
Zel’dovich approximation and the N -body simulation [67].

Name Symbol 2D cosmic web Caustic conditions

Fold A2 shall-crossing 1 + µt,i = 0
Cusp A3 filament 1 + µt,i = 0, vi · ∇µt,i = 0
Swallowtail A4 cluster 1 + µt,i = 0, vi · ∇µt,i = 0, vi · ∇(vi · ∇µi,t) = 0

Elliptic/hyperbolic D±4 cluster 1 + µt,1 = 1 + µt,2 = 0

Morse point A+
3 creation/annihilation point maximum/minimum of the eigenvalue field λi

Morse point A−3 merger point saddle point of the eigenvalue field λi

Table 2: Elements of the two-dimensional caustic skeleton and their caustic conditions.

A zoom-in of the various caustics in the Zel’dovich approximation and the N -body
simulation, from the same simulation as in figure 6, is shown in figure 7. The eight panels
show the Eulerian space caustic skeleton in different regions of 20 Mpc × 20 Mpc. With
the caustic conditions being evaluated on the basis of the Zel’dovich approximation (see
sect. 3.7), the depicted skeleton is obtained by mapping from Lagrangian to Eulerian space
by the ballistic first-order Zeldovich displacement expression. The resulting skeleton structure
depicts various caustic features.

The (red) fold lines delineate the multi-stream regions, while the (blue) cusp curves that
trace the filaments bisect these multi-stream regions. The swallowtail and umbilic caustics
(green dots) mark the knots where the filaments merge.
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3.6 Morse points

A final important element of the caustic skeleton is that of the Morse points. These are the
critical points at which the multi-stream regions emerge, vanish, and merge, changing the
topology and connectivity of the cosmic web. The Morse points are defined as the critical
points of the eigenvalue fields, satisfying the condition

∇µt,i(qc) = 0 . (3.15)

A critical point that undergoes shell-crossing always lies on a cusp curve, as a point with
a vanishing gradient automatically satisfies equation (3.9). The maxima and minima of the
eigenvalue field µi, known as A+

3 points, mark the locations and times at which a multi-
stream region forms or vanishes. The saddle point of the eigenvalue field µt,i, known as A−3
points, mark the location and time at which two multi-stream regions merge to form a larger
structure. The Morse points A−3 determine the connectivity of the cosmic web.

The study of the Morse points of the caustic skeleton is intimately coupled to the topolo-
gical character of the matter distribution. Morse theory [96] establishes the relation between
the spatial distribution of the field’s singularities and topological transitions: the topology of
manifold changes at its singularities. It is at the field level of a singularity that we see the
emergence of a new topological feature or its disappearance as it merges with neighboring
features. This property has been exploited in a range of cosmic web classification schemes,
such as that of DisPerSE [97, 98], Spineweb [35] and Felix [99]. A key – and often tacit –
presumption is that the structure and connectivity of the cosmic web are determined by the
singularity structure of the density field. The maxima in the density field are connected via
integral lines, and the assumption is that the filaments of the cosmic web are associated with
these integral lines.

Of instrumental significance in our caustic skeleton model is that the physically relevant
fields for the connections in the cosmic web are that of the deformation field, specifically that
of its eigenvalues. In this paper, we, therefore, focus on the deformation tensor field instead
of the density field. There are several arguments for assessing the evolution of the cosmic web
on the basis of the deformation tensor. First, it follows the Zel’dovich approximation (see
sect. 3.7 [1, 10, 69]), and implicitly its successful description of the first stages of the buildup
of the cosmic web. Secondly, it also provides a natural means of following the (hierarchical)
buildup of the cosmic web. Assessing the eigenvalue field through a sequence of eigenvalue
thresholds corresponds to following the evolution of the cosmic web in time, through the
latter’s specification in terms of the (linear) growing mode and the corresponding expression
for the density evolution in the Zeldovich approximation (see eqn. 3.23). Finally, and perhaps
most outstanding, is the realization that rather than connecting saddle points and maxima
via integral lines satisfying a differential equation, the caustic skeleton connects the critical
points using the simpler level sets (3.9) corresponding to the cusp caustic.

3.7 The Zel’dovich approximation

In this paper, we define the caustic skeleton using the Zel’dovich approximation [1] and
study the resulting structures using a dark matter N -body simulation [67]. The Zel’dovich
approximation is the first-order approximation in Lagrangian fluid dynamics, describing a
ballistic motion of the fluid elements in which their displacement st(q) factorizes into a spatial
and a temporal part

st(q) = −b+(t)∇qΨ(q) . (3.16)
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The growing mode b+(t) is a natural time parameter, increasing monotonically, satisfying the
differential equation

d2b+(t)

dt2
+ 2

ȧ(t)

a(t)

db+(t)

dt
= 4πGρu(t)b+(t) , (3.17)

in terms of the scale factor a, the mean density ρu = 〈ρ〉, and Newton’s gravitational constant
G. The displacement potential Ψ captures the geometry of the cosmic web

Ψ(q) =
1

4πGa2ρ0
φ0(q) , (3.18)

expressed in terms of the current total energy density ρ0, and the linearly extrapolated grav-
itational potential φ0.

The Zel’dovich approximation describes the evolution of mass elements in terms of their
ballistic motion. The mass elements follow linear trajectories determined by the primordial
gravitational potential. The approximation accurately describes single-stream regions at early
times but fails at late times in multi-stream regions when gravitational backreaction of the
mass elements becomes important (see the lower left panel of 3).

While the motion of the mass elements starts to deviate from their linear trajectorties as
the mass distribution evolves, the Zeldovich approximation does allow us to accurately follow
the density field evolution up to advanced stages. This is established through the 1-1 relation
between the displacement potential Ψ(q) and the initial gravitational potential φ0, whereby
the latter establishes a relation between the primordial density perturbations through the
Poisson equation,

∇2φ0 = 4πGa2ρuδ0 , (3.19)

with the dimensionless density contrast

δ(q) =
ρ(q)

ρu
− 1 . (3.20)

When working with the Zel’dovich approximation, it is convenient to work in terms of the
Hessian ψ of the displacement potential,

ψ = HΨ , ψij =
∂2Ψ

∂qi∂qj
, (3.21)

and the corresponding eigenvalue λi and vi

ψvi = λivi , (3.22)

at early times satisfying the relation λ1 = −µ2/b+, λ2 = −µ1/b+. For convenience, we
will assume the ordering λ1(q) ≥ λ2(q) such that the first collapse corresponds to the first
eigenvalue field λ1. In terms of the eigenvalue fields λi, the density takes the form

ρt(x) =
∑

q∈At(x)

ρ̄

|1− b+(t)λ1(q)||1− b+(t)λ2(q)|
. (3.23)
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Initially, the (linear) growing mode b+(t) vanishes and the universe consists of a single-stream
region. As the fluid contracts under self-gravity, the growing mode b+ increases. At a time t,
with corresponding growing mode b+(t), we can identify the fluid elements that undergo full
gravitational collapse. They are the fluid elements, identified by their Lagrangian location q,
for whom the eigenvalue λi(q) is inversely proportional to the growing mode b+(t),

{q |λi(q) = 1/b+(t)} . (3.24)

Through this direct relation between gravitational collapse and eigenvalue levels, Morse the-
ory establishes a direct connection between the critical points of the eigenvalue field, the
emergence of structural components of the cosmic web and their connectivity.

Even though the distribution of the mass elements is not accurately described at late
times, we find that the approximation does reliably describe the formation of caustics in the
non-linear evolution of the cosmic web. In this paper, we will always work with the caustic
skeleton of the Zeld’dovich approximation in Lagrangian space. This means we will use the
first-order displacement expression and corresponding deformation tensor expression of the
Zeldovich approximation, i.e., expression (3.21) to evaluate the caustic conditions for the
emergence of caustics in the cosmic mass distribution.

We subsequently move the skeleton to Eulerian space with either the Zel’dovich approx-
imation or an N -body simulation. For this reason, the skeleton does not absolutely match
the shell-crossing regions in the N -body simulations. However, it turns out to be a good first
approximation (as shown by the example figure 7).

4 Constrained random field theory

One of the most startling realizations in modern cosmology is that the intricate cosmic web,
observed in several cosmological redshift surveys, originated from extremely simple initial
conditions. At the moment of recombination, when the baryons and electrons form neutral
elements and decouple from the photons, the energy density in our universe, was extremely
homogeneous with only tiny density fluctuations. The imprints of these fluctuations have
over the last decades been measured with increasing accuracy in the temperature maps of
the Cosmic Microwave Background field (CMB) [100, 101]. Several contemporary paradigms
for the big bang, such as inflation theory, envisage these fluctuations to have a quantum
origin and interpret them as a realization of a Gaussian random field with only small non-
Gaussian deviations. This is in accordance with the most recent statistical analyses of the
CMB [102, 103] and forms the underpinning of the study of the cosmic web. In this section, we
will give a concise definition of Gaussian random field theory. We discuss the implementation
of linear constrained Gaussian random field theory, following the notation presented in [9], and
extend these conditions to non-linear constraints. This will allow us to efficiently implement
the caustic conditions and study the properties of the emerging structures.

4.1 Gaussian random fields

A two-dimensional Gaussian random field f : R2 → R is a generalization of a multi-dimensional
normal distribution to the continuum, defined by the probability density

p(f) = N e−S[f ] , (4.1)
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with the normalization constant N and the ‘action’ (in analogy with the Euclidean path
integral [65])

S[f ] ≡ 1

2

∫∫
[f(q1)− f̄(q1)]K(q1, q2)[f(q2)− f̄(q2)]dq1dq2, (4.2)

defined in terms of the mean field f̄(q) and the kernel K(q1, q2) [104–106]. The probability
that the random field f is included in a set of functions S is defined by the path integral

P [f ∈ S] = N
∫

1S(f)e−S[f ]Df , (4.3)

with 1S the identity function3 and Df the path integral measure. The expectation value of
a functional Q[f ] is given by

〈Q[f ]〉 = N
∫
Q[f ] e−S[f ]Df , (4.4)

analogous to the Euclidean path integrals in statistical field theory. It can be shown that the
expectation value of the Gaussian random field is given by the mean field

〈f(q)〉 = f̄(q) , (4.5)

and that the two-point correlation function

ξ(q1, q2) = 〈(f(q1)− f̄(q1))(f(q2)− f̄(q2))〉

=

∫
(f(q1)− f̄(q1))(f(q2)− f̄(q2))e−S[f ]Df (4.6)

is the inverse of the kernel K, i.e.,∫
K(q1, q)ξ(q, q2)dq = δ

(2)
D (q1 − q2) , (4.7)

with the two-dimensional Dirac delta function δ(2)
D . The Gaussian random field is thus fully

determined by the mean field f̄ and the two-point correlation function ξ.
In cosmology, the cosmological principle often leads to the study of statistically homo-

geneous and isotropic random fields for which the mean field is constant f̄(q) = f̄ = 0 and
the two-point correlation function only depends on the magnitude of the difference of the
inserted points, i.e., ξ(q1, q2) = ξ(‖q1 − q2‖), and consequently K(q1, q2) = K(‖q1 − q2‖).
In the present paper, we work with statistically homogeneous and isotropic Gaussian random
fields. However, the theory generalizes to generic Gaussian random fields.

The statistical properties of homogeneous and isotropic random fields are most trans-
parently expressed in terms of the Fourier transform of the random field

f̂(k) =

∫
f(q)eik·qdq , (4.8)

and the inverse transform

f(q) =

∫
f̂(k)e−ik·q

dk

(2π)2
. (4.9)

3Defined by 1S(x) = 1 when x ∈ S and 1S(x) = 0 when x /∈ S.
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The Fourier modes of real-valued Gaussian random fields satisfy the reality condition f̂(k) =
f̂∗(−k). Using the double convolution theorem, we express the action (4.2) as

S[f ] =
1

2

∫
|f̂(k)|2K̂(k)

dk

(2π)2
. (4.10)

In Fourier space, equation (4.7) takes the form∫
K̂(k)P (k) eik(q1−q2) dk

(2π)2
= δ

(2)
D (q1 − q2) , (4.11)

with the power spectrum defined as the Fourier transform of the two-point correlation func-
tion,

P (k) =

∫
ξ(q) eik·qdq , (4.12)

implying the relation K̂(k) = 1/P (k). For a statistically homogeneous and isotropic random
field P (k) = P (‖k‖). The resulting probability density of the Fourier modes is diagonal

p(f̂) ∝ exp

[
−1

2

∫
|f̂(k)|2

P (k)

dk

(2π)2

]
, (4.13)

implying the covariance

〈f̂(k1)f̂∗(k2)〉 = (2π)2δ
(2)
D (k1 − k2)P (k1) . (4.14)

In practice, we often consider realizations of Gaussian random fields on a lattice, or more
generally a finite set of linear statistics Y = (Y1, Y2, . . . , YM ). In this setting, the functional
distribution (4.1) reduces to the multi-dimensional Gaussian distribution,

p(Y ) =
exp

[
−1

2∆Y TM−1∆Y
]

[(2π)n detM ]1/2
, (4.15)

with the deviation from the mean ∆Y = Y − 〈Y 〉 and the covariance matrix

M = cov(Y ,Y ) = 〈∆Y T∆Y 〉 . (4.16)

The distribution of the discrete Fourier modes Y = (f̂(k1), f̂(k2), . . . ) takes the form

p
(
f̂(k1), f̂(k2), . . .

)
=
∏
i

1√
2πP (ki)

exp

[
−|f̂(ki)|2

2P (ki)

]
, (4.17)

yielding an efficient method to generate realizations (see appendix A).
The statistical properties of random fields are often conveniently expressed in terms of

the moments

σ2
i =

1

(2π)2

∫
‖k‖2iP (k)dk

=
1

2π

∫ ∞
0

k2i+1P (k)dk , (4.18)

– 27 –



Figure 8: The distribution of the eigenvalue fields. Left: the PDF of the initial density
perturbation δ (black) and the initial eigenvalue fields µi,t (red and blue). Right: the joint
distribution of the eigenvalue fields.

with the magnitude k = ‖k‖. The power spectrum determines the covariance matrix M
through these moments. Whereas the variance of the random field is given by the moment
σ2

0, i.e.,

〈f(q)2〉 =

∫∫
ei(p−k)·q〈f̂(k)f̂∗(p)〉dkdp

(2π)4

=
1

(2π)2

∫
P (k)dk = σ2

0 , (4.19)

the expectation value of the square of the norm of the gradient takes the form

〈‖∇f(q)‖2〉 = 〈∂1f(q)2 + ∂2f(q)2〉

=

∫∫
[(ik1)(−ip1) + (ik2)(−ip2)]ei(p−k)·q〈f̂(k)f̂∗(p)〉dkdp

(2π)4

=
1

(2π)2

∫
‖k‖2P (k)dk = σ2

1 , (4.20)

with k = (k1, k2) and p = (p1, p2). By statistical isotropy, we obtain the variance of the
first-order partial derivatives

〈∂1f(q)2〉 = 〈∂2f(q)2〉 =
σ2

1

2
. (4.21)

4.2 Non-Gaussian random fields: deformation tensor eigenvalues

While the primordial density field has a distinctly Gaussian character, we are primarily inter-
ested in the deformation tensor eigenvalues. The eigenvalue fields of the deformation tensor
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(a) The eigenvalue field µ1 (b) The density perturbation δ (c) The eigenvalue field µ2

Figure 9: The critical point densities of the density perturbation and the eigenvalue fields µ1

and µ2. The total critical point density (blue), the density of maxima (green), saddle points
(red), and minima (orange).

are non-Gaussian. The joint probability distribution of the two deformation eigenvalues λ1

and λ2 is given by the two-dimensional Doroshkevich formula [68, 107]

p(µ1, µ2) =
2
√

2√
πσ3

2

e
− 3(µ1+µ2)

2−8µ1µ2
2σ22 |µ1 − µ2| , (4.22)

with σ2 the generalized moment defined in section 4. The sum of the eigenvalues, according
to the Poisson equation, is equal to the initial density contrast δ,

µ1 + µ2 ∝ δ0 . (4.23)

Figure 8 shows the pdfs for both δ and the eigenvalues µ1 and µ2 (lefthand panel). While
that for δ is a clear bell-shaped Gaussian distribution, the non-Gaussian nature of the pdfs
for the eigenvalues is directly visible. Their non-Gaussian nature becomes even more clear
when looking at the joint probability function, as specified by the 2D Doroshkevich formula
above (eqn. (4.22)), shown in the righthand panel of figure 8.

Of particular significance for the gravitational evolution of these fields are the critical
points (maxima, minima, saddles). These are the sites where we see the emergence of struc-
tural features and key transitions in the hierarchical buildup of the cosmic web. Figure 9
provides a comparison between the critical point densities in the primordial Gaussian dens-
ity field (central panel), and that of the non-Gaussian eigenvalue fields µ1 and µ2 (lefthand
and righthand panel). The green solid curve depicts the distribution of the maxima in these
fields, the orange curve that for the minima, and the red curve that for the saddle points.
The combined distribution for all singularities is the blue curve. While the curves for the
minima and maxima are symmetric for the Gaussian density field, we find an asymmetry in
the case of the eigenvalues µ1 and µ2. Even more outstanding is the difference in the saddle
point distribution between the density field ones and the eigenvalue ones.

4.3 Linear constraints: constrained Gaussian random fields

In this paper, we study how the different geometric features of the cosmic web emerge from
different initial conditions. To systematically study these initial conditions we use constrained
Gaussian random field theory [7–9, 108]. In this section, we develop the theory of linear
constraints following the analysis of [9]. In the next section, we generalize this theory to a
large class of non-linear constraints.
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For a random field f , consider a set of linear constraints

Γ = {Ci[f ; qi] = ci, i = 1, . . . ,M} , (4.24)

with the linear functional Ci[f ; q] assuming the value ci in qi. A linear functional can take
the form of the function value at a point

C[f ; q′] = f(q′) , (4.25)

it’s derivative at a point

C[f ; q′] =
∂

∂qi
f(q′) , (4.26)

or more generally a convolution

C[f ; q′] =

∫
g(q′ − q)f(q)dq , (4.27)

with the convolution kernel g.

The constrained random field follows the infinite-dimensional distribution

p(f |Γ) =
p(f,Γ)

p(Γ)
, (4.28)

where the constraints follow the finite-dimensional Gaussian marginal distribution

p(Γ) =
exp

[
−1

2∆CTQ−1∆C
]

[(2π)M detQ]1/2
, (4.29)

with the vector C = (C1[f ; q1], . . . , CM [f ; qM ]) and the covariance matrix Q = cov(C,C).
We can write the constrained distribution as the Gaussian probability density

p(f |Γ) ∝ exp

[
−1

2

[∫∫
f(q1)K(‖q1 − q2‖)f(q2)dq1dq2 −∆CTQ−1∆C

]]
, (4.30)

in the space of functions satisfying the constraints Γ.

Following the formalism of [7], we may write a field realization f(q) as the sum of a
mean field f̄C̃(q) and a residual field δfC(q),

f(q) = f̄C̃(q) + δfC̃(q) , (4.31)

in which the mean field encapsulates the principal signature of the constraints, being the
average field satisfying the constraints. The residual field encapsulates the corresponding
spectral fluctuation signal, augmented by the influence of the constraints.
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In appendix B, the expression for the mean field f̄c(q) is derived,

f̄c(q) = 〈f(q)|Γ〉

= f̄(q) +
M∑
i,j=1

ξi(q)ξ−1
ij (cj − C̄j) , (4.32)

and the covariance

cov(f(q1), f(q2)|Γ) = ξ(q1, q2)−
M∑
i,j=1

ξi(q1)ξ−1
ij ξj(q2) , (4.33)

with the covariance of the random field and the constraints ξi(q) = cov(f(q), Ci) and the cov-
ariance matrix of the constraints ξij = cov(Ci, Cj). Remarkably, the covariance cov(f(q1), f(q2)|Γ)
is independent of the value c the constraint C assumes. This is a special property of Gaussian
distributions and linear constraints. Moreover, with respect to the mean field the residual
field is normally distributed (see appendix B). Consequently, the probability density takes
the form

p(f |Γ) ∝ exp

[
−1

2

∫∫
δf(q1)K̃(q1, q2)δf(q2)dq1dq2

]
, (4.34)

with the residual field δf = f − 〈f(q)|Γ〉 and the constrained kernel K̃ defined as the inverse
of the constrained two-point correlation function, i.e.,

∫
K̃(q1, q)

ξ(q, q2)−
M∑
i,j=1

ξi(q)ξ−1
ij ξj(q2)

dq = δ
(2)
D (q1 − q2) . (4.35)

Note that earlier papers [7–9, 108] worked in the space of functions satisfying the con-
straints Γ, neglecting the correction

∑M
i,j=1 ξi(q)ξ−1

ij ξj(q2), and using the original kernel K
for the residual field. In this study, we prefer to work in the space of unrestricted functions, as
the correction makes the inhomogeneity and anisotropy of the residual field manifest. These
properties are most clearly observed in the variance of the residual field,

〈δf(q)2|Γ〉 = σ2
0 −

M∑
i,j=1

ξi(q)ξ−1
ij ξj(q) , (4.36)

which vanishes on the constraints. Away from the constraints, the variance of the residual
field approaches the variance of the unconstrained field var(f) = σ2

0. Note that this relation
implies an analogous relation for the Laplacian of the random field ∇2f , i.e., we find the
mean

〈∇2f(q) |Γ〉 = ∇2fc(q) (4.37)

and the variance

〈δ(∇2f(q1))2 |Γ〉 = σ2
2 −

M∑
i,j=1

∇2ξi(q)ξ−1
ij ∇

2ξj(q) . (4.38)
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c

MC

Figure 10: The constrained manifoldMC in the space of linear constraint values.

The Hoffman-Ribak method cleverly uses the property that the statistics of the residual field
δf are independent of c, to generate realizations of the constrained Gaussian random field
[8, 9]. Firstly, generate a realization g of the unconstrained Gaussian random field with the
required power spectrum. Secondly, evaluate the constraints for this realization Ci[g; q′i] = di
and the corresponding mean field ḡ. The statistical properties of the residual field with respect
to this mean field δg = g − ḡ are independent of the value the constraints assume and thus
identical to the properties of the residual field δf . We can thus identify the residual field δg
of the field g with the residual field δf of the constrained field f . By adding the residual
field of the unconstrained field to the mean field with the required constraints, we obtain the
realization of the constrained Gaussian random field. For more details see appendix A.

To judge the relevance of a particular set of constraints, it is useful to evaluate the χ2

of the set of values ci,

χ2 =
M∑
i,j=1

(ci − C̄i) ξ−1
ij (cj − C̄j) , (4.39)

which follows the chi-squared distribution withM degrees of freedom. This is the Mahalanobis
distance. The probability that one obtains a χ2 higher than this value in an unconstrained
Gaussian random field, with the same power spectrum, is given by Γ

(
M
2 ,

χ2

2

)
/Γ
(
M
2

)
, with

the gamma function Γ(x) and the upper incomplete gamma function Γ(s, x).

4.4 Non-linear constrained random fields: formalism

For the systematic investigation of the caustic skeleton, we extend the theory for linear con-
straints on Gaussian random fields to that for the generic situation of non-linear constraints
on random fields. In this section, we present the formalism for non-linear constrained random
fields. Specifically, it pertains to the large class of non-linear constraints that are (non-linear)
functions of a finite number of linear functionals of the random field [7–9, 38].

Consider the set of linear functionals Ci[f, qi] with i = 1, . . . ,M , and the corresponding
space of the values c = (c1, . . . , cM ) ∈ RM the linear functionals may assume:

Ci[f, qi] = ci , i = 1, . . . ,M . (4.40)

On the space of constraint values c, we define the non-linear constraint set
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Γ = {C̃i(c) = 0}Ni=1 (4.41)

consisting of the N non-linear functions C̃k : RM → R (k = 1, . . . , N and N ≤ M). Geo-
metrically, we can visualize this by imagining the space of M constraint values c ∈ RM . In
this space, the (non-linear) constraint set Γ outline a (M−N)-dimensional manifoldMC̃ (see
figure 10),

MC̃ = {c | C̃i(c) = 0 , for all i = 1, . . . , N}. (4.42)

Of key significance for this observation is that it allows us to assign straightforwardly a
probability to the non-linear constraints. It simply is the probability for the linear constraint
values c = (c1, . . . , cM ) ∈ RM to be located on the non-linear constraint manifold MC̃ .
Given the Gaussian distribution for the linear constraint values, we arrive at the non-linear
constraint probability density,

p(c | c ∈MC̃) =
p(c)∫

MC̃
p(c) dc

. (4.43)

From the geometric point of perspective, we may observe that for the generic situation of
the constraint manifoldMC̃ being a non-flat curved multidimensional manifold the probability
distribution density p(c | c ∈MC̃) is non-Gaussian.

On the constraint manifold MC̃ , the constraint probability density is simply propor-
tional to the original Gaussian distribution. Hence, the problem of generating realizations of
the more generic non-linear constrained random fields is reduced to sampling realizations of
the distribution p(c|c ∈ MC̃). Once the values c have been successfully sampled, we have
simplified the problem towards one of the regular sampling Gaussian random fields. To this
end, we may use the Hoffman-Ribak method [7–9] to generate Gaussian realizations obey-
ing the constraint values c. This results in realizations of fields f(q) obeying the imposed
non-linear constraints.

4.5 Non-linear constrained random fields: procedure

The non-linear constrained random field formalism outlined above translates into the following
procedure for generating constrained realizations. By formulating the non-linear constraint
conditions in this form, we have come to the realization that the finite-dimensional non-
Gaussian probability density p(c | c ∈MC̃) can be evaluated in terms of Gaussian distribution
functions by exploring the geometry of the corresponding manifold MC̃ . It results in the
following procedure:

• As for the situation with linear constraints. we follow [7] in writing a field realiza-
tion f(q) as the sum of a mean field, the average field satisfying the constraints and
expressing the principal imprint of the constraints, and a residual field δfC(q),
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f(q) = f̄C̃(q) + δfC̃(q) (4.44)

in which the mean field encapsulates the principal signature of the constraints, being
the average field satisfying the constraints. The residual field encapsulates the corres-
ponding spectral fluctuation signal, augmented by the influence of the constraints.

• The mean field of the constrained field assumes the surprisingly suggestive form

f̄C̃(q) = f̄c̄(q) , (4.45)

with the mean constraint

c̄ ≡ 〈c |Γ〉 =

∫
c∈MC̃

c p(c | c ∈MC̃)dc . (4.46)

This mean field expression follows directly from the realization

f̄C̃(q) = 〈f(q) |Γ〉

=

∫
c∈MC̃

f̄c(q) p(c|c ∈MC̃)dc

=
M∑
i,j=1

ξi(q)ξ−1
ij

∫
c∈MC̃

(cj − C̄j) p(c | c ∈MC̃)dc

=
M∑
i,j=1

ξi(q)ξ−1
ij (c̄j − C̄j)

= f̄c̄(q) . (4.47)

• The residual field δf = f − f̄C̃ is generically no longer a Gaussian random field. The
variance of the residual field yields

〈
δf(q)2 |Γ

〉
= σ2

0 −
M∑
i,j=1

ξi(q)ζ−1
ij ξj(q) , (4.48)

with the coefficients

ζ−1
ij = ξ−1

ij −
M∑

k,l=1

ξ−1
ik cov(ck, cl | c ∈MC̃) ξ

−1
lj , (4.49)
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where the constraint covariance cov(cj , cl | c ∈ MC̃) captures the geometry of the con-
straint manifoldMC̃ . The expression for the residual field δf(q) follows directly from

〈
δf(q)2 |Γ

〉
=

∫
MC̃
〈(f(q)− f̄c̄(q))2 |Ci[f, qi] = ci〉p(c | c ∈MC̃)dc

=

∫
MC̃
〈f2(q) |Ci[f, qi] = ci〉p(c | c ∈MC̃)dc− f̄

2
c̄ (q)

=

∫
MC̃
〈(f(q)− f̄c(q))2 |Ci[f, qi] = ci〉p(c | c ∈MC̃)dc

+

∫
MC̃

(f̄c(q)− f̄c̄(q))2p(c | c ∈MC̃)dc

= σ2
0 −

M∑
i,j=1

ξi(q)ξ−1
ij ξj(q) +

M∑
i,j,k,l=1

ξi(q)ξ−1
ij cov(cj , cl | c ∈MC̃) ξ

−1
lk ξk(q)

= σ2
0 −

M∑
i,j=1

ξi(q)ζ−1
ij ξj(q) , (4.50)

where∫
MC̃

(f̄c(q)− f̄c̄(q))2p(c | c ∈MC̃)dc = var

 M∑
i,j=1

ξi(q)ξ−1
ij cj | c ∈MC̃

 (4.51)

=

M∑
i,j,k,l=1

ξi(q)ξ−1
ij cov(cj , ck | c ∈MC̃) ξ

−1
kl ξl(q) .

A telling difference between the residual for the non-linear constraints
〈
δf(q)2 |Γ

〉
and

that in the case of linear Gaussian random field constraints (eqn. 4.36) is that they are
no longer independent of the values c the constraint(s) assume. Only when the manifold
MC̃ consists of a point, the residual expression for the linear constraints is recovered.

• A similar relation as for the residual field applies to the Laplacian ∇2f(q) of the random
field. In the context of the caustic skeleton the field f(q) = φ(q) is the gravitational
potential

f(q) = φ(q) . (4.52)

Hence, according to the Poisson equation, the Laplacian of the field represents the
density perturbation. Following an analogous derivation, we obtain

the mean constrained field Laplacian

〈∇2f(q) |Γ〉 =

M∑
i,j=1

∇2ξi(q)ξ−1
ij (c̄j − C̄j) (4.53)
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and the variance

〈δ(∇2f(q)) |Γ〉 = σ2
2 −

M∑
i,j=1

∇2ξi(q)ζ−1
ij ∇

2ξj(q) , (4.54)

in which c̄ are the main constraint values and ζij the coefficient defined in expres-
sion 4.49.

4.6 Non-linear constraints: case study

A good example of a non-linear constraint is the requirement that the gradient of the Gaussian
random field has a unit norm ‖∇f(qc)‖ = 1. For this condition, we consider the space of
first-order derivatives

C = (∂xf, ∂yf) , (4.55)

and the non-linear constraint

C̃(C) = ∂xf
2 + ∂yf

2 − 1 = 0 . (4.56)

The constraint manifoldMC̃ = {(∂xf, ∂yf) | ∂xf2 + ∂yf
2 = 1} is the unit circle in the space

of first order derivatives (see figure 11).
For a statistically isotropic Gaussian random field, the constrained probability density is

uniform p(c | c ∈ MC̃) = 1/(2π). After sampling from the constraint manifold, we construct
a corresponding realization using linear constrained Gaussian random field theory. Both
the mean and the covariance of the constraint value with respect to the constraint manifold
vanish.

When the Gaussian random field is not statistically isotropic, the constraint density
p(c | c ∈ MC̃) is no longer uniformly distributed. We can construct realizations of the con-
strained Gaussian random field using rejection sampling on the constraint manifold. First,
determine the maximum max of p(c) restricted to MC̃ . Secondly, generate a uniformly
sampled point c on the unit circle MC̃ . Finally, we accept this sample c with probability
p(c)/max. Once we have sampled the points on the constraint manifoldMC̃ , we again con-
struct a corresponding realization using linear constrained Gaussian random field theory. It
is also straightforward to sample the mean and covariance of the constraint value c on the
constraint manifoldMC̃ .

5 The caustic skeleton: constrained initial conditions

Having established the procedure for non-linear constrained random fields, in this section we
apply the procedure to explore the mass distribution in and around caustic singularities and
hence that in and the corresponding structural components of the cosmic web. To this end,
we here derive the expressions for the non-linear constraints pertaining to the caustic singu-
larities. We will concentrate on the formalism for the cusp constraints, swallowtail constraints

– 36 –



∂xf

∂yf

MC̃ = {∂xf2 + ∂yf
2 = 1}

Figure 11: The constraint manifold MC̃ = {∂xf2 + ∂yf
2 = 1} in the space of first-order

derivatives (∂xf, ∂yf) for the non-linear constraint ‖∇f‖ = 1.

and umbilic constraints and present the corresponding (mean) field realizations. On the basis
of this, we set up a laboratory for exploring the progenitors of filament and clusters, i.e., the
primordial mass distribution in and around filaments, via the cusp constraints, and in around
clusters, via the swallowtail and umbilic constraints. This provides us with a powerful instru-
ment for a systematic investigation and inventory of the (hierarchical) buildup, dynamics and
(multistream) velocity flows in and around these structural features of the cosmic web.

5.1 Deformation tensor: definitions

Central within the non-linear constraint formalism is the specification of the displacement
field and corresponding deformation tensor. Within the present study, we follow the most
practical approach, that of using the analytical first-order expression for the displacement in
the Zeldovich approximation (see sect. 3.7),

st(q) = −b+(t)∇qΨ(q), (5.1)

For practical purposes, we will follow the following expression for the deformation tensor in
terms of the Hessian of displacement potential Ψ,

Tij ≡
∂2Ψ

∂qi∂qj
, (5.2)

(5.3)

ψ(q) =

(
T11(q) T12(q)
T12(q) T22(q)

)
, (5.4)

Extending this notation, we introduce the following expression for any higher-order partial
derivative of the displacement potential

Tij...k =
∂

∂qi

∂

∂qj
. . .

∂

∂qk
Ψ . (5.5)
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The eigenvalues and eigenvectors of the deformation tensor ψ follow from the eigenequa-
tion,

ψ(q)vi(q) = λi(q)vi(q), (5.6)

with the ordering λ1 ≥ λ2. For the eigenvectors vi(q) we use the normalized versions, i.e.,
‖vi‖ = 1. It is straightforward to obtain the explicit analytical expressions for the eigenvalue
and eigenvector fields in terms of the second-order derivatives of the deformation potential

λ1,2 =
1

2

[
T11 + T22 ±

√
4T 2

12 + (T11 − T22)2

]
, (5.7)

v1,2 ∝
(
T11 − T22 ±

√
4T 2

12 + (T11 − T22)2, 2T12

)
. (5.8)

These expressions for the eigenvalues and eigenvectors immediately reveal their non-linear
dependence on the deformation potential. With these explicit expressions for the eigenvalues
and eigenvectors, we may subsequently infer the constraint expressions for the different classes
of caustics by inserting these in the expression for the caustic conditions (see table 2).

Of key importance for the practical implementation of the non-linear constraint form-
alism for the various caustic constraints is appendix C. It contains the derivation of the
expressions of the eigenvalues λ1 and λ2, the eigenvectors v1 and v2, the first order and
second order gradients of the eigenvalue fields in terms of the partial derivatives Tij...k of the
displacement potential Ψ.

5.2 Cusp & filament constrained fields

The cusp caustic forms at a time t corresponding to the inverse of the largest eigenvalue λ1,
and satisfies the following caustic conditions (see table 2),

b+(t)λ1(qc) = 1 , (5.9)
v1(qc) · ∇λ1(qc) = 0 . (5.10)

The orientation of the cusp is determined by the normal vector

n = ∇(v1(qc) · ∇λ1(qc)) , (5.11)

which makes an angle

α = sign(v2 · n) arccos

(
|v1 · n|
‖n‖

)
(5.12)

with respect the corresponding eigenvector v1. As both the cusp curve and the eigenvector
field consist of lines, the angle α assumes a value in the interval [−π/2, π/2].

5.2.1 Cusp mean field

The mean field of the cusp filament is shown in figure 12. The mean field has been set such
that the cusp is at the center of the box, and oriented along the vertical direction. The
lefthand panel of the figure shows the gravitational potential of the cusp, the central panel
the corresponding (first) eigenvalue and eigenvector fields, while the righthand panel shows
the corresponding evolved mass distribution according to the Zeldovich approximation.
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Figure 12: The mean cusp caustic. Left: the gravitational potential. Centre: the first
eigenvalue and eigenvector fields. Right: the mean field mass distribution around the cusp
curve, evolved by the Zel’dovich approximation

Figure 13: The distribution of the angle α between the cusp curve and the eigenvector field.

The gravitational potential around a cusp is close to a quadrupole. This is in line with
the expectation for the constrained mass distribution around protofilaments, as has been
pointed out by the study of [9]. The blue central structure is a potential trough that induces
an inflow of matter, whereas the two red structures are two potential hills related to the
implied low-density protovoids surrounding the embryonic cups filament. This leads to the
outflow of mass from these low-density regions towards the higher-density filamentary cusp
region.

The critical curve in the eigenvalue field consists of an elongated oval which forms the
traditional Zeldovich pancake in the Zeldovich approximation. The cusp curve, the blue solid
line, bisects the oval in Lagrangian space. Turning to the structure evolving out of this
configuration, we see the emergence of the well-known Zeldovich pancake configuration in
Eulerian space. The pancake is bisected by the critical curve in Eulerian space (blue solid
line).

On average, the orientation of the cusp curve is normal to the eigenvector field v1.
The distribution of the angle α in the mean field realizations is plotted in figure13 . The
distribution is a steep – near bell-shaped – curve centered around α = 0, with an exponential
fall-off towards the angles α = ±π/2.
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5.2.2 Cusp residual field

To obtain full realizations of the caustic-constrained fields, we have to sample the residual
fields δf that comprise the spectrally induced field fluctuations augmented by the imposed
caustic constraint. The combination of mean field and residual field yields a field realization
representative for the applied caustic constraint.

To obtain a representatively sampled residual field, we need to infer the non-linear
probability distribution p(c) for the corresponding linear constraint set c. This involves first
determining which linear Gaussian field functionals ck are incorporated in the non-linear
caustic constraint. Subsequently, we need to specify the (non-linear) probability distribution
p(c) and properly sample this distribution in the linear functional space c. Once this has been
accomplished, the Gaussian field constraint set c is applied to the Hoffman-Ribak method for
finding a representative residual field realization.

Without significantly affecting the result, it is insightful to analyze the constrained
random field of the cusp caustic in the eigenframe of the deformation tensor. In this frame, the
eigenvectors are v1 = (1, 0) and v2 = (0, 1). The resulting expression for the caustic conditions
is a set of linear conditions on the second and third-order derivatives of the deformation
potential

T11 = 1/b+(t) , T12 = 0 , T22 ≤ T11 , T111 = 0 , (5.13)

while the normal vector n has the following non-linear form,

n =

(
T1111 +

3T 2
112

T11 − T22
, T1112 +

3T112T122

T11 − T22

)
. (5.14)

For a derivation of these identities, we refer to appendix C.

For simplicity, we ignore the orientation of the cusp curve and consider a cusp curve
passing through the center of the box. The relevant linear statistics is

Y = (T11, T12, T22, T111) , (5.15)

whose probability density factorizes into the density of the joint distribution of T11 and T22

and the one-dimensional Gaussian distributions for T12 and T111, i.e.,

p(T11, T12, T22, T111) = p(T11, T22)p(T12)p(T111) . (5.16)

Generally, two derivatives of a Gaussian random field at a point are independent if and only
if they together consist of an odd number of derivatives in either the q1 or the q2 direction.
The conditional probability density takes the form

p(T11, T12, T22, T111|, T22 ≤ T11 = 1/b+, T12 = 0, T111 = 0)

= p(T22|T22 ≤ T11 = 1/b+)

= N e
− 3(T11+T22)

2−8T11T22
2σ22

∣∣
T11=1/b+

, (5.17)

with the normalization constant N . After sampling T22 from this distribution, we use
linear constrained random field theory to obtain the corresponding realization. We may
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note that this procedure is equivalent to generating realizations for the linear constraints
T11 = 1/b+, T12 = T111 = 0 and rejecting realizations for which T22 > 1/b+. Given these
realizations, it is straightforward to compute the angle α and sample the distribution. For
the resulting distribution, we refer to figure 13.

Subsequently addressing the orientation of the cusp curve, we note that the orientation
of the cusp curve is fully characterized by the derivatives

Y = (T11, T12, T22, T111, T112, T122, T1111, T1112) , (5.18)

with the conditional distribution

p(T11, T12, T22, T111, T112, T122, T1111, T1112|T22 ≤ T11 = 1/b+, T111 = 0) (5.19)
= p(T11, T22, T1111|T22 ≤ T11 = 1/b+)p(T12T1112|T12 = 0)p(T111, T122|T111 = 0)p(T112) .

By sampling this distribution with the additional constraint that n ∝ (1, 0), realizations may
be generated for which the cusp curve is vertical in the center of the box. However, in the
present study, we use a slightly different method based on the sampling method described
above, in combination with the procedure for rotating the (derivatives of) the deformation
tensor outlined in appendix E. Given a realization, in this method, we first evaluate all second,
third, and fourth-order derivatives and evaluate the angle α. Subsequently, these derivatives
are rotated. The resulting derivatives form a representative sample of a cusp curve running
vertically through the center of the box. By generating the linear constrained realizations
with these rotated derivatives, we obtain a realization of the Gaussian random field required
cusp curve.

5.3 Swallowtail & cluster constrained fields

For the constrained realizations in and around the swallowtail cluster caustic at Lagrangian
location qc we invoke the swallowtail caustic conditions, with respect to the field of the largest
eigenvalue λ1, and that of the corresponding eigenvector v1 field,

b+(t)λ1(qc) = 1 , (5.20)
v1(qc) · ∇λ1(qc) = 0 , (5.21)

v1(qc) · ∇(v1(qc) · ∇λ1(qc)) = 0 . (5.22)

The swallowtail caustic in the cusp curve is parallel to the eigenvector field v1, meaning that
α = ±π/2, since

v1 · n = v1 · ∇(v1(qc) · ∇λ1(qc)) = 0 . (5.23)

While the orientation of the swallowtail caustic does not need to be fixed, we do need to
specify the direction. The swallowtail feature is normal to the fold curve, in which it forms.
In the present study, we use the condition

v2 · ∇λ1(q) < 0 . (5.24)

5.3.1 Swallowtail mean field

In figure 14, we plot the mean field of the swallowtail cluster. The lefthand panel of the figure
shows the gravitational potential of the cusp, the central panel the corresponding (first)
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Figure 14: The mean swallowtail caustic. Left: the gravitational potential. Centre: the
first eigenvalue and eigenvector fields. Right: the mean field mass distribution around the
swallowtail caustic, evolved by the Zel’dovich approximation

eigenvalue and eigenvector fields, while the righthand panel shows the corresponding evolved
mass distribution according to the Zeldovich approximation.

The gravitational field is more faceted than the quadrupolar pattern of the cusp caustic.
Also here we find a central gravitational trough. It is more concentrated and has a weakly
triangular shape with a somewhat pointed lower side and a more flattened upper edge. It
marks the central region of matter inflow. The surrounding region reveals three potential
hills, corresponding to low-density outflow regions. Two dominant protovoids are seen at
the lefthand and righthand side, reminiscent of the quadrupolar pattern of the cusp caustic,
while a weaker outflow region is seen at the upper side. The mean eigenvalue field (central
panel) reveals more details of the implied pattern. The red fold curve is near oval with two
bifurcating shoulders to the upper right and left. Within the fold curve, we find the blue
trident shape cusp curves, which appear as the medial axis of the fold curve.

The resulting matter distribution, evolved through the Zeldovich approximation, in and
around the swallowtail reveals an interesting and highly significant aspect of the connections
in the cosmic web. The core of the swallowtail evolves into a cluster node of the weblike
network. Three filamentary features emanate out of the central region, one tail-like ridge
pointing downwards and two whisker-like features on the upper side. It indicates how the
caustic structure of the mass distribution leads to the natural pattern of cluster-filament
connections in the cosmic web.

5.3.2 Swallowtail residual field

To allow a representative sampling of the residual field, via the probability distribution for
the involved linear constraints, we proceed in a similar fashion as in the case of the cusp
caustic. To this end, we consider the caustic conditions for the swallowtail in the eigenframe,

T11 = 1/b+(t) , T12 = 0 , T22 ≤ T11 , T111 = 0 , T1111 +
3T 2

112

T11 − T22
= 0 . (5.25)

The condition that specifies the direction in which the swallowtail develops yields the simple
form

v2 · ∇λ1 < 0 : T112 < 0 . (5.26)
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For notational aspects and detailed derivations consult appendix C.

The swallowtail caustic is determined by the linear statistics

Y = (T11, T12, T22, T111, T112, T1111) (5.27)

with the probability density

p(T11, T12, T22, T111, T112, T1111) = p(T11, T22, T1111)p(T12)p(T111)p(T112) , (5.28)

and constraint distribution

p

(
T22, T112, T1111|T22 ≤ T11 = 1/b+, T12 = 0, T111 = 0, T1111 +

3T 2
112

T11 − T22
= 0

)
= p

(
T22, T112, T1111|T22 ≤ T11 = 1/b+, T1111 +

3T 2
112

T11 − T22
= 0

)
. (5.29)

For the cusp caustic, it sufficed to construct realizations with the linear constraints T11 =
1/b+, T12 = 0, T111 = 0 and reject realizations for which T22 > T11. For the swallowtail
caustic, we implement a more advanced rejection scheme to efficiently sample the constrained
manifold.

In the joint distribution of the statistic (T11, T22, T112, T1111), the variable T112 is inde-
pendent of the statistics T11, T22 and T1111. We also take along the fact that T112 is fully
specified in terms of the variables T11, T22 and T1111 as a result of the conditions

T1111 +
3T 2

112

T11 − T22
= 0 , (5.30)

(5.31)
T112 < 0 . (5.32)

We use these properties to construct a rejection sampling scheme in which we sample the
Gaussian distribution for (T22, T1111) and accept a sample with a probability determined by
the joint distribution for (T22, T112, T1111). To this end, consider the Gaussian joint distribu-
tion p(T11, T22, T1111) with vanishing mean µ = 0 and covariance matrix(

a b
bT Σ

)
, (5.33)

with

a =
3σ2

2

8
, b =

(
σ2

2

8
,−5σ2

3

16

)
, Σ =

(
3σ2

2
8 −σ2

3
16

−σ2
3

16
35σ2

4
128

)
. (5.34)

In addition, we have the independent statistic T112, which is normally distributed with zero
mean 〈T112〉 = 0 and variance 〈T 2

112〉 = σ2
3/16.

The conditional distribution p(T22, T1111|T11 = 1/b+) is a bivariate Gaussian distribution
with non-zero mean µ̄ = b

ab+
and the covariance matrix Σ̄ = Σ− 1

abb
T . After sampling from
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this distribution, we first reject samples for which T22 > 1/b+ or T1111 > 0 to obtain samples
from the auxiliary probability density

p(T22, T1111|T22 < T11 = 1/b+, T1111 ≤ 0) . (5.35)

The variables T22, T1111 fully determine the variable T112,

T112 = −
√
−T1111(T11 − T22)

3
, (5.36)

when T22 < T11 and T1111 ≤ 0. The unnormalized conditional density is the product of the
conditional density p(T22, T1111|T22 ≤ T11 = 1/b+, T1111 ≤ 0) and a function assuming values
between 0 and 1,

p(T22, T1111|T22 ≤ T11 = 1/b+, T1111 + 3T 2
112/(T11 − T22) = 0)

∝ e−
1
2

((T22,T1111)−µ̄)Σ̄−1((T22,T1111)−µ̄)Θ(1/b+ − T22)Θ(−T1111)e

8T1111(1/b+−T22)
3σ23 , (5.37)

with the Heaviside step function Θ. Hence, we obtain samples of the target distribution by
sampling from the conditional density p(T22, T1111|T22 ≤ T11 = 1/b+, T1111 ≤ 0) and accepting
samples with probability

exp

[
8T1111(1/b+ − T22)

3σ2
3

]
. (5.38)

5.4 Umbilic & cluster constrained fields

The umbilic caustic forming at time t satisfies the simultaneous conditions for the first and
second eigenvalues,

b+(t)λ1(qc) = b+(t)λ2(qc) = 1 . (5.39)

In terms of the second-order derivatives of the displacement potential, these eigenvalue con-
ditions can be expressed in terms of three linear conditions

T11 = T22 = 1/b+(t) , (5.40)
T12 = 0 . (5.41)

At the umbilic points, the determinant

det(∇xt) = det(I − b+ψ) (5.42)

assumes a critical point, whose nature is determined by the Hessian (see [87])

H [det(I − b+(t)ψ)] = b2+(t)

(
2(T111T122 − T 2

112) T111T222 − T112T122

T111T222 − T112T122 2(T112T222 − T 2
122)

)
, (5.43)

and it’s determinant

det (H [det(I − b+(t)ψ)])

= b4+(t)
[
6T111T112T122T222 + 3T 2

112T
2
122 − 4(T111T

3
122 + T 3

112T222)− T 2
111T

2
222

]
. (5.44)
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Figure 15: The mean umbilic caustic. Upper: the elliptic caustic. Lower: the hyperbolic
caustic. Left: the gravitational potential. Centre: the first eigenvalue and eigenvector fields.
Right: the mean field mass distribution around the elliptic and hyperbolic caustics, evolved
by the Zel’dovich approximation

From this, we note that the Hessian at the critical point only depends on the third-order
derivatives of the deformation potential. The fourth order derivatives cancel when T11 =
T22 = 1/b+ and T12 = 0.

There are two different classes of umbilic points, the elliptic caustic D+
4 and the hyper-

bolic caustic D−4 . The umbilic point is an elliptic caustic D+
4 when the critical point is a

maximum or a minimum, i.e., for which

det(H [det(I − b+ψ)]) > 0 . (5.45)

The umbilic point is a hyperbolic caustic when the critical point is a saddle point, i.e.,

det(H [det(I − b+ψ)]) < 0 . (5.46)

This condition should be contrasted to the condition presented in [4, 64, 109, 110] based on
the sign of

δ =
1

2
(T111T122 + T112T222 − T 2

112 − T 2
122). (5.47)

In fact, this condition describes the behavior of the eigenvector field in the vicinity of the
umbilic point and does not differentiate between the elliptic and hyperbolic caustics. In this
context, we should note that for the elliptic caustic we always have δ < 0.
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To describe the structure in and around the umbilics, we may follow a more general con-
sideration of the corresponding displacement field. To this end, we expand the displacement
field st to quadratic order in q1 and q2 around a umbilic point at the origin (q1, q2) = (0, 0).
The determinant of the gradient ∇xt has a critical point at the origin, as it is the product of
two eigenvalue fields that vanish at the origin. The determinant takes the general form

det∇xt = det(I +∇st)
= Aq2

1 +Bq1q2 + Cq2
2 +O(q3

1, q
2
1q2, q1q

2
2, q

3
2) . (5.48)

for some constants A,B, and C. For small q1 and q2, the level set det∇xt = 0 approaches a
conic section:

• an ellipse when the discriminant B2−4AC is negative corresponding to the D+
4 caustic,

• a hyperbole when the discriminant B2 − 4AC is positive corresponding to the D−4
caustic,

• a parabola when the discriminant B2 − 4AC vanishes, corresponding to the D5 caustic
(which does not feature in the 2D cosmic web).

Note that the discriminant coincides with the negative of the determinant of the Hessian, i.e.,

B2 − 4AC = −det (H [det∇xt]) . (5.49)

When the displacement field is a gradient field, the constants D and E vanish and the con-
dition reduces to the constant discussed above.

The orientation of the elliptic umbilic caustic is determined by the behavior of the
eigenvector fields of the deformation tensor in the vicinity of the caustic. The fold curve in
the vicinity of the elliptic umbilic caustic is a small ellipse. This forms three cusp caustics
when the eigenvector field is parallel to the eigenvector field, ie. vi ·m = 0 withm the vector
normal to this circle.

The orientation and configuration of the hyperbolic umbilic caustic is determined by
the eigenvalues νi and eigenvectors wi of the Hessian H [det(I − b+ψ)]. The cusp curve
of the hyperbolic umbilic is directed towards the eigenvector corresponding to the positive
eigenvalue. The angle β = 2 arctan(

√
|ν1/ν2|) describes the angle between the two wedges of

the fold curves.

5.4.1 Umbilic mean field

The mean field of the elliptic and the swallowtail caustic are plotted in figure 15. The most
outstanding observation is that both the elliptic and hyperbolic umbilic cluster are connected
to three cusp curves, revealing the natural association of the clusters with three filaments in
the cosmic web.

5.4.2 Umbilic residual field

We implement the umbilic caustics by sampling random fields with the linear constraints

T11 = T22 = 1/b+ , (5.50)
T12 = 0 . (5.51)
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Figure 16: Mean and the variance of the density field around the caustics in a
[80 Mpc, 120 Mpc]2 box. Left to right: the cusp, the swallowtail, the elliptic umbilic, and
the hyperbolic umbilic caustic. Top: the mean density field. Bottom: the variance of the
density field.

We subsequently determine the sign of the determinant det (H [det(I − b+ψ)]) to identify
whether it is an elliptic or a hyperbolic caustic. Given the identification, we compute its
orientation. By rotating the second-order and third-order derivatives (using appendix E), we
generate linear constrained conditions corresponding to elliptic and hyperbolic caustics with
a specified orientation. Given the appropriate sampling of the constraint manifold MC̃ , we
can evaluate the mean field, the variance of the residual field, and representative realizations.

5.5 Constrained Field Variance

By definition, the residual field δf vanishes at the point where we impose the caustic condition.
However, the caustic condition not only fixes the random field at a point but influences the
direct environment of the condition. This behavior is formally described by the variance〈
δf(q)2 |Γ

〉
in the density perturbation near the constraint (equation (4.36) for linear and

equation (4.48) for non-linear constraints).
To this end, figure 16 presents the variance (density) fields of the cusp, swallowtail and

umbilic caustics. For reference, the residual fields are depicted together with the corresponding
mean density fields of the caustics. An important observation is that the statistical properties
of the residual field near the cusp and swallowtail caustic are not isotropic or homogeneous.
On the other hand, the residual field is (nearly) isotropic near the umbilic caustics.

Finally, for reference note that for the power-law power spectrum with the Gaussian
smoothing at the length scale Rs = 5 Mpc considered in this paper, the characteristic correl-
ation length for the random field near the caustics is about 20 Mpc.

– 47 –



6 Composite constrained realizations

To study the interplay between the voids, walls, filaments, and clusters in the cosmic web and
study the connectivity, it is important to extend the constrained random field theory of the
caustic skeleton to include multiple constraints with specified orientations. In this section,
we show how to construct realizations with composite constraints.

6.1 Orienting constraint conditions

In section 5, we demonstrated a method to construct realizations of Gaussian random fields
satisfying a caustic constraint at a single point with a fixed orientation. For example, we
constructed realizations that included a cusp filament running vertically through the origin
of the initial conditions. From the formalism, it follows that the caustic constraint can
be translated to any point in the box by shifting the underlying linear functionals C (the
Fourier transform of the constraints receives a phase shift). Alternatively, we can generate a
realization with a cusp at the origin and translate the origin to the required location using
the symmetry of the torus on which the realization lives. Unfortunately, the latter method
does not work when considering multiple caustic constraints at different locations. Moreover,
the second method yields difficulties for even a single caustic constraint when attempting to
change the orientation with a rotation due to the symmetries of the boundary conditions of
the box.

Fortunately, there exists an efficient method to generate realizations with any preferred
orientation at any location:

1. Generate a realization satisfying the caustic conditions at a given point in the box with
a fixed orientation as described in section 5.

2. Analyze the derivatives in the caustic conditions. For example, from equations (5.13)
and (5.14), we note that the cusp caustic is fully determined by a number of second,
third, and fourth-order derivatives.

3. Evaluate all derivatives of the realization to the relevant order. Generally, some derivat-
ives were obtained while sampling the constraint manifoldMC̃ . Others do not directly
influence the caustic and are sampled from the realization. For the cusp, we evaluate
the partial derivatives

T11, T12, T22, T111, T112, T122, T222, T1111, T1112, T1122, T1222, T2222 . (6.1)

Alternatively, we can extend the constraint manifold to include all these partial deriv-
atives and sample them directly.

4. While rotating the coordinate system by an angle θ, the n-th order derivatives trans-
form into each other (see appendix E). We use these transformation rules to obtain a
representative sample of the required partial derivatives for the caustic with the desired
orientation.

5. Finally, we apply the Hoffman Ribak algorithm, with respect to the linear constraints
consisting of the relevant partial derivatives, to obtain a realization satisfying the caustic
condition with the desired orientation.
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See figure 17 for an illustration of the cusp caustic with three orientations. In the left
panel, the cusp caustic passes vertically through the center of the box. In the central and right
panels, we generate realizations for which the cusp curve passes diagonally and horizontally
through the center of the box. These three realizations share a single unconstrained random
field. As a consequence, we see that the structure of the initial conditions away from the
center (100, 100) remains unchanged. Using constrained Gaussian random field theory, we
can locally tweak the random field to satisfy the desired non-linear constraints.

6.2 Multiple constraints

In section 6.1, we showed a method to orient a single non-linear constraint. In this section,
we extend the treatment to multiple caustic constraints at different locations with specified
orientations.

Given the locations qi and orientations, θi of the M caustics constraints with i =
1, . . . ,M , one might naively repeat the analysis presented in section 6.1 for each constrained
point and construct a realization using the Hoffman Ribak algorithm on the sampled partial
derivatives. While this is a good approximation when the pairwise separation of the points qi
is larger than the typical correlation length of the random field, it fails when partial derivatives
at a single point qi become significantly correlated to the partial derivatives of a neighboring
point qj . Ideally, we would sample the partial derivatives of the deformation potential at the
constrained points qi simultaneously. However, such a procedure cannot be straightforwardly
implemented when sampling constraints in the eigenframe and orienting the constraints with
the procedure described in the previous section.

To correct for these correlations we propose a rejection sampling method. For each
caustic constraint corresponding to the point qi, we determine the n-th order derivatives re-
quired to specify the caustic and its orientation. Construct the conditional (unnormalized)
joint probability density pi for the partial derivatives of the constraint qi with respect to the
corresponding constrained manifoldMC̃,i, and the Gaussian joint probability density p includ-
ing all the partial derivatives at the constrained points. Next, determine the maximummax of
the ratio of the joint distribution of all constraints and the individual constraints p/

∏
pi. Fi-

nally, generate a sample of the partial derivatives satisfying the oriented caustics constraints
as described above. Accept this sample with probability p/(max

∏
pi). Alternatively, we

construct the big constraint manifold MC̃ by taking the union over the small constrained
manifold MC̃,i, and directly sample from the conditional probability density p(·|MC̃) using
the rejection sampling method.

We illustrate this procedure in figure 18, which includes four Morse point constraints on
the first eigenvalue field. A critical point qc appearing at time t satisfies the condition

∇λ1(qc) = 0 , (6.2)
λ1(qc) = 1/b+(t) . (6.3)

In the eigenvector frame, this condition reduces to the linear constraints

1/b+ = T11 ≥ T22 , T12 = 0 , T111 = T112 = 0 . (6.4)

See appendix C for a derivation. The critical point is either a maximum, minimum – corres-
ponding to the Morse point A+

3 – or a saddle point – corresponding to the Morse point A−3 .
We can differentiate between the two cases by evaluating the sign of the determinant of the
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Figure 17: The caustic skeleton consisting of the fold curves (red) and cusp curve (blue)
in Lagrangian and Eulerian space with a rotation of the cusp caustic at the center of the
box. Upper: the eigenvalue and eigenvector fields in Lagrangian space. Lower: the Zel’dovich
approximation in Eulerian space. Left: with the vertical orientation. Center: with a diagonal
orientation. Right: with the horizontal orientation.
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(a) λ1, v1 (b) Zel’dovich approximation

Figure 18: The caustic skeleton consists of the fold curves (red) and cusp curves (blue) in
Lagrangian and Eulerian space, with four critical point constraints on the first eigenvalue field.
Left: the first eigenvalue and eigenvector fields in Lagrangian space. Right: the Zel’dovich
approximation in Eulerian space.

Hessian Hλ1. In the eigenframe, the Hessian takes the form

Hλ1 =

(
T1111 +

2T 2
112

T11−T22 T1112 + 2T112T122
T11−T22

T1112 + 2T112T122
T11−T22 T1122 +

2T 2
122

T11−T22

)
. (6.5)

See appendix C for a derivation of this result. In figure 18, the lower, the lower, and the right
critical points are A+

3 points. The left and the upper critical points are A−3 points. In the
right panel, we can clearly distinguish the character of the A+

3 and A−3 points. The A+
3 points

correspond to the creation of a multi-stream region forming a Zel’dovich pancake. The A−3
points correspond to the merger of two multi-stream regions.

7 Conclusion

The study of caustics in the cosmic web can be traced back to early work by Arnol’d and
collaborators [5, 6, 84, 85]. Caustic skeleton theory provides a set of conditions for the
emergence of various caustics classified by Lagrangian catastrophe theory in fluids dynamics
[4, 5, 33]. In large-scale structure formation, these different caustics can be associated with
the walls, filaments, and clusters of the present-day cosmic web. When combined with an
analytic Lagrangian model for structure formation, such as the Zel’dovich approximation
[1], we obtain a direct mapping between a set of points, curves, and sheets in Lagrangian
space and the spine of the current cosmic web [4]. These manifolds are defined as non-linear
conditions on the eigenvalue and eigenvector fields of the primordial deformation potential.
The conditions signal distinct environments in the initial conditions forming the different
features of the cosmic web.
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In the present paper, we extend linear-constrained Gaussian random field theory [8, 9]
to non-linear constraints, to go beyond the caustics conditions and develop a framework to
study the properties of the primordial gravitational potential and density perturbations in
the vicinity of these caustics. This way, we aim to put flesh on the bones of the caustic
skeleton. By running N -body simulations on these initial conditions, this framework paves
the way for a systematic investigation of the different elements of the cosmic web. Note
that this non-linear method allows for efficient experimentation with the primordial density
perturbations, as the numerical implementation comes down to but a small number of Fast
Fourier transforms. This should be compared to the splice method [46] which relies on a large
number of linear constraints.

In this paper, we limited the exploration of the cosmic web to two-dimensional toy
models. We find that the cusp caustic, associated with the filaments, indeed influences its
local environment. Moreover, the mean field displays the typical Zel’dovich pancake. The
swallowtail and umbilic caustics, in the two-dimensional cosmic web models linked to the
clusters, indeed link the filaments and form either as a singularity on the cusp curves or as
a point where gravitational collapse occurs along two directions. In particular, striking is
the emergence of the three-fold symmetry of the mean fields of the umbilic caustics from the
caustic conditions.

In an upcoming paper, we will use non-linear constrained Gaussian random field theory
to investigate the properties of caustics in the three-dimensional cosmic web. Using a set of
N -body simulations, we will study the density and velocity distributions in the vicinity of
different parts of the three-dimensional caustic skeleton of the cosmic web in both Lagrangian
and Eulerian space. Note that we can investigate these properties directly as a function of
the formation time and smoothing scale of the caustic in the Zel’dovich approximation.

This will in particular be interesting when it comes to filaments, as caustic skeleton
theory – as yet not fully appreciated – predicts the existence of two filament classes [4]. The
major share of the filamentary network is represented by A4 swallowtail caustics, representing
the sectional interfaces between two wall-like membranes. These have not yet fully collapsed
along two directions. Umbilic D4 caustics are also filaments, corresponding to the more prom-
inent and dense filamentary extensions of the cluster nodes in the cosmic web and representing
filaments that have fully collapsed along two directions. These classes are expected to form
at different times and have different characteristic geometric properties. Recently, some nu-
merical evidence on different filament classes has been found [111]. However, it is currently
not yet clear whether these theoretical and numerical populations are related to each other.

Another fruitful field where this method might be very valuable is the systematic invest-
igation of the influence of the cosmic web on the embedded galaxies. Different caustics mark
different environments of the cosmic web, with distinct formation histories. It is expected that
the formation history of a patch of the cosmic web correlates with the embedded galaxies. In
a future paper, we for example plan to use these techniques to systematically investigate the
recently discovered galaxy alignment at different locations of the cosmic web [12, 112–116].
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A Gaussian random fields algorithms

Gaussian random fields are most naturally expressed in Fourier space, as the Fourier modes
of an unconstrained Gaussian random field are normally and independently distributed,

p(f̂(k1), f̂(k2), . . . ) =
∏
i

1√
2πP (ki)

exp

[
−|f̂(ki)|2

2P (ki)

]
, (A.1)

up to the reality condition, f̂(k) = f̂∗(−k). In this paper, we use Fast Fourier Transform
routines to efficiently generate realizations of both unconstrained and linearly constrained
Gaussian random.

A.1 Unconstrained Gaussian random fields

We can efficiently generate realizations of unconstrained Gaussian random fields on a rectan-
gular lattice using Fast Fourier Transform routines. The Fourier modes of an isotropic and
homogeneous Gaussian random field are independent distributed Gaussian variables with zero
mean, µ = 0, and the standard deviation σ =

√
P (‖k‖). Using this observation we generate

the realization by multiplying the Fourier transform of white noise with the square root of
the power spectrum:
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Algorithm 1: Generating a realization of an unconstrained Gaussian random field
on a rectangular lattice

1. Generate a realization of white noise nw(q), consisting of identically independently
distributed normal numbers N (µ = 0, σ2 = 1) on a regular rectangular lattice.

2. Fast Fourier transform the white noise n̂w(k) = FFT[nw(q)](k). The Fourier modes
are independently normally distributed satisfying the reality condition
n̂w(k) = n̂∗w(−k).

3. Rescale the Fourier modes with the power spectrum f̂(k) =
√
P (k)n̂w(k).

4. Evaluate the inverse fast Fourier transform the rescaled modes to obtain the
realization of the unconstrained Gaussian random field f(q) = FFT−1[f̂(k)](q).

A.2 Linearly constrained Gaussian random fields

We efficiently generate realizations of constrained Gaussian random fields, satisfying a set of
linear constraints Γ = {C[f ] = c}, using the Hoffman Ribak algorithm [8, 9]. The algorithm
is based on the observation that the residue of the random field with respect to the mean
field, δf = f − 〈f |Γ〉, is a Gaussian random field whose properties are independent of the
constraint values c. Note that this is a special property of Gaussianity of the random field
and the linearity of the constraints C.

Given an unconstrained Gaussian random field f with the required power spectrum, we
compute the value of the linear constraint Ci using the convolution theorem

Ci[f, qi] = FFT−1[Ĉ∗i (k)f̂(k)](0) (A.2)

evaluated at the origin, with the Fourier transform of the constraint Ĉi. Assuming that the
unconstrained mean field vanishes, 〈f〉 = 0, we evaluate the constrained mean field using the
formula

〈f(q)|Γ〉 =
∑
i,j

ξi(q)ξ−1
ij cj , (A.3)

with the covariance between the random field and the constraint

ξi(q) = FFT−1[Ĉi(k)P (k)](q) , (A.4)

and the covariance matrix of the constraints

ξij = FFT−1[Ĉ∗i (k)Ĉi(k)P (k)](0) , (A.5)

evaluated at the origin. In these equations, we assume that f̄ = C̄i = 0. Note that the vector
ξ(q) = [

∑
i ξi(q)ξ−1

ij ] is a normal basis of the constraints. The mean field is the inner product
of x with the constraint values,

〈f(q)|Γ〉 = ξ(q) · c . (A.6)

We use these routines to implement the Hoffman-Ribak method:
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Algorithm 2: The Hoffman-Ribak method for Gaussian random fields with linear
constraints
1. Generate a realization of an unconstrained Gaussian random field g with the required

power spectrum using algorithm 1.

2. Evaluate the linear constraints Ci of the unconstrained field g,

di = Ci[g; qi] . (A.7)

3. Evaluate the mean field corresponding to the constraint values di,

ḡ(q) =
∑
ij

ξi(q)ξ−1
ij dj . (A.8)

4. Evaluate the residue of the unconstrained field

δg = g − ḡ . (A.9)

5. Since the residual field δg is statistically independent of the values dj , we can identify
δg with the residue δf of the constrained random field. The realization of the
constrained Gaussian random field takes the form

f(q) =
∑
ij

ξi(q)ξ−1
ij cj + δg(q) . (A.10)

B Constraint probability density

The conditional density

p(f |Γ) =
p(f,Γ)

p(Γ)
(B.1)

with Γ = {C = c} is a Gaussian density as both p(f,Γ) and p(Γ) are normally distributed.
It thus suffices to evaluate the mean and covariance matrix. For completeness, we write the
mean of the function and the constraints as f̄(q) = 〈f(q)〉 and C̄ = 〈C〉, and the covariance
as

ξ(q1, q2) = cov(f(q1), f(q2)) = 〈(f(q1)− f̄(q1))(f(q2)− f̄(q2))〉 , (B.2)
ξi(q) = cov(f(q), Ci) = 〈(f(q)− f̄(q))(Ci − C̄i)〉 , (B.3)
ξij = cov(Ci, Cj) = 〈(Ci − C̄i)(Cj − C̄j)〉 . (B.4)

For conciseness, we use the Einstein summation convention over the repeated dummy indices.
Define an auxiliary function g(q) = f(q) + A(q) · C with Ai(q) = −ξj(q)ξ−1

ji . The
function g is by construction independent of the variable C, as they are jointly normally
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distributed and their covariance matrix vanishes, i.e.,

cov(g(q),C) = cov(f(q),C) + cov(C,C)A(q)

= [ξk(q)− ξi(q)ξ−1
ij ξjk]

N
k=1

= 0 . (B.5)

The expectation value of g is 〈g(q)〉 = f̄(q) + A(q) · C̄, which we can use to evaluate the
expectation value of the constrained field

〈f(q)|Γ〉 = 〈g(q)−A(q) ·C|Γ〉
= 〈g(q)〉 −A(q) · c
= f̄(q) +A(q) · (C̄ − c)
= f̄(q) + ξi(q)ξ−1

ij (cj − C̄j) . (B.6)

When f̄ = 0 and C̄ = 0 the expectation value reduces to the identity 〈f(q)|Γ〉 = ξi(q)ξ−1
ij cj .

The covariance of the constraint field follows along similar lines

cov(f(q1), f(q2)|Γ) = cov(g(q1)−A(q1) ·C, g(q2)−A(q2) ·C|Γ)

= cov(g(q1), g(q2)|Γ) + cov(A(q1) ·C,A(q2) ·C|Γ)

−A(q1) · cov(C, g(q2)|Γ)− cov(g(q1),C|Γ) ·A(q2)

= cov(g(q1), g(q2))

= cov(f(q1) +A(q1) ·C, f(q2) +A(q2) ·C)

= cov(f(q1), f(q2)) +A(q1)cov(C,C)AT (q2)

+A(q1) · cov(C, f(q2)) + cov(f(q1),C) ·A(q2)

= cov(f(q1), f(q2)) + ξi(q1)ξ−1
ij ξjkξ

−1
kl ξl(q2)− 2ξi(q1)ξ−1

ij ξj(q2)

= ξ(q1, q2)− ξi(q1)ξ−1
ij ξj(q2) . (B.7)

We conclude that the residual field, i.e., the residue δf of f with respect to the mean field
〈f(q)|Γ〉 = f̄(q)+ξi(q)ξ−1

ij (cj−C̄j) is a Gaussian random field with zero mean 〈δf |Γ〉 = 0 and
variance 〈δf(q)2|Γ〉 = σ2

0 − ξi(q)ξ−1
ij ξj(q). Note that for a Gaussian random field with linear

constraints the residual field δf is indeed independent of c. The covariance of the constraint
field yields the constrained probability density

p(f |Γ) ∝ exp

[
−1

2

∫∫
δf(q1)K̃(q1, q2)δf(q2)dq1dq2

]
(B.8)

with the residual field δf = f − f̄(q) + ξi(q)ξ−1
ij (cj − C̄j) and the kernel K̃ defined as the

inverse of the modified two-point correlation function, i.e.,∫
K̃(q1, q)

[
ξ(q, q2)− ξi(q)ξ−1

ij ξj(q2)
]

dq = δ
(2)
D (q1 − q2) . (B.9)

The correction −ξi(q)ξ−1
ij ξj(q2) implements the statistical anisotropy and inhomogeneity of

the residual field.
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C Non-linear eigenvalue relations: a direct approach

The eigenvalue and eigenvector fields are non-linear functions of the deformation tensor

ψ =

(
T11 T12

T12 T22

)
, (C.1)

with the partial derivatives of the displacement potential Tijk... = ∂
∂qi

∂
∂qj

∂
∂qk

. . .Ψ. In two
dimensions, the eigenvalue and eigenvector fields are the quadratic roots of the eigenequation
ψvi = λivi, with the explicit identities for the eigenvalue fields

λ1(T11, T22, T12) =
1

2

(
T11 + T22 +

√
4T 2

12 + (T11 − T22)2

)
, (C.2)

λ2(T11, T22, T12) =
1

2

(
T11 + T22 −

√
4T 2

12 + (T11 − T22)2

)
. (C.3)

The study of Gaussian random fields satisfying non-linear caustic constraints is most concisely
performed in the eigenframe, for which T12 = 0 and T11 ≥ T22 leading to the eigenvalues
λ1 = T11, λ2 = T22 and and eigenvectors

λ1 = T11 , v1 = (1, 0) , (C.4)
λ2 = T22 , v2 = (0, 1) . (C.5)

In this section, we give an explicit derivation of several identities relating to the partial deriv-
atives of the eigenvalue and eigenvector fields and the partial derivatives of the displacement
potential in the eigenframe, using an Euler angle. In appendix D, we present a more efficient
algebraic derivation, which more easily generalizes to the three-dimensional setting.

Using an eigenvalue decomposition we can write the deformation tensor as ψ = RTΛR,
with the diagonal matrix

Λ =

(
λ1 0
0 λ2

)
(C.6)

with the ordering λ1 ≥ λ2, and the rotation matrix

R =

(
cos θ − sin θ
sin θ cos θ

)
∈ SO(2), (C.7)

with the Euler angle θ. The decomposition yields three identities for the components of the
deformation tensor T11, T22, T12

T11 = λ1 cos2 θ + λ2 sin2 θ , (C.8)

T22 = λ1 sin2 θ + λ2 cos2 θ , (C.9)
T12 = (λ2 − λ1) cos θ sin θ . (C.10)

Solving for the Euler angle θ, we obtain a representation for the normalized eigenvector fields

v1 = ±(cos(θ),− sin(θ)) , (C.11)
v2 = ±(sin(θ), cos(θ)) , (C.12)
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where the sine and cosine are expressed in terms of the partial derivatives of the displacement
potential

cos(θ) =

√
T11 − T22 +

√
4T 2

12 + (T11 − T22)2

√
2 4
√

4T 2
12 + (T11 − T22)2

, (C.13)

sin(θ) =

√
2T12

4
√

4T 2
12 + (T11 − T22)2

√
T11 − T22 +

√
4T 2

12 + (T11 − T22)2

. (C.14)

These relations enable us to evaluate several useful non-linear identities. We evaluate the
derivatives of the eigenvalue field in a general frame and subsequently take the limit T12 → 0
with the condition T11 ≥ T22.

The first-order derivatives of the eigenvalue fields in the eigenframe satisfy the linear
equations

∇λ1 = (T111, T112) , (C.15)
∇λ2 = (T122, T222) . (C.16)

The second order derivatives receive a non-linear correction

∂2

∂q2
1

λ1 = T1111 +
2T 2

112

T11 − T22
, (C.17)

∂2

∂q1∂q2
λ1 = T1112 +

2T112T122

T11 − T22
, (C.18)

∂2

∂q2
2

λ1 = T1122 +
2T 2

122

T11 − T22
, (C.19)

∂2

∂q2
1

λ2 = T1122 −
2T 2

112

T11 − T22
, (C.20)

∂2

∂q1∂q2
λ2 = T1222 −

2T112T122

T11 − T22
, (C.21)

∂2

∂q2
2

λ2 = T2222 −
2T 2

122

T11 − T22
. (C.22)

The first-order derivative in the direction of the eigenvalue field naturally coincides with
the first-order derivatives described above

v1 · ∇λ1 = ±T111 , v2 · ∇λ1 = ±T112 , (C.23)
v1 · ∇λ2 = ±T122 , v2 · ∇λ2 = ±T222 . (C.24)

Note that these combinations transform as scalars under rotations. The second-order deriv-
atives receive an additional non-linear term due to the variation of the eigenvector fields. The
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second-order derivatives of the first eigenvalue field take the form

v1 · ∇(v1 · ∇λ1) = T1111 +
3T 2

112

T11 − T22
, (C.25)

v2 · ∇(v1 · ∇λ1) = ±
[
T1112 +

3T112T122

T11 − T22

]
, (C.26)

v1 · ∇(v2 · ∇λ1) = ±
[
T1112 −

T112(T111 − 2T122)

T11 − T22

]
, (C.27)

v2 · ∇(v2 · ∇λ1) = T1122 −
T122(T111 − 2T122)

T11 − T22
. (C.28)

Note that the directional derivatives in the directions v1 and v2 do not commute. The second-
order derivatives of the second eigenvalue field yield the analogous identities

v1 · ∇(v1 · ∇λ2) = T1122 +
T112(T222 − 2T112)

T11 − T22
, (C.29)

v2 · ∇(v1 · ∇λ2) = ±
[
T1222 +

T122(T222 − 2T112)

T11 − T22

]
, (C.30)

v1 · ∇(v2 · ∇λ2) = ±
[
T1222 −

3T112T122

T11 − T22

]
, (C.31)

v2 · ∇(v2 · ∇λ2) = T2222 −
3T 2

122

T11 − T22
. (C.32)

D Non-linear eigenvalue relations: an algebraic approach

Unfortunately, the derivation of the non-linear eigenvalue relations presented in appendix C
does in practice not straightforwardly generalize to the three-dimensional case. It formally
works but is not sufficiently efficient in practice. However, using an algebraic approach we can
reproduce the results presented in section C more efficiently. This method does generalize to
the higher-dimensional setting. We present this derivation here for the two-dimensional case
in anticipation of an upcoming paper on the three-dimensional caustic skeleton and constraint
random fields [66].

In two dimensions, the eigenvalue fields are related to the principle invariants of the
deformation tensor

Tr ψ = T11 + T22 = λ1 + λ2 , (D.1)

det ψ = T11T22 − T 2
12 = λ1λ2 . (D.2)

Assuming T11 > T22 and the ordering λ1 > λ2 these equations have a unique solution (see
equations (C.2) and (C.3)). In the eigenframe, T12 = 0, we will assume the orientations
v1 = (1, 0) and v2 = (0, 1).

Now, apply the differential operators ∂i and ∂i∂j for i, j = 1, 2 to equations (D.1) and
(D.2) to obtain a set of five equations. Rotate to the eigenframe by substituting λ1 = T11,
λ2 = T22, and T12 = 0 and solve for ∂iλj and ∂i∂jλk. The equations have a unique solution
that coincides with the partial derivatives of the eigenvalue fields presented in appendix C.

To evaluate the directional derivatives of the eigenvalue fields in the direction of the
eigenvectors, we use the chain rule

vi · ∇(vj · ∇λk) = (vi · ∇)vj · ∇λk + vi(Hλk)vj , (D.3)
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with the Hessian H. We already obtained identities for the derivatives of the eigenvalue fields
in the eigenframe. What remains is the evaluation of the derivative of the eigenvector fields
(vi · ∇)vj . First note that the normalization ‖vi‖ = 1 implies the identity

vi · ∂jvi = 0 . (D.4)

The vector ∂ivj is normal to vj . In addition, application of the operator ∂j on the eigenequa-
tion (ψ − λiI)vi = 0 yields the identity

(∂jψ − ∂jλiI)vi + (ψ − λiI)∂jvi = 0 . (D.5)

Note that this equation does not yield a unique solution since the matrix ψ−λiI is singular.
However, the combined system of equation (D.4) with (D.5) is solvable. In the eigenframe,
we obtain the gradient of the eigenvector fields

∇v1 =

(
0, T112/(T11 − T22)
0, T122/(T11 − T22)

)
, (D.6)

∇v2 =

(
−T112/(T11 − T22), 0
−T122/(T11 − T22), 0

)
. (D.7)

When combining the derivatives of the eigenvalue and eigenvector fields, we reproduce the
remaining results presented in appendix C.

E Rotations of derivatives of the deformation tensor

Under a rotation, the derivatives of the deformation tensor transform nontrivially. When
applying the rotation matrix

Rθ =

(
c s
−s c

)
, (E.1)

with c = cos θ and s = sin θ, the first, second, third, and fourth-order derivatives transform
into each other. The first-order derivatives transform as a vector(

T1

T2

)
7→
(
c −s
s c

)(
T1

T2

)
. (E.2)

The second-order derivatives transform asT11

T12

T22

 7→
c2 −2cs s2

cs c2 − s2 −cs
s2 2cs c2

T11

T12

T22

 . (E.3)

The third-order derivatives transform as
T111

T112

T122

T222

 7→

c3 −3c2s 3cs2 −s3

c2s c(c2 − 2s2) s(s2 − 2c2) cs2

cs2 s(2c2 − s2) c(c2 − 2s2) −c2s
s3 3cs2 3c2s c3



T111

T112

T122

T222

 . (E.4)

The fourth-order derivatives transform as
T1111

T1112

T1122

T1222

T2222

 7→


c4 −4c3s 6c2s2 −4cs3 s4

c3s c2(c2 − 3s2) 3cs(s2 − c2) s2(3c2 − s2) −cs3

c2s2 2cs(c2 − s2) c4 − 4c2s2 + s4 2cs(s2 − c2) c2s2

cs3 s2(3c2 − s2) 3cs(c2 − s2) c2(c2 − 3s2) −c3s
s4 4cs3 6c2s2 4c3s c4



T1111

T1112

T1122

T1222

T2222

 . (E.5)
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