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Abstract— In this paper, we propose a rate efficient JPEG 2000 as buffers fill up, and in extreme cases can cause the buffers to
image transmission system over hybrid wireless networks using overflow, losing packets [2]. Since multimedia data usually has

MIMO-OFDM. The objective is to minimize the expected end- | nstrain ki r in n r h rforman
to-end distortion given the rate constraint, which is achieved gfa?[/igezlySt aint, packet dropping can degrade the performance

by jointly adjusting source coding schemes and channel coding ? ) ) ]
rates. In the proposed system, MIMO-OFDM is used to increase ~ Since multimedia data contains a lot of redundancy, to

the channel capacity and mitigate the inter-symbol interference, efficiently utilize limited resources, source compression is
variable rate space frequency codes and Reed Solomon codes tqways necessary. Compared with general data, the com-

combat the channel errors, and error resilient source coding ,osseq multimedia data has special characteristics, such as
schemes to restrict the error propagation. In case network

congestion may happen, packet erasure codes are used to alleviatd/nequal _importanqeer_ror tolerance and constra_ined error
the packet dropping. The advantages of the proposed system propagation Unequal importancedenotes that different part
lie in three aspects: adaptivity, optimality, and low complexity. of the compressed bitstream exhibits different perceptual and
Based on the characteristics of the image content, the estimated stryctural importance. Unlike reliable data communicétjon
ICha””e' conditions, and the distortion constraint, the proposed \\hare any error can blow up the whole transmitted data,
ow-complexity joint source channel coding and rate control algo- . -
rithm adjusts the coding and transmission strategies adaptively, er_ro_r tol_erancem_eans that _even if errors are mtr_Oduced’ the
which can approximate the optimal solution with a tight bound. original information may still be reconstructed with tolerable
distortion. To improve the compression efficiency, prediction
Index Terms—Wireless image transmission, JSCC, variable or variable length coding (VLC), which is very sensitive to
rate space frequency codes, MIMO-OFDM, JPEG 2000, rate unpredictable errors, has been used by most of existing mul-
efficiency, packet erasure code. timedia compression systemSonstrained error propagation
denotes the phenomena that if bits are corrupted, the neigh-
boring bits are likely to become useless as well, especially in
the case when variable-length coding or prediction is applied.
Multimedia communication over wireless channels has beteanwhile, the affected bits can be restricted inside a certain
come more and more popular with the development of wirelegmge by applying error resilient coding schemes. These char-
cellular systems and wireless local area networks. Howeverdeteristics differentiate multimedia transmission from general
design an efficient multimedia transmission system over hybridliable data communication.
wireless networks, there still exist many challenges, of which Unlike wired networks, the resources in wireless networks
some are caused by severe wireless channel conditions, seealways limited. For instance, wireless networks are always
due to the special characteristics of compressed multimei@-bandwidth, and sometimes, power supply is limited. In
data, and some from resource limitation, such as bandwidfBneral, maintaining a good quality of service is contradic-
and power constraints. tory to minimizing resource usage. In wireless multimedia
Due to severe wireless channel conditions, such as pgdmmunications, the contradiction becomes more salient due
loss, fading, co-channel interference, and noise disturbanagsthe adverse channel conditions and special characteristics
the capacity of the wireless channels is much lower that compressed image content. To address this contradiction,
the wired channels, and the bit error rate (BER) is mudfesides improving channel code error correction capability,
higher [1]. Meanwhile, the network throughput may fluctuateource coding efficiency and error resilience, schemes based
due to time-varying characteristics of wireless channels. The joint source channel coding (JSCC) principle can be applied
severe channel conditions have placed a major obstructienutilize the limited resources in a more efficient way.
for designing efficient multimedia transmission systems over |n this paper, targeting on the point-to-point image transmis-
wireless environments. sion over hybrid wireless networks, we propose a rate efficient
Besides high BER's due to severe wireless channel cagystem to minimize expected end-to-end distortion given the
ditions, as a consequence of resource limitation, multimgate constraint, or to minimize overall rate consumption given
dia transmission may also suffer from network congestionge expected end-to-end distortion constraint. In the proposed

Congestion occurs on a communication link whenever tkgstem, an image is first encoded as a scalable bitstream
amount of traffic injected on that link exceeds its capacity.

This excess traffic causes queuing delays to increase rapidBin this paper “reliable” is used to denote that no error can be tolerated.

I. INTRODUCTION
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with multiple quality layers that is optimal in the R-D sense.

Base Station] (Mobile]
Given the estimated channel condition, the characteristics of N

5

the image content, and the end-to-end distortion constraint, @ .

the proposed system can adaptively determine the number of . :

layers to be transmitted and adjust the source coding rate, ‘ 3 °

the source level error resilient scheme, the channel coding
schemes and rates for each layer through the proposed low- ™
complexity joint source channel coding and rate control (JSC-

CRC) algorithm Wireline Network (Backbone) |

In the proposed system, JPEG 2000 [3] is adopted as
the source coding standard; it has the following desirable Fig. 1. A Hybrid Network Architecture
properties: state-of-the-art compression performance, quality

scalability, and strong error resilience [4], [5]. These three ) )
properties are of importance for image transmission ovepding schemes as well as their performance analysis. The

error-prone channels, where high compression performarf@Posed low-complexity JSCCRC algorithm is presented in
can be used to save limited resources, quality scalability f§ction VI. Section VII presents the expen_mental results and
facilitate the unequal error protection (UEP), and error resiliefte Performance comparison. Finally, Section VIII concludes
coding to restrict the error propagation range. In our work, tigis paper and suggests the future work.

variable rate space frequency codes proposed in [6], [7] are

used as channel codes, since it can work well in frequency- Il. AVAILABLE TECHNIQUES ANDRELATED WORK

selective fading channels, and can provide variable degree of, this section, we first presents the channel models to
protection using the same codec with low coding complexitiye pased on, then we discuss the available techniques to
which is very suitable for hardware implementation. Sincgckle those design issue introduced in Section I, as well as
errors usually exhibit bursty pattern in fading channels, Reggy to efficiently combine these techniques to achieve better

Solomon (RS) [8] codes can be used as the inner coq@sformance. At the end of this section, we shows the related
to further improve the system performance. In case netwqflerk and address their pros and cons.

congestion may happen, packet erasure codes [9] are applied
to combat packet dropping. To increase the channel capacity,
exploit the spatial diversity, and mitigate the inter-symbdl- Channel Model
interference, MIMO-OFDM is used to transmit and receive In this paper, we considertaybrid wireless networknodel,
the protected bitstream [10]-[13]. which is composed of several small wireless networks con-
The superiority of the proposed system to the existingected by a wired network (backbone). The mobiles in the
systems, as well as the contribution of the paper, lies game wireless network can communicate directly with each
the following propertiesadaptivity, optimality, andlow com- other, and mobiles within different wireless networks can
plexity. These are the key properties for efficient multimedi@ommunicate with the help of their base stations and the
transmission systems. Adaptivity indicates that the proposkdckbone, as illustrated in Fig. 1.
system is adaptive to the channel condition, the characteristicsVe assume the hybrid wireless network is based on packet-
of the image content, and the QoS constraint. Optimalibased network protocols, where data is transmitted packet by
means that it can approximate the optimal solution with a tighticket. Packet dropping is only caused by network congestion,
bound. Low complexity lies in that the JSCCRC algorithmehich is different from the reliable data communication sys-
can be executed with negligible time, which is very suitablem, where any intermediate errors introduced during transmis-
for online processing. Another advantage of the proposebn will cause the packet to be dropped. We assume that the
system is that it exploits the error resilient coding schemé&snsmitter can know the estimated channel conditions between
at the source coding stage. Currently, no existing image tve transmitter and the receiver, such as average signal-to-
video transmission system has incorporated all these propertiesse (SNR) and network packet dropping rate (PDR), but does
at the same time. Most existing systems focus on reducingt need to get the instantaneous feedback from the receiver.
the channel BER, this paper shows that restricting the erhde assume that no intermediate transcoding is applied during
propagation range by applying source error resilient coditigansmission.
schemes can improve the system performance dramatically irThe wireless part of the transmission path can be modeled
many situations. as a fading channel, and the wired part can be modeled as
The rest of the paper is organized as follows. Section &l packet erasure channel. Based on the assumptions that no
describes the underlying channel model, discusses the aveltra transcoding is applied and intermediate errors will not
able techniques to tackle those design issues and presentxthese packet dropping, the hybrid wireless network model can
related work. Section Il describes the proposed system, dnel viewed as the concatenation of a wireless fading channel
formulates the constrained optimization problem. The channeith a packet erasure channel, where the two channels are
codes to be used are introduced in Section IV. The JPEG 2008ependent. The average BER of the wireless fading channel
source coding procedure is introduced in Section V, followerhn be calculated as the ratio of the number of error bits
by the description of the applicable error resilient sourdatroduced to the total number of transmitted bits, and the
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average packet dropping rate (PDR) calculated as the rdfBC are considered. There exist many FEC channel codes,
of the number of received packets to the total number sfich as the conventional linear block codes, convolutional
transmitted packets, where BER is independent of PDR. codes, and the state-of-the-art space time and space frequency
codes for MIMO systems [7], [16]-[18]. When designing a
system, which codes should be adopted depends on many
issues, such as their error correction capability, coding com-
As discussed in Section |, to design an efficient image transtexity, feasibility, and availability.
mission system, we need to combat with limited resources,Since network congestion may happen, to combat the packet
severe wireless channel conditions, network congestion, affépping, erasure codes can be applied, which is a special class
error propagation. In this paper, we focus on the bit rat§ FEC codes. In [9] they have presented a class of efficient
constraint, which is a function of transmission time angacket erasure codes and shown their feasibility in real-time
channel bandwidth. To combat the error propagation, errgpplications. Another class of useful FEC codes is rate com-
resilient source coding schemes can be applied, which @aible codes [19], which are suitable in multicast application
addressed in Section V. with different users having different channel conditions.
Multimedia communication is bandwidth-consuming, while Due to the fading characteristic of the wireless channel, the
wireless channel is bandwidth-limited. To tackle this conflickrrors usually exhibits bursty pattern. However, most existing
besides performing source compression, increasing the chamtginnel codes do not work well with bursty errors. Too solve
capacity is also a good solution. One approach to increase g problem, one simple but efficient approach is to use
channel capacity is to employ multiple input multiple outpuhterleaver, which can translate the bursty errors to non-bursty
(MIMO) systems, which have been playing a significant rolgrrors. The drawback is that it introduces extra decoding delay
in the development of high data rate wireless communicati@gind computation overhead. Another approach is to use Reed
systems. By employing multiple transmit and receive antenn&plomon (RS) codes, since they have excellent bursty error
the information capacity of wireless communications increasgsrrection capability.
linearly with the number of transmit antennas, given the Now we can see that build a multimedia transmission system
number of receive antennas is no less than the numbero%r error-prone channels, two components are necessary:
transmit antennas [10], [11]. Another advantage of MIM@ource encoder and channel encoder. According to the source
system lies in that it provides spatial diversity to combat theéhannel coding separation theorem [20], the multimedia data
severe wireless channel conditions. can be first compressed using source encoder, then transmitted
Next we discuss how to combat the high BER of the wiresrror-freely by applying channel coding protection. However,
less channels. According to [14], the average BER is a functigife theorem does not hold in practice, since we require the
of the channel code characteristics, the types of waveforgisannel codes having short block length, small delay, and
used to transmit the information over channel, the transmittggy coding complexity, that is, no practical channel codes can
power, the characteristics of the channel, and the methodgefarantee the error-free transmission. Since error can propa-
demodulation and decoding. To maximally reduce the BERGate inside the compressed bitstream, special action should be
all the above should be considered jointly. In this papegaken to combat the effects, which can be achieved by applying
the wireless channels are fading channels, and we asswher resilience source coding schemes to constrain the error
the transmitter power is fixed during transmission. Next, Weropagation.
consider the modulation and channel coding schemes. Based on the fact that source channel coding separation
For wireless fading channels, multipath is a major obstrugheorem does not hold in practice and the special char-
tion to reduce the BER. In many situations, especially iicteristics of the compressed multimedia data, joint source
high bit rate communication systems, the delay spread ¢fannel coding (JSCC) has been proposed. Now the design
the multipath may be higher than the symbol rate, whichf multimedia transmission system over error-prone channels
causes severe inter-symbol interference (ISI), and degradesihger rate constraint can be summarized as follows. First, we
system performance drastically. To mitigate the ISI, orthogong@étermine the source coding techniques, channel coding tech-
frequency division multiplexing (OFDM) has been shown t@iques, modulation scheme, and wireless transmitter system to
be one of the most promising techniques, as it eliminates the used. Then, we need to design an efficient rate allocation
need for high complexity equalization and offers high spectratheme to assign the source coding rate and channel coding
efficiency [12], [13]. rate such that the system performance is optimized given the
Besides efficient modulation, channel codes have also baeftal rate constraint and current channel conditions.
widely used to combat the high BER by exploiting the
temporal correlation and spatial diversity, and adding structural
redundancy. Based on the dependence on the instantandou&telated Work
feedback information, the channel coding schemes can bdn the last decades, JSCC has been widely studied and been
partitioned into two categories: feedback-based schemes, ssobhwn to be an efficient way for multimedia transmission over
as Automatic Repeat reQuest (ARQ), and non-feedback-baserbr-prone channels. Roughly, the existing JSCC schemes can
schemes, such as forward error protection (FEC) [8], [15]. e divided into two categories: joint source channel matching
this paper, since we assume the transmitter can not get (B8CM) andtrue JSCC. JSCM, as in [21]-[28], denotes that
instantaneous feedback information from the receiver, ortlye source data is optimized for a noiseless channel, and is

B. Discussion of Existing Techniques
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Fig. 2. Architecture of the proposed image transmission system

then made robust toward channel errors by optimally allocating
channel protection rates or power level such that the objective
is achieved. True JSCC, as in [29]-[32], means that the source

codm_g anq cha_nnel coding is co_mblned together to MINIMIZ&strict the error propagation, some extra structural redundancy
the distortion, given rate constraint.

- can be inserted by applying resilient coding schemes. The
A]though the existing JSCC or ‘?SCM schemes ha\(]ee ailed description of JPEG 2000 encoder and the available
achieved a lot of success, there still exist some drawbacks Fso

. ) ey r resilient coding schemes are presented in Section V.
further improvement are needed. First, most of the eXIstlng.I.0 combat the channel errors introduced by the fading

true JSC(.: _s_chemes have h|gh c_omplexny, and the scalabllg; annel, the variable rate space frequency (SF) codes [6], [7]
and feasibility are still a major issue. Another drawback nd the Reed Solomon (RS) codes are adopted as channel
existing JSCC schemes is that no source error resmené: coders. To alleviate the effects of network congestion, the

schert'r.\est. have ge'(:agclnclsudes,dwheretthyCI\r;agnly é:)lay \{V cket erasure (PE) codes presented in [9] are used. Since the
quantization an - >econd, mos -based sys rs introduced in fading channels exhibit bursty pattern,

are based on the assumption that once errors are mtmduﬁﬁ%rleaving can be applied to translate these bursty errors to

all the following data can not be used, which is not true | on-bursty errors. To improve the error correction capability

?hener?l. T"hlrd,t.duelto Fthhe hlgf}dcomputattl)on co(rjn?Iexnyl_o f, interleaving is used to translate the bursty errors to non-
€ rate allocation algorithm, seidom can be used for on-i rsty errors. At the transmitter, we first use RS codes to

processing. Fourth, the existing systems only target on certaq

Fig. 3. The Interaction description

LT Fotect the compression bitstream, then we perform byte-level
sm|1dpl|f|eg chatr;nel (rjnodels, fut(':h aﬁ BSCI, AV\(/le'\' channel, a erleaving insider a quality layer, finally, the interleaved data
seldom have based on reaiistic channel modeis. protected further protected using SF codes. In the proposed

system, RS codes are used to protect the header information

IIl. SYSTEM DESCRIPTION ANDPROBLEM FORMULATION in the compressed bitstream. The description of variable rate

In this section, we propose an efficient JSCC-based JPIE codes, RS codes, and PE codes are presented in Section IV.
2000 image transmission system targeting on the hybrid wire-As the core of the proposed system, the JSCCRC performs
less network model. The objective of the system is to minimiPtimal rate control between the source coding stage and
the expected end-to-end distortion given the rate constraiit® channel coding stage. For each image to be transmitted,
and the system should be adaptive to channel condition. THi§ JSCCRC gets the rate constraint from the system, and
is achieved by jointly allocating the source rate, source erfdle current estimated channel conditions from the wireless
resilience coding scheme, and channel code rates, which ignyironments. Based on the available rate and the image
true JSCC scheme. size, JSCCRC determines how many quality layers needs to
be generated, where we assume the length of each quality
layer is fixed. The source encoder/transcoder then generates
the desired number of quality layers in a rate distortion (R-

The block diagram of the proposed system is illustratdd) optimal sense. As the side effect, the R-D characteristics
in Fig. 2. The transmitter is composed of four componentsf each layer are also generated. Based on the user input
source encoder, channel encoder, MIMO-OFDM transmitténformation and the R-D characteristics of each generated
and JSCC rate controller (JSCCRC). The description of ealayers, as well as the available source error resilience coding
component, as well as the interaction among them, are illisehemes and the channel coding rates, the JSCCRC then tries
trated by Fig 3. The receiver end includes three components: find how many layers need to be transmitted, and the
MIMO-OFDM receiver, channel decoders, and source decodeptimal coding and transmission strategy for each layer, which

The JPEG 2000 source encoder is adopted to generiate combination of the source error resilience coding scheme,
quality scalable bitstream with multiple layers under certaime SF code rate, the RS code rate, and the PE code rate.
rate constraint, either through compressing the raw image After the optimal coding and transmission strategy for each
or through transcoding a compressed image. Meanwhile, l&yer has been determined, the source encoder then generates

A. System Description
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2 Tx antennas, 1 Rx antenna, QPSK

the desired bitstream, which is further protected by the channel 1 \ w ———
encoders using desired rates, and transmitted by the MIMO- - rate= 12
OFDM system. At the receiver end, the bitstream is then o rate=1/4
received and decoded by the channel decoder and source **

decoder.

B. Problem Formulation E

In this paper, we assume the channel conditions keep%m{
unchanged during the transmission of each image, and assume
the system configuration keeps fixed. For layerlet S7,

S/, Sr, and S” denote the set of available source error -
resilience coding schemes, the set of available SF code rates,
the set of available RS code rates, and the set of available PE

code rates, respectively, and let = (s, s/, s7,s?) denote 107y 5 10 e
the coding and transmission strategy. LBt.,,; denote the o

overall distortion if no layers are received. L@}(s;) denote

(a) two transmit antennas, one receive antenna

2 Tx antennas, 2 Rx antennas, QPSK

the expected distortion reduction when layeis coded and 107 ‘ : e
transmitted using strategy;. Let s) denote the layet will el
not be transmitted. 107°F o rate =114 ||

Assume the distortion metric is additive, then the overall
expected distortion reductiof(s) can be calculated as

L
G(s) =D Gils) 6y g
=1 a
wheres = (s, s2,...,sr), and the total expected distortion ]
D(3) becomes
D(3) = Diotar — G(3) )
Let R;(s;) denote the number of bits needed by applying - ‘ ‘
strategy s, on layer [, then the overall rateR(s) can be 0 s R 10 1
calculated as (b) two transmit antennas, two receive antennas
L
R(5) = Z Ry(s1) 3) Fig. 4. Performance of SF codes under different rates
=1

Let RM be the available rate, then the rate allocation Given the average SNR, the average BER of the variable
problem can be formulated as a constrained optimizatiﬁ)g,[e SE codes can be appr,oximated by

problem:
argmax G(5) s.t. R(5) < RM 4 ~ Cun
S Pe(,r) - SNRI/T (5)
IV. CHANNEL CODING TECHNIQUES whereC); y is a constant determined by the underlying trellis

This section introduces the channel codes to be usedSfde and the MIMO-OFDM system configuration, i.e., the
the system. The variable rate SF codes for MIMO-OFDNjumber of transmit antennas and receive antennas;-aad
system are described in Section IV-A, as well as its advantaglt rate of the code. Fig. 4 presents the simulation results of

Section IV-B introduces the Reed-Solomon codes. The packdg SNR vs. BER curve for the SF codes used in the proposed
erasure codes are introduced in Section IV-C. system. Fig. 4(a) presents the code performance for 2 transmit

antennas and 1 receive antenna system, and Fig. 4(b) presents

_ the code performance for 2 transmit antennas and 2 receive

A. Variable Rate Space Frequency Codes antennas system. The simulation results are obtained based on
The variable space frequency codes used in this paper isZaray channel model.

extension of the variable rate space time trellis codes proposeé&ince the diversity and extra protection is obtained using
in [6]. The codes can provide variable protection against tisenple repetition, the codes have very low complexity, which is
adverse effects of wireless channel. The method is based onwbgey suitable for real-time applications. Another advantage is
multiple trellis coded modulation (MTCM) [17] construction:that these codes can work well at low SNR’s. The disadvantage
the variable rate data protection is realized by changing thes in that the available rates are not dense enough, and they
number of output symbols per state transition. can be outperformed by some codes with high complexity.



TECHNICAL REPORT, INSTITUTE OF SYSTEMS RESEARCH, UNIVERSITY OF MARYLAND, TR 2003-30, AUGUST 28, 2003 6

B. Reed Solomon Codes LL3 |HL3 A
HL2 i-i-L.i.i Code-block

Reed Solomon codes are a subset of Bose-Chaudhuri- || s [—e—{
Hocquenghem (BCH) codes and are linear block codes [8], T—TLl
[15]. A RS code over Galois field7F'(2°) is specified as Lip HD
RS(N, K) with s-bit per data symbol, wherév is the total _Resol uti on
number of symbols in a codewordy is the number of “Level 1
information symbols, andV — K is the number of parity

_.Subband
check symbols. A RS decoder can correct ugdo— K)/2 =3

symbols that contain errors in a codeword. In this paper, -
the RS(255, 223) code oveFF(28) is used. By letting a LHL HHL
number of information symbols be zero during the encoding
stage, not transmitting them, and then re-inserting them at the
decoder end, we can generate new RS codes with different
number information symbols (rates) using the same generatgf 6. Ppartitioning a wavelet-transformed component into resolution levels,
polynomial. subbands, and code blocks

Assume the interleaving has been performed to translate the
bursty errors to non-bursty errors, and assume the average BER
is P., then for the RS(N, K) codes derived from RS(N, K) over, .
GF(2¢), the probability that the decoder can not correct aﬁ' Introduction to JPEG 2000
the introduced errors can be calculated by

JPEG 2000 is a wavelet-based still image compression

(N-K)/2 _ standard [33] using the embedded block coding with optimized
Pio(NJE)=1— ) (P)'(1— PN (6) truncation algorithm [4]. The general encoding structure is
=0 illustrated in Fig. 5. After performing inter-component trans-
where P, is the s-bit symbols error rate, and form, the wavelet transform decomposes each component into
severalresolution levelseach containing a series sfibbands
P,=1-(1-P.)° (7) After quantization, the coefficients in each wavelet subband

are partitioned into regular arrays obde blocksfor entropy
In the proposed system, the RS codes are used in tewding. The hierarchical partition structure is illustrated in
ways. First, they are used to protect the header informationFify. 6.

the compressed source bitstream as an error resilient coding, - code block is entropy-coded independently using the
scheme. Second, they are used to combat the severe wire{gss;qer, which is essentially a bit-plane coder, relying on the
channel condition combined with the SF codes, in this situgize of classical context adaptive arithmetic coding [4]. Each
tion, the RS codes act as the inner codes, and SF codes agia5|ane is coded by three passes, and each pass generates ar
the outer codes. embedded bitstream, calledding passto provide a variable
quality contribution to the reconstructed image. Following
entropy coding, a post compression rate allocation procedure
selects coding passes from each code block in such a way

In [9], Rizzo has proposed a simple but very flexible erasutieat an optimal rate allocation is achieved, which minimizes
code which can be used in network protocols. The codetise reconstructed image distortion under certain desired bit-
based on Vandermonde matrices computed 6vE(p”). For rate constraint. The selected coding passes are packetized into
a (N, K) RS style packet erasure code, a minimum numbssveral data packets, which are then assembled into the final
of K source/parity packets suffices to recover the K soureeding stream. Each packet includes two parts: packet header
symbols. Given the packet dropping raflg, and the packet and packet body. The header indicates which coding passes
erasure code PE(N, K), the probability that the packet can noe included in this packet, and the body contains the actual
be correctly recovered by the receiver can be calculated aglata of the selected coding passes.

C. Packet Erasure Codes

N—K The packetization procedure imposes a particular organiza-
Ppe(N,K) =1 — Z (Py)i(1 — PNt (8) tion on the selected coding passes to facilitate many of the
i=0 desired coding stream features, suchqaslity scalability

which denotes that the bitstream contains embedded subsets,
each of which represents an efficient compression of the
original image at increased distortion [5]. Lef denote the

In this section, we first introduce the JPEG 2000, a nemumber of bits in layet, andw,; denote the average distortion
still image coding standard [3], then we discuss the applicablkduction per bit for layer, which is defined as the total
error resilience coding schemes for JPEG 2000 compresskstortion reduction over the total number of bits in this layer.
bitstream. Finally, we present the analytical performance an&ince the bitstream is generated in a R-D optimal sense, we
ysis of these error resilient coding schemes are also presentédays havew, > w; for j > k.

V. JPEG 2000aND ERRORRESILIENT CODING SCHEMES
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‘ Rate .
Control
A 4 ‘ Y
RGB to . . Final
N vCbCr > Wavelet > Qur?mtlza > Entrgpy > Pac_ketlza > Coding
Transform tion Coding tion
Transform Stream
Fig. 5. Structure of JPEG2000 Encoder
B. Error Resilient Coding Schemes in JPEG2000 [ taver: | rayez [ oo | roverr | rayertevel
Since JPEG 2000 has heavily utilized the prediction and
VLC, when errors are introduc_:ed into the_ compr_ession Dit- [“packet 1| Packetz | Packets | [ Packetp | Packet Level
stream, propagation is unavoidable. Besides using channel
codes to alleviate the channel errors, applying error resilient _—""
schemes in the source coding stage to restrict the error[ cbicr J cbue | coms [ - | cokp | coteBlockLevel
propagation can be a good approach, since source encode':/ \
may have better understanding of the compressed data thal
the Channel enCOdeI’ | Coding Pass 1 Coding Pass 2 I """""" ICodingPass CJ Coding Pass Level
The applicable source coding error resilient schemes in [Position to insert synchronization markers
JPEG 2000 can be roughly classified into four categoads:
ficial data partition synchronization marker insertipheader Fig. 7. Feasible Positions to Insert Synchronization Markers

protection andmodified entropy codingAt the decoder end,

besides utilizing the added redundancy to recover from errors,

error concealmentan also be used to combat the error effectgoding, that is, only raw data is transmitted, we call this as
In JPEG 2000, the artificial data partition is used to restrifAW coding For both FLC and RAW coding, error will not

the error propagation inside a small local area, such as ip@pagate if it happens in the packet body. Another modified

code block. This is achieved by independent entropy codie@itropy coding is to use reversible variable length coding

on each code block. By varying the size of the code blockRVLC) [34], which has better coding efficiency compared

we can trade the coding efficiency with the error propagatiafith the FLC and RAW coding. However, if synchronization

range. Another artificial data partition technique is to assembitarkers have already been used, RVLC can give us little

the final bitstream into several layers, where the errors in of@provement on error propagation restriction capability.

layer will only affect the layers following it. At the decoder end, once the JPEG 2000 decoder has
However, without the help of synchronization techniquegetected and localized the errors, error concealment can be

artificial data partition can not combat the error propagatiaipplied to further reduce the error effects.
by itself. Synchronization markers are used to synchronize the

decoder when error happens, such that the error propagation

can be restricted between two consecutive synchronizatign Analytical Analysis of JPEG 2000 Source Error Resilient

markers. The synchronization markers can be inserted ianding Schemes

hierarchical manner, such as the boundaries between adjacehet s; € S be any feasible combination of the source

layers, packets, code blocks, and coding passes, as illustratear resilient coding schemes for layerCurrently, s7 is a

by Fig. 7. In this paper, we call the bitstream between twaombination of code block size, synchronization marker level,

consecutive synchronization markerssegmentThe shorter and packet header protection rate. Defli¢s;), the average

the segment, the more quickly the decoder can recover fr@for propagation length(AEPL) of s; for layer [, as the

the errors, and consequently, the lower the coding efficienggverage number of bits that become useless in this layer if
Since for the compressed bitstream, header informatiansingle bit error happens in the compressed bitstream. Let

plays a more important rule than body content, where if errof§ (s7) denote the ratio of the total number of bits of layer

happen in the header of certain level, all the data this headeafter applyings; over the number of bits when no error

corresponding to will become useless, it is natural to platesilient schemes are applied on this layer.

more protection on headers than on body. In JPEG 2000l et ¢;(s7) denoteE;(s7)/R;(s7), which can be used as a

there exist two kinds of header information: main header aperformance criterion for the error resilient schemes. Assume

packet header. In the proposed system, the RS codes are BedBSC is used, given the BER,, we says; has better

to protect these headers. To what degree the headers shpeldormance thars;* if ¢;(sj) > e;(s;*). Another perfor-

be protected is decided by the JSCCRC. mance criterion is the computation complexity, which will not
Since error propagation is mainly caused by applyinge addressed in this paper.

context-based VLC, to further restrict the error propagation, In the following of this section we will show how to

modified entropy coding schemes can be used, such as FigattulateE} (s7), R;(s7), andG;(s7). Let P; denote the total

Length Coding (FLC). An extreme case is to bypass entropymber of packers in laydr C? denote the number of code



TECHNICAL REPORT, INSTITUTE OF SYSTEMS RESEARCH, UNIVERSITY OF MARYLAND, TR 2003-30, AUGUST 28, 2003 8

blocks in thep'" packet of the*" layer,n andh} denote the can approximate trué(s;), where the scalar depends on the
body and header length of thé" packet of thel*” layer. To channel condition. Based on the independence assumption, the
fully exploit the capability of the error resilient schemes, impbound ofG;(sj) can be approximated by
this paper we modify the JPEG 2000 codec such that the error o s
resilient schemes can be applied layer by layer. The analysis Gi(s7) = win(1 = PeEi(sy))
is based on a BSC model with state transition probabifity

Based on the RS code rate, the synchronization marker VI. OPTIMAL JOINT SOURCE CHANNEL CODING
insertion level, and the type of the entropy codirfj;(s;) Let P.(s;) and P;(s;) denote the average BER and the

can be easily calculated. A general formula is average PDR at the receiver end by applying strateggn
P layer [. Based on thdayer independencessumption, the
Ri(s)) = —S WP+ aP(s})) ) upbognd of the expected d|stort|pn reduction for laydry
(ot Trs(57) applying strategy; can be approximated as

wherer,(s7) denotes the RS code rate used to protect the Gi(s1) = wini(1 — Pe(s1) Ei(s1)) Pa(s1) (10)
packet header, and’(s;) denotes the total number of bits for
the packet body in the!" packet of thel*” layer.

The AEPL of of schemes; for layer ! can be calculated Ri(s)) = mR;”(s?)R{(s{)R{(s{)Rf(sf) (12)
based on the synchronization marker insertion level. If no
synchronization marker is used, then any error can blow U
the whole bitstream, the the AEPL equals the total length
the bitstream. If only layer level markers are inserted, then afi
error in certain can blow up the whole layer, afif(s}) = n;.

If both layer level and packet level markers have been insert
then the AEPL ofs; for layer! can be approximated by

and R, (s;) can be calculated as

ereR/ (s!), Ry (s), and R?(s") denote the inverse of the

tes of SF code, RS code, and PE code used to combat the

annel errors for layel.

The basic idea of the optimal JSCC rate control procedure

é:a to allocate the available rate step by step, at each step, it

assigns some available bits to certain layer which can utilize

these bits in a most efficient way, that is, it can achieve the
1 & largest distortion reduction. This can be done by using an

Ei(s}) = Eznf greedy-like algorithm. Before describing the algorithm, we
p=1 first give some definitions.
Until now, we assume no RAW coding has been applied. Let AG(sy, s;) be theextra gainby changing the schemes
If markers have been inserted in all levels, then the AEFtom s, to s, that is:
of layer! can be approximated by

., AGy(s1,8,) = Gi(s;) — Gi(s1) (12)

Ei(s}) = % Z((l — PE(s)P(s5) + PH(s5)nh) and letAR,(s;, s;) be thgextra rate consumptiohy changing
—) the schemes from; to s;:

Here PH(s) denotes the probability that the packet header AR(s;,s;) = Ri(s;) — Ri(s) (13)

can be received error-freelyy(s;) is determined by the i ) .
number of non-empty code blocks in this packet, the numbdPW define thenormalized gain in rateas

of coding passes and the corresponding length in each code , AGl(ShSZ)

block, and weather RAW coding has been applied. When no 9i(s1,8) = ARi(s5) (14)
RAW coding scheme is used, according to the coding passes T

dependence, if some errors have been introduced into a pasgt s%,s',s%,...,s/l € S be the set of all available

then all the following passes in this code block will becoméchemes ordered according to their rate consumption for a
useless. But if RAW coding scheme is used, thpfs;) = 1.  certain layer. Now we define thieasible scheme ses;, for
Now we address to how calculag® (s7). Here we assume €ach layerl as the subset of where the necessary and
there is no packet dropping, and the channel is BSC wigsitfficient condition thas® € S belongs toS; are
state transjtion probal_t)ilitfe. According to the erendence min g;(s*, s*) > 0 (15)
of the coding passes in different layers, to precisely calculate k<i
Gi(s;), we need to know all the information before this layerng
including all the coding and transmission strategis with ] e o
i < I, and all the R-D characteristics of each code block. In min g;(s", s*) > f?g}gl(sl,sj) (16)

k<i
many situations, not all of these information are available, ar_1|_ is_ all the feasibl h hould resid h
even all are available, the complexity will be very high if alll "at 1S: all the feasible schemes should reside on the convex

those information are considered ull of the rate-distortion curve for that layer. Consequently,

In this paper, we make alayer independencassumption, T &ll ststo...,s, € S, we have the following properties:
that is, when calculatingG;(s;), we just simply assume 0=Ri(s?) < Ri(s}) < --- <Rl(5\51\) (17)
that all the layers before laydr have been received error- 0 1 l‘ sl
freely. Then the calculated’(s;) is a upbound of the true 0==Gi(s)) <Gi(s)) < <Gi(s;”")  (18)

Gi(s;). By multiplying a scalar to adjust the upbound, we (V5 > i) : gi(st,si™) > gi(s), s1) (19)



TECHNICAL REPORT, INSTITUTE OF SYSTEMS RESEARCH, UNIVERSITY OF MARYLAND, TR 2003-30, AUGUST 28, 2003 9

For each layerl, the feasible protection scheme set can 40 — T T T T T T T T
be obtained using a conventional convex hull analysis, as A . o
presented in Alg. 1.

Algorithm 1 feasible strategy set search
1. 5 = @;

Average PSNR (dB)

2: for (s € S) do

3:  CalculateG,(s) and R;(s);

4: end for S SN 5= N WS NN U WU S

5. Arrange the elementss of S in increasing order accord- P i\ [ OurScheme ——
ing to R;(s); 20 L. 4 i L SongScheme

6: Delete all thes's from S if there existss such that 5 6 7 8 9 10 11 12 13 14 15
Gi(s) > Gi(s') and R;(s) < Ry(s), then add all the Average SNR (dB)
left s’s to S;;

7: Perform convex hull analysis a%} such that the elementsFig. 8. Performance comparison of the proposed system with [28] for 2 Tx
of S, satisfying inequalities (15) and (16); antennas and 2 Rx antennas
8: ReturnS;;

The computation complexity of the proposed algorithm is

After the feasible scheme st for each laye has been ob- @nalyzed below. Assume the total number of layet.jsthe
tained, the optimal rate control procedure for the optimizatidRt@! number available strategies J¢, and the number of
problem (4) can be easily solved using the proposed algoritfiifrked strategies is/. Let the time needed to calculate
presented in Alg. 2. The proposed algorithm can be viewed &(5) @ndRi(s1) beT,. By using quick sort, the computation
an extension of the resource allocation algorithm in [35]. THPMPIexity of the feasible strategy set search for each layer
difference lies in that in the proposed algorithm, one scherR8COMeSO(NT, + Nlogo N +2N), where N'T, comes from
is selected at certain time by certain layer does not guarantBg 9ain and rate calculatiodylog, N' from the quick sort,
that it will not be removed from the solution, so this is nof"d 2)V comes from convex hull analysis. Then the overall
a true greedy algorithm. The similarity lies in the fact thatOmPputation complexity becomeS(LNT, + LNlogsN +

if some bits have been assigned to certain layer, then th&L + MlogsL). If L =10, N = 100, M = 50, then the
assigned bits will not be taken away from this layer, but us&pund becomes0007, +10000. The computation complexity

in another way. This greedy-like algorithm can also be viewd@n Pe further reduced if the layers have similar profiles.

as alternative of the generalized Lagrange multiplier method

[36], but are implemented in a more efficient way, where [37] VII. EXPERIMENTAL RESULTS

has compared the difference between the greedy-like methodn this section we present the simulation results. In our
and the generalized Lagrange multiplier method. By adjustisgmulations, we use a two-ray channel model with delay
the length of the last layer to be transmitted, the constraispread fromOus to 20us. Two transmit antennas and one

can be made tight enough. received antenna are used. The entire channel bandwidth is
divided into 128 subchannels. The used variable rate SF code
Algorithm 2 Greedily-like JSCCRC algorithm is an extension of the Blum’'s 4-state ST trellis code with
- R=0: QPSK modulation [6]. The reference image is gy x 512
2. for (1< 1< L)do lennawith and 8-bit per pixel. The transmit rate use_d fqr all
3 Find S, using Alg. 1; the simulations ar@.5bpp and0.225bpp. The image is first
4 Lets, = s? and marks?; compressed into 10 quality layers, for each layer, the packet
5 end for headers are grouped together into layer header. The length of
6: while (R < RM) do the main header i$53 byte_zs, and the length for egch layer is
7. Find the layer and the strategy; such thaig (s, S;) is about1600 bytes. The main header can also be viewed as the

maximized among all layers and all unmarked strategid&St 1ayer.
in this layer : The parameters used to perform JSCC-based rate control

. R=R+ ARl(sl,s;); center is as below: the RS codes are derived from RS(255,
9 Lets = S; and marks;; 223), and packet erasure codes are from [9], the rates of the

10: end while SF code arel, 1/2, 1/3, 1/4, and 1/5, and the available
11: if (R > RM) then source error.coding schemes: for each layer are pack_et Igvel
12:  Let ! be the last layer withs; # ¥, reduce the length syncl:(hronlza(ljtlogAerarkedr., CO‘E'F'?IQ pacsjs I;velk synchronization
; ' M _ marker, an coding. The code block size can vary

z]:;glzg);/er fromn, to n, such thatl — & = (m bet\_/veen32 x 32 and 64 x 64. The SNR varies from 1 to

13: endl if 15 in dB,. and the packet dropping rate5i% or 10%.

14: Returns and {n;}. Fig. 8 illustrates the performance comparison between the
proposed system and the system presented in [28] for 2
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5 n g
L 32 bt <
cblk size: 32x32 —+— A bpp = 0.25
% ; chlk size: 64x64 —*— ; ; ; ; ; bpp =0.50 —x—
30 Il Il Il Il I T T T T I I 24 Il Il Il Il Il Il Il I I T I I
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Average SNR (dB) Average SNR (dB)
Fig. 9. Adaptivity to code block size Fig. 11. Adaptivity to the rate constraint

38 T T T T T T T T T T T T T 40 T T T T T T | | | | |

Average PSNR (dB)
Average PSNR (dB)

[PDR=10% —+— 20
‘ PDR =5% —>— L
‘ PDR = 0% —%— o
Il Il Il Il T T T T T 16 1 Il Il Il Il Il
1 2 3 45 6 7 8 9 1011 12 13 14 15 3 4 5 6 7 8 9 10 11 12 13 14 15

2TX1Rx —+—
2TX2RXx —*—
T T T T

28

Average SNR (dB) Average SNR (dB)
Fig. 10. Adaptivity to packet dropping Fig. 12. Performance comparison for different system configuration

transmit antennas and 2 receive antennas withratgop, and increase of the packet dropping rate.

without packet dropping. In [28], space time block codes plus Fig. 11 presents the performance comparison for two avail-
RS codes are used to protect the scalable bitstream generatald rate constrain@.5bpp andd.25bpp. The results show that
using the SPIHT [38] encoder. From the results we can sierease rate constraint can also improve the performance.
that the proposed system has much better performance thaRig. 12 shows the performance comparison for different
the system in [28], which comes from several reasons. FirMJMO system configuration, when two types of system con-
our system is a true JSCC system, which their system idigurations are considered: MIMO system with 2 transmit
JSCM system, so no source level error resilience schensgennas and 1 receive antenna vs. MIMO system with 2
have been exploited. Second, our system targets on minimizingnsmit antennas and 2 receive antenna2. The simulation
the expected distortion, while their targets on maximizing thesults show that increasing the number of antennas can
number of correctly received bits. dramatically improve the performance.

To show the adaptivity of the system, we compare the
performance by fixing the code block size. Intuitively, when
the BER is high, small code block size should be used, and
when the BER is low, large code block size should be used.In this paper, we have addressed the issues to design
The simulation results presented in 9 also confirms the resulifficient multimedia transmission systems over error-prone
When the SNR ranges from 1 to 8, code block s32ex 32 channels, and proposed an efficient image transmission system
is preferred, when the SNR ranges from 10 to 15, code blooker hybrid wireless network using JSCC, where the efficiency
size 64 x 64 is preferred, which illustrates the adaptivity oflies in three aspects: adaptivity, optimality, and low complex-
the proposed system. ity. The proposed system are adaptive to the image content, the

Fig. 10 presents the simulation results for different packetirrent channel conditions, and the resource constraint. Based
dropping rate. From these results we can see that the systamthese information, the system can approach or approximate
can still achieve good performance when the packet droppitige optimal strategies by applying a low-complexity JSCCRC
rate is high, and the performance degrades smoothly with thigorithm.

VIIl. CONCLUSION AND FUTURE WORK
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The proposed system is taue JSCC scheme. However,[21] P. G. Sherwood and K. Zeger, “Progressive image coding for noisy
unlike the previoustrue JSCC schemes, in the propose

system, the source coding part is done in a more efficient w %/

2l

we first quality scalable bitstream in a R-D optimal sense, then
extra redundancy is added adaptively by applying certain error

resilient coding schemes. The advantage of this separation [izesé

in that it can reduce the encoding complexity, and the R-D

optimal bitstream can be generated one time and used m&%#

times.
Another contribution of this paper is that we have presentegs)
an method to quantitatively analyze the performance of differ-

ence error resilience coding schemes.
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