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ABSTRACT
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ATM is representative of the connection-oriented resource provisioning class

of protocols. The ATM network is expected to provide end-to-end QoS guarantees

to connections in the form of bounds on delays, errors and/or losses. Performance

management involves measurement of QoS parameters, and application of control

measures (if required) to improve the QoS provided to connections, or to improve

the resource utilization at switches. QoS provisioning is very important for real-

time connections in which losses are irrecoverable and delays cause interruptions

in service. QoS of connections on a node is a direct function of the queueing and

scheduling on the switch. Most scheduling architectures provide static allocation

of resources (scheduling priority, maximum buffer) at connection setup time. End-

to-end bounds are obtainable for some schedulers, however these are precluded for

heterogeneously composed networks. The resource allocation does not adapt to the

QoS provided on connections in real time. In addition, mechanisms to measure

the QoS of a connection in real-time are scarce.



In this thesis, a novel framework for performance management is proposed. It

provides QoS guarantees to real time connections. It comprises of in-service QoS

monitoring mechanisms, a hierarchical scheduling algorithm based on dynamic

priorities that are adaptive to measurements, and methods to tune the schedulers at

individual nodes based on the end-to-end measurements. Also, a novel scheduler is

introduced for scheduling maximum delay sensitive traffic. The worst case analysis

for the leaky bucket constrained traffic arrivals is presented for this scheduler. This

scheduler is also implemented on a switch and its practical aspects are analyzed.

In order to understand the implementability of complex scheduling mechanisms,

a comprehensive survey of the state-of-the-art technology used in the industry is

performed. The thesis also introduces a method of measuring the one-way delay

and jitter in a connection using in-service monitoring by special cells.
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Chapter 1

Introduction

Every distributed application has a set of requirements for the underlying

network. The requirements usually stem from the expectations of the user of the

application. For example, a user making a voice call over the network needs that

the quality of transmission be acceptably good for the person at the other end,

and the delay in transmission of speech low enough so that there is no perceived

interruption in the conversation. Thus a voice connection is required to have

very low losses and tightly bounded round trip delays. Alternatively, consider the

transmission of digital media like music or movies over the network. In this case,

the user expects a smooth audio or image that does not skip. If the image is a

few seconds late, however, it is not bothersome to the user. Thus the application

needs low losses, bounded (but not necessarily very tight) delay of data, and strictly

bounded jitter in the delay in order that the receiver buffer never under-runs and

the image never skips. Now consider the transmission of real-time digital video

like news, stock quotes etc. In this case the user will expect a tighter delay bound

in addition to the above requirements. Other applications like transfer of files over

ftp or http do not require any kind of performance guarantees, and the flow control

protocol usually can tolerate any delay or losses that the packets incur.

Hence the network requires technology which satisfies the varying require-
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ments of distributed applications. Provisioning differentiated services to networked

applications has been a subject of research and development for many years. The

flip side of providing guarantees to applications is that the application is required

to send traffic under negotiated constraints.

1.1 QoS: A Brief History

Last century was the age of technological innovation. The need to communicate

fueled the rapid development and deployment of information exchange technology.

The telephone was the first instrument to bring point-to-point voice communication

into the daily lives of people. The underlying telephone network was a circuit

switched network, in which bandwidth was assigned to a new circuit. This was

a TDM (Time Division Multiplexed) network, with the source (the telephone)

producing traffic of known bandwidth. Congestion in this network was defined as

the rejection of a call, and was the result of unavailability of bandwidth at any of

the nodes in the path of the call.

Advances in computer technology soon stimulated the need for computer-

to-computer communication. This sparked the evolution of the data network.

It was a packet switched network, meaning that there was no pre-assignment of

bandwidth (connection-less) and packets were switched from node to node based

on the source and destination information they carried. This is still the model

for the IP (Internet Protocol) network that exists today. This network is assumed

to be unreliable and the higher layer protocols (like TCP: Transmission Control

Protocol) were designed with this consideration.

The cost of provisioning and maintaining numerous networks inclined the

network providers to envision a new protocol to transport voice and data over the

same underlying network. This led to the development of ATM (Asynchronous

2



Transfer Mode) networks that were Virtual Circuit switched. The bandwidth was

pre-assigned to connections, however, the spare bandwidth (the difference of the

provisioned and the actual bandwidth) was usable by other connections. This was

achieved by statistical multiplexing of cells at every node. The cells of a connection

always traverse the path provisioned at connection setup (connection-oriented).

In both IP and ATM networks, congestion is defined as the accumulation of

packets (or cells) at the buffers of interfaces. Congestion results in delay and loss

of packets. Quality of Service (QoS) is defined as the requirement of the user for

the network in terms of measurable performance metrics. In IP networks, a router

is unable to differentiate much between packets as it has no prior knowledge of the

behavior and requirements of the user transmitting the packet. In ATM networks,

the switch has knowledge of the behavior of the source (thus can police and reject

cells from malicious sources) and the requirements of the source (therefore it can

provide appropriate QoS to the cells). The concept of a flow in ATM networks

introduces traffic engineering tools that provide differentiated QoS to connections.

The migration of the data network protocols towards flow based connection

oriented paradigm was motivated by the need to provide differentiated QoS to

flows. This need was a result of the growth of multi-media services in the network,

especially real-time services including Voice over IP, Video Conferencing, Video

on demand. The concept of Virtual Private Networks (VPN) introduced a logi-

cally separate network existing on the shared infrastructure of the internet. QoS

provisioning in the internet is a must for deploying VPNs.

The ATM network however, was no panacea and the ubiquitous deployment

of IP hosts and routers meant that ATM only served as a Wide Area Network

(WAN) transport protocol for IP. IP, therefore still suffered from the deficiency

of per-flow differentiated QoS provisioning. This led to the development of In-
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tegrated Services Architecture (Int-Serv) and Differentiated Services Architecture

(Diff-Serv). The basic principle behind these efforts was to provide the concepts

of flow and resource provisioning in IP. These were quickly overtaken by the devel-

opment of an altogether new transport protocol for IP called Multi Protocol Label

Switching (MPLS). This protocol provided the means for explicitly provisioning

resources for connections (like ATM) and also provisioning for IP flows identified

at the edge of the network.

1.2 The Problem

In any connection oriented QoS provisioning protocol, at the connection setup

phase a contract is defined between the network and the user introducing a flow in

the network, that includes the QoS requirement of the user and also the behavior

of the user traffic. The network provider may police the user traffic upon entry

into the network and the network is expected to furnish the contracted QoS to

the flow until the termination of the call. An important point to note is that the

QoS requirements are always end-to-end in nature, i.e., the performance metrics

are defined for the complete path of the call. Real-time connections demand strict

control on the end-to-end delay and delay-jitter of the packets. In this thesis, the

problem of QoS provisioning for real-time connections (providing guarantees on

delay and jitter) in connection-oriented networks is considered.

Traffic Engineering deals with the control of data-flow inside the network

and the issues of guaranteeing performance to connections. It is an important

constituent of protocols like ATM, MPLS, and Diff-Serv. The principles of traffic

engineering remain similar for these protocols. ATM is the classical representative

of the concepts behind these protocols, with mature and precise standards defining
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it. Henceforth, this thesis would be confined to the subject of traffic engineering

for real-time flows in ATM networks.

E

C

B

A

D

ATM Network 

VCC
Link

ATM Switch

Source Host Destination Host

End-to-end QoS objectives and measurements

the VCC shown
points (scheduling and CAC) for
Switches C,D and E are control

Figure 1.1: Network view showing the measurement and control points.

Specifically, the problem is to provide guaranteed end-to-end delay bound,

delay-jitter bound, and a bound on the cell loss rate to a real-time connection on

an ATM network. The standards pertaining to ATM [1, 2, 3] do not specify any

mechanism for this problem, and the implementation is vendor specific. The algo-

rithms that provide control over QoS on a network element are called the queueing

and scheduling discipline. As will be made more definitive in the literature survey,

a considerable amount of research has been dedicated to the study of queueing and

scheduling in one network element. Though there are results to calculate bounds

on end-to-end delays for certain schemes, there are hardly any mechanisms to pro-
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vide the required end-to-end delays to connections. It is also important to note

that due to the heterogenous nature of the network, network elements could be

running different queueing and scheduling algorithms (figure 1.1). In this case the

calculation of end-to-end delay bounds becomes exceedingly difficult.

Moreover, in every queueing and scheduling mechanism the resources are as-

signed at the setup phase to a connection and there is no procedure to change these

resources in response to changing traffic conditions. In order to provide end-to-end

QoS, it is also necessary for the network and the user to be able to monitor and

measure the performance metrics in real-time connections. The standard pertain-

ing to Operations and Maintenance in ATM [4] provides inadequate measures for

monitoring, as will be observed in the next chapter.

1.3 The Approach and Contributions

The principal contribution of this thesis is to propose a traffic engineering scheme

that can provide end-to-end delay guarantees to real-time connections, and also

provide in-service measurements for the performance metrics. This is achievable

even in networks which have different nodes running different schedulers (with

some constraints). End-to-end guarantees are achieved by continuously measuring

the end-to-end delay on the connection and correcting the resource provisioning

parameters at the intermediate nodes. The function of QoS monitoring is per-

formed by the switch at the edge of the network cloud. There are three distinct

components of the framework: scheduling at switches to provide different types of

QoS guarantees, adaptation of intermediate schedulers in response to end-to-end

performance metrics, and mechanisms to perform in-service monitoring of end-to-

end QoS metrics.
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This thesis proposes a novel hierarchical scheduling discipline that provisions

rate, delay and jitter bounds to connections. A new delay bounding scheduler

(called Highest Relative Delay First (HRDF)) is proposed, analyzed and compared

against the well known GPS scheduler. The schedulability region of HRDF is

calculated, and it is smaller than that of GPS. However it is the same as the

easily provisionable region of GPS. This scheduler is also implemented in an ATM

switch and experiments are carried out to verify the behavior of the scheduler.

A comprehensive review of the state-of-the-art of scheduling mechanisms in the

industry is presented. The computational power of a few of the network processors

commercially available leads to the conclusion that HRDF is implementable in

hardware.

The thesis also presents schemes to perform accurate QoS monitoring. Specif-

ically, mechanisms to measure the one-way delay and jitter using a special cell

(called pattern cell) are proposed. Schemes to identify the bottleneck node in a

path are also explored.

The subject of communicating the end-to-end metrics to the intermediate

switches and initiating corrective measures in the scheduling parameters is left for

further study. These control mechanisms and the monitoring schemes also need

to be implemented in the prototype switch to understand the performance gain

achievable with this framework in a real world scenario.

1.4 Organization of the Thesis

The next chapter starts with a brief tutorial on ATM and the mechanisms of

scheduling and CAC that provide the essential traffic engineering tools. A survey of

various scheduling mechanisms is presented next, followed by a review of schemes

7



in literature that attempt to provide end-to-end guarantees. The topic of QoS

monitoring, the associated standard and some relevant papers on the topic are

addressed next. This is followed by a review of some other papers relevant to this

work. In chapter 3, the problem is re-introduced and a high level description of

the performance management framework is presented. The scope of this thesis is

also defined in this chapter.

Chapter 4 is devoted to the study of scheduling on one node. The proposed

hierarchical scheduler is defined, and a study of the HRDF scheduler under leaky

bucket flows follows. A comparison with the well-known GPS scheduling discipline

is also presented. The implementation of the HRDF scheduler in an ATM switch is

the topic of chapter 5. The platform and the modifications required are specified,

followed by experimental results and their comparison with theory and simulations.

Chapter 6 presents a comprehensive review of the type of scheduling disci-

plines used by vendors manufacturing switches and network processors. This is

used to establish the implementability of the HRDF scheduler. Monitoring of QoS

is a subject of chapter 7, and a scheme to measure the delay and loss using in-

service OAM cells is furnished. The conclusions and directions for future work are

presented in the last chapter.
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Chapter 2

Background and Literature Review

This chapter is composed of background material required for a complete

understanding of the problem, and of work in literature and standards related

to this research. Since the focus of this thesis is on proposing enhancements to

ATM, a brief review of the ATM protocol is presented first. This section is a short

summary of the definitions and mechanisms in various ATM standards [1, 2, 3].

The relevance and definition of the concept of scheduling is introduced in the next

section. Section 2.2 is devoted to a review of the various scheduling disciplines

proposed in literature. A few papers on the subject of end-to-end scheduling

(provisioning end-to-end performance) are reviewed next. The topic of monitoring

of performance metrics is explored in the next section, including a review of the

pertinent standard [4]. Some other work related to the concepts examined in this

thesis is documented in the last section.

2.1 ATM: A Review

ATM is a WAN protocol designed for high-speed transport of traffic from various

kinds of traffic sources. It is a connection-oriented cell switching protocol. Overlaid

on the physical link topology of links is a mesh of virtual paths amongst the

various network nodes. A source node establishes a switched virtual channel,
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connecting through various paths, to the destination using a signaling protocol.

Information is then carried in fixed size cells (53 Bytes) on the virtual channel,

the cells being switched at each intermediate node according to their path and

channel identifier. Permanent virtual connections established by means other than

signaling, for example by the network operator, are supported. ATM is designed

to support various kinds of services, voice/video/web/data etc. using statistical

multiplexing of cell traffic to achieve efficient resource utilization at switches and

links [5]. VP switching, i.e., switching of cells based only on the path identifier is

also supported on network nodes.

Every connection is characterized by its type:

Constant Bit Rate (CBR): used by applications like voice where the cell ar-

rival rate is fairly constant over time and there are strict QoS requirements.

Real-time Variable Bit Rate (rt-VBR): used by applications like real time

video, where the cell arrival rate is bursty due to the nature of the video

coders and the QoS requirements are strict.

Non Real-time Variable Bit Rate (nrt-VBR): off-line video content, for ex-

ample, in which the traffic rate is bursty but the QoS requirements on the

delivery of the traffic are loose.

Unspecified Bit Rate (UBR): This type of traffic can have any type of cell

arrival profile and is given no QoS guarantees.

The purpose of discriminating between connections in this way is to to provide

efficient mechanisms of billing and to manage the traffic inside the network in a

predictable manner. The traffic contract of the connection specifies its type and

the various rate parameters associated with that type:
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Peak Cell Rate (PCR): the maximum rate of arrival in any interval of time.

This is used for CBR and VBR traffic types.

Sustained Cell Rate (SCR): the average rate of arrival, used by VBR connec-

tions. For CBR connections, SCR is the same as PCR.

Maximum Burst Size (MBS): The maximum number of cells a connection can

send continuously at the PCR rate. Defined for VBR connections only.

Minimum Cell Rate (MCR): the minimum reserved bandwidth for a connec-

tion. This is occasionally used for the UBR traffic type.

The required QoS consists of the measures: Cell Transfer Delay (CTD), Cell

Delay Variance (CDV), Cell Loss Ratio (CLR), Cell Error Ratio (CER). The pa-

rameters CTD, CDV, and CLR are important for real time connections in which

delays are interruptions in service and losses may not be recoverable using retrans-

missions. The network provides statistical guarantees to the real-time connections

in terms of the delay and loss parameters, for example, the fraction of cells incur-

ring a delay more than CTD would be bounded, the jitter in the end-to-end delay

would be bounded by CDV etc. The nrt-VBR traffic is usually rate based and

requires guarantees on errors and losses.

An incoming call in an ATM network is first granted bandwidth from the

source to the destination in the connection setup phase according to its type.

Signaling messages are used to establish a Switched Virtual Circuit (SVC) across

the network using a routing algorithm, or it may be done by other means (such as

by the network administrator) in the case of Permanent Virtual Circuits (PVC).

A switch on the path accepts or denies the request to support a call (call and

connection will be used interchangeably). If the switch accepts the call it allocates

resources to it, calculates the optimal next hop for the connection, and forwards
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the request. Otherwise if a switch denies the request it sends the call back to the

previous switch, which now tries to find a new path. The algorithm to accept or

deny a new call at a switch is called Connection Admission Control (CAC).

The network provides a guaranteed bandwidth to the CBR service. Trans-

mission at rates above the negotiated rate is violation of the traffic contract. For

VBR service, the network guarantees an average rate and accommodates bursts of

traffic to the best of its capability at the time. The VBR traffic contract defines

an average rate (SCR), a peak rate (PCR) and a burst size (MBS). Maintaining

average rate above the negotiated rate or transmitting bursts of more than MBS

cells at PCR constitutes violation of traffic contract. Conformance with respect to

the rate parameters of traffic contract is established at the network service access

point using a traffic policer. The policer tags or drops any violating cells in ac-

cordance with the UPC (Usage Parameter Control) algorithms implementing the

GCRA (Generic Cell Rate Algorithm) defined in [1]. Tagged cells are low priority

cells and switches are at liberty to drop these cells in the event of congestion. The

network employs a variety of traffic management functions (resource management

at nodes, CAC, cell tagging, traffic shaping etc.) and congestion control functions

(cell discarding, forward congestion indication etc.) to support the various kinds

of service requirements [3], [1].

2.2 Scheduling and CAC in an ATM Switch

There are many switching and queueing architectures that have been proposed for

ATM switches (packet switches in general). Short reviews of switching architec-

tures are found in [6] and [7]. The architecture of many commercial switches today

is output buffered (figure 2.1(a)). Output queueing offers the following advantages
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over input queueing: the thoughput is maximized and the latency of cells is more

controllable [8]. Although a considerable amount of research has been devoted to

input-queued switching [9], it has not made its way into mainstream commercial

switches. The focus of many input queued systems is to try to emulate output

queueing using some intelligent algorithms.

Assumption 2.2.1 The focus in this thesis is on the output-queued switch archi-

tecture.

The fabric of the switch operates at speed equal to the sum of the maximum

line rates of all the links that can be supported. Hence, the fabric is non-blocking

and can transfer all the cells incoming on all input ports to their respective out-

put port in any interval of time. Contention for the output line is the source of

delays and queueing in such a design, as the ingress rate from the fabric can be

potentially much larger than the line rate. At every output port, there is a buffer

segmented on a per-type basis (CBR, VBR etc.). In most switches, the buffer

is further segmented into per-VC queues (figure 2.1(b)). For every time slot on

the output line the scheduling algorithm identifies the VC from the set of connec-

tions with non-empty queues whose head-of-the-line cell would be transmitted in

that slot. The algorithm schedules the CBR and VBR streams to provide them

the bandwidth negotiated at connection setup, and schedules the best-effort UBR

streams in the remaining slots. The scheduling decisions in most algorithms are

made on the basis of the rate requirement of a connection and not the desired QoS

parameters. The set of all combinations of connections, such that if a particular

combination is selected, it can be scheduled without any QoS violations, is defined

as the schedulability region of the scheduling algorithm. The CAC would accept

a call if the new load on the switch belongs to the schedulability region of the
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scheduler. Since the scheduling typically is only a function of the rates of connec-

tions, CAC is also based on whether the desired rate can be accommodated by the

scheduler [6], [7].
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Figure 2.1: (a) Output buffered ATM Switch architecture (b) Per-VC Queued

per-port buffer.

The QoS parameters: delay, jitter and loss are end-to-end performance param-

eters. Most of the scheduling algorithms in practice and in literature are designed

to provide bandwidth guarantees to connections, usually optimizing on the the

fairness of bandwidth distribution amongst connections. Most designs calculate
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bounds on delay and loss in a node using a particular scheduling discipline and

then provide the end-to-end bounds that can be supported using the knowledge

of number of hops in a connection. Delay and bandwidth are thus very intimately

related and this implies that a connection requiring a tight delay bound reserve a

correspondingly large bandwidth regardless of its actual bandwidth requirement.

Another approach is to use traffic shapers (which buffer the incoming traf-

fic and transmit it in a predictable pattern) at every node in conjunction with

the scheduler to provide deterministic bounds, which are again a function of the

shaping and scheduling discipline. Although traffic shapers provide predictable

cell departure pattern at every node, the scheduling delay of these schedulers is

larger because of their non-work conserving nature. Consequently, shapers are not

very well suited for real-time traffic. The switches in the network are from differ-

ent vendors and use varying traffic engineering implementations. In this case, it

is very hard to guarantee end-to-end QoS. To separate QoS from bandwidth re-

quires translation of end-to-end QoS requirements to bounds for each node. This

has been ad-hoc, based on the knowledge of number of hops on the path which

may not be known at the connection establishment phase. Thus at present the

resource allocation at nodes (in the form of scheduling parameters) at connection

setup does not incorporate the desired end-to-end QoS bounds in any of these

approaches. Also, these methods are static and resources once allocated are not

changed during the lifetime of a connection.

2.3 Scheduling Disciplines

The scheduling controls the delay of cells at a switch and the CAC assigns resources

to new connections while providing protection to existing connections. New con-
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nections that can potentially cause congestion in the switch are not accepted. The

CAC algorithm is determined by the scheduling algorithm. In this section the

different scheduling algorithms proposed for packet switches will be reviewed, with

the viewpoint of identifying algorithms capable of providing per connection QoS

at a single node.

The scheduling disciplines can be broadly divided in the following categories:

1. Priority scheduling

2. Work-conserving fair share scheduling - Generalized Processor Sharing (GPS)

Based

3. Work-conserving fair share scheduling - Round Robin (RR) Based

4. Delay based scheduling

5. Traffic shaping schemes

2.3.1 Priority scheduling

A priority based scheduler assigns priorities to each queue and serves in the order

of the priority. A lower priority queue would be served only when there are no cells

waiting in the higher priority queues. There is usually FIFO queueing within one

priority. The QoS of the lower priority queues is thus completely determined by

the behavior of the higher priority queues. Applied to ATM, priorities are usually

assigned equal in one traffic class for example, all CBR traffic enters only one

queue. This kind of scheduling is QoS insensitive and does not take into account

any delay or loss requirements of the real-time streams. Priority queueing is a very

simple arbitration operation and it can provide a class of real time traffic, a class

of non-real time traffic and a best effort class. Increasing the number of classes
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may not provide sufficiently fine-grained QoS commitments unless some level of

fair access to bandwidth is provided [6]. Static per-class priority queueing is thus

not practical for use when the objective is to provide QoS guarantees to individual

connections. The advantage of this scheme is that it is probably the easiest to

implement amongst all schemes discussed later.

2.3.2 Work-conserving fair share scheduling - GPS based

A fair share scheduler guarantees a fair share (defined by implementation) of the

link bandwidth to a queue according to its weight (reserved bandwidth). It in-

troduces isolation between the queues based on their bandwidth demand. A work

conserving scheduler is one which is never idle when cells are present in any of the

queues. An ideal fair share scheduler employs Generalized Processor Sharing, in

which the traffic is given service in ratio of their weights in infinitesimal service

amounts. Thus at any instance of time, a GPS scheduler would identify the set

of queues that are backlogged, and then service them in the ratio of their weights

for an infinitesimal time. Subsequently, it revisits the evaluation of the backlogged

set and continues in this fashion. The basic unit of service is a cell in an ATM

switch and so there exist various approximations of GPS (like WFQ, PGPS) in

which service is given in finite increments.

Fair Queueing (FQ) [10]

Each cell is assigned a service deadline which is the finishing time of the cell if the

server was a bit-by-bit round robin (BR) server. The cells are served in increasing

order of finishing times, and the system emulates a BR server. The finish time of

cell i of connection j is assigned as

F ji = max[F
j
i−1, R

j
i ] + 1
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where Rji is the number of rounds made. This assigns equal bandwidth to all

connections. In Weighted Fair Queueing (WFQ) , bandwidth is assigned to con-

nections in proportion to their weights.

Packetized Generalized Processor Sharing (PGPS) [11, 12]

PGPS is the generalized version of the FQ algorithms that assigns weights to a

connection and virtual finish times to cells. The weight allows each connection to

get a weighted share of the bandwidth. PGPS approximates GPS to within one

cell time. The virtual time of the switch here is calculated according to the total

service provided by the switch to all back-logged connections. This computation

of the virtual time (also called the system potential) is very complex and is usually

a computational bottleneck. The next two schemes keep track of the virtual time

in a simpler way and are similar to PGPS otherwise.

Self Clocked Fair Queueing (SFQ) [13]

A more practical scheme than PGPS which keeps track of the virtual time in a

switch as the service tag of the cell that is in service. It is reset to zero at the end

of a busy period.

Worst-Case Fair Weighted Fair Queueing (WF 2Q) [14]

In this discipline, the next cell chosen to serve is the one that would have completed

service in the corresponding GPS system at time t. It is shown that WF 2Q differs

by not more than a cell from GPS. It also uses a lower complexity virtual time

function than PGPS.
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Summary

The generic feature of all these schemes is that each connection is assigned a weight

and the server guarantees the weighted proportion of the bandwidth to the con-

nection. This guarantee is over a large period of time, and the scheduler cannot be

cognizant of any independent delay requirement of the connections. However upper

bounds to the delay can be computed in all of these schemes. This introduces tight

coupling between the bandwidth requirement and the delay guarantee provided.

Also in general the computation of the delay bound is a very involved operation.

These schemes are thus not suitable for scheduling QoS sensitive connections but

are highly desirable for bandwidth provisioning schedulers.

2.3.3 Work-conserving fair share scheduling - RR based

All the schemes in the previous section were based on virtual finish times. It

requires keeping track of a virtual time function in the scheduler and also times-

tamping each cell with a deadline (or finish time). This considerably complicates

the design of the switch and introduces higher computational complexity. The

round robin schemes however can be built using frames that do not require a

timestamp on every cell, and without the need for heavy real-time computations

(required computations may be done off-line, or not so often as every cell time).

Weighted Round Robin (WRR)

This is the simplest round robin scheme, with time divided in frames. Each frame

transmits N cells and connections get bandwidth in proportion of their weights.

The function giving the mapping from time slots to connections is executed when-

ever CAC is initiated and thus it is quasi-static. The bandwidth granularity that
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can be provided is the N th portion of link speed. Increasing N increases the gran-

ularity but also increases the latency of the connections. The scheduler’s behavior

is also dependent on its behavior when the queue which is scheduled at the current

time slot has no cells to send.

Deficit Round Robin (DRR) [15]

This is an extension of the round robin scheduler. It maintains a deficit counter

for each connection, according to the difference in the number of cells that a

connection could have transmitted in the frame and the number of cells it actually

transmitted in that frame. It then gives credit to connections based on the counter

in subsequent rounds.

Uniform Round Robin (URR) [16]

It is a round robin discipline that tries to provide the fair share of a connection

in a uniform manner, i.e., the slots of a connection in a frame would be uniformly

distributed rather than being in a contiguous block (over a period of time). Thus

a compromise on a complex slot scheduling function provides better distribution

of the delay of cells.

Summary

All of these schemes are again insensitive to the QoS requirements of real-time

connections. The distribution of delay of cells in these schemes is actually worse

than in the GPS based schemes, although the computational effort required is

significantly less. Therefore they are again unsuitable for the QoS provisioning

schedulers and can be used for bandwidth provisioning.
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2.3.4 Delay bounds based scheduling

The schedulers described earlier were concerned with only providing a fair share

of bandwidth to a queue. Now some schemes for the optimization of specific

parameters like CTD and CDV are discussed.

Earliest Deadline First (EDF) [17]

At connection setup, a maximum delay bound is fixed for every connection. Every

incoming cell is stamped with a deadline (ingress time + the delay bound). The

egress scheduler serves the cells in the increasing order of the deadlines. It is has

been showed that for traffic bounded by leaky bucket algorithms (as in the case of

ATM), the schedulability region of EDD is the superset of schedulability regions

of all scheduling disciplines.

Rotating Priority Queue+ (RPQ+) [18]

This scheduler uses a set of FIFO queues with dynamically changing priorities.

The order of the priorities is rotated periodically to increase the priority of waiting

cells. The authors prove that this scheduler approaches the EDD scheduler in the

limiting case of the rotation period tending to zero. Thus this is an approximate

EDF implementation with much lower computational complexity.

Delay Earliest Due Date (D-EDD) [19]

A deadline is assigned to a cell according to its ingress time at the switch and a

maximum delay parameter agreed upon at connection setup. Two kinds of services

are provided - Deterministic bounds and Statistical bounds (lower priority). Both

the queues are sorted according to the deadlines of the cells. Cells from determin-

istic queue receive higher priority, in order to provide deterministic delay bounds.
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Consequently, the lower priority cells get statistical bounds.

Jitter Earliest Due Date (J-EDD) [20]

It is an extension of D-EDD to provide better jitter bounds. Essentially each

node in the network has to preserve the arrival pattern of cells in a connection to

the output line. In this scheme, a cell is stamped with the correction term - the

difference in the time it was served and it was supposed to be served. A traffic

shaper at the next switch would buffer it for that much time, hence preserving the

cell generation pattern end-to-end. The disadvantage here is that for ATM, there

is no space in the traffic cells to store the delay correction term.

Variation Fluctuation Smoothing [21]

This algorithm estimates the clock of each connection by using on-line measure-

ments. It then computes the lateness of the head-of-the-line cell of each connection

and transmits the latest cell. It is shown that the VFS scheme outperforms FIFO

and EDD in providing reduced jitter for CBR traffic.

2.3.5 Traffic shaping

Deterministic Delay guarantees using Traffic Shaping [22]: This uses a traffic

shaper in conjunction with a rate monotonic priority scheduler. The traffic is

first shaped at network access and then at every switch using a leaky bucket. The

scheduler is based on non-preemptive static priorities and provides the bucket drain

rate to the queues.
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2.3.6 Discussion

From the above review, it is observable that the scheduling schemes cater to very

specific objectives, for example, fair allocation of bandwidth or maximum delay

guarantees or bounds on CDV etc. Each of them is suitable only to specific class of

service in order to optimize different parameters. Also the disciplines either tightly

couple delay and bandwidth together or look at only delay requirements, and in

order to provide end-to-end guarantees, a homogenous composition of the network

needs to be assumed. However in a real ATM network, there are multiple classes

of traffic on a switch with many widely different QoS objectives ranging from a

fair share of bandwidth to delay and loss guarantees to both together. A modular

scheduling architecture, components of which optimize different parameters like

maximum delay, delay variation and fairness of distribution of bandwidth is thus

needed. A higher layer arbitration policy to assign resources to these modules is

also required. Such a scheme would be presented later in the thesis as an integral

part of the performance management framework.

The ultimate goal of performance monitoring is to provide end-to-end QoS

guarantees. All the schedulers reviewed above provide guarantees at only one node.

In the next section some schemes for end-to-end provisioning are looked at.

2.4 End-to-end Scheduling

A few papers that propose distributed scheduling algorithms are discussed. Dis-

tributed scheduling tries to guarantee end-to-end performance.
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Distributed scheduling

In [23], the authors propose a coordinated scheduling scheme to guarantee end-to-

end delay bounds. The deadline of a cell passing through multiple switches running

D-EDD scheduling is iteratively computed at each switch (using the previous dead-

line stamped on the cell). The deadline at the first switch is kept random. The

analogy for this scheme is that of co-ordinated traffic lights which turn green after

suitable intervals to allow traffic to pass uninterrupted once it has stopped at one

light. This is not suitable for ATM as it requires stamping cells with a parameter

and also provides only delay guarantees.

QoS driven scheduling

In [24], the authors redefine fairness as the proportion of customers receiving poor

QoS in times of congestion rather than all customers getting a fair share of band-

width. They present a scheduling strategy based on dual queues that allows the

service provider to select its QoS objectives. Although they show their technique

to be superior in scalability and QoS for real-time applications than fair queueing,

the model used is of two FIFO queues. Thus it cannot be implemented in per-VC

queueing architectures and networks where many different types of services exist

and wide ranges of QoS levels need to be guaranteed.

Summary

It can be observed that the distributed scheduling schemes optimize for a single

QoS requirement or a single class of service, and that too by assuming the same

scheduler implemented on all nodes. ATM is composed of wide variety of classes

of service and a range of QoS requirements which these schemes do not address.

None of the schemes attempt to provide a broad spectrum of QoS to connections,
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and none of the schemes assumes a network with diverse switches in it.

2.5 QoS Monitoring

The Operations, Administration and Maintenance (OAM) standard for ATM from

ITU-T (International Telecommunication Union - Telecommunication) [4] speci-

fies fault management and in-service performance monitoring mechanisms. The

standard defines performance monitoring as “A function which processes user in-

formation to produce maintenance information specific to user information. This

maintenance information is added to the user information at the source of a con-

nection/link and extracted at the sink of a connection/link. Analysis of the main-

tenance event information at the sink of the connection allows estimation of the

transport integrity to be analyzed”. In this section, the procedures and algorithms

in the OAM standard, and then some papers on QoS measurements are reviewed.

2.5.1 The OAM Standard for ATM

The OAM standard for ATM is recommendation I.610 from ITU-T [4]. Perfor-

mance monitoring is performed by inserting end-to-end or segment (a segment

defined as one or more link) monitoring OAM cells at F4 (VP) or F5 (VC) level.

These cells monitor a block of user cells (block can be of size 128, 256, 512 or

1024 cells). The main objective of this monitoring is to detect errored blocks and

loss/mis-insertion of cells in a block. There are forward monitoring cells inserted

by the source to measure parameters along the connection and backward reporting

cells inserted by the destination in the back-channel to report the measured values

to the source. The various fields defined for these cells include

1. A sequence number to identify the cells
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2. The total number of user cells sent (a modulo 64k counter) and the number

of user cells with high Cell Loss Priority (CLP = 1)

3. A block error detection code (even parity/Bit Interleaved Parity - 16)

4. An optional time stamp for delay measurements

5. For backward monitoring cells: total number of user cells received, number

of user cells with CLP=1 and the block error result on the received cells

Using these fields, block errors and differences in the number of transmitted

and received cells can be determined. However, this does not give precise informa-

tion about the number of lost and the number of mis-inserted cells. One way delay

measurement requires that the clocks at the source and destination be synchro-

nized, thus only round trip delays are accurately measurable using the optional

timestamp field and loopback of cells at the destination. Moreover, the timestamp

field is optional and is not implemented by most applications currently. Round

trip delay measurements do not provide the capability to pinpoint the bottleneck

links/segments in the circuit as well. The standard at no point mentions the ob-

jective of using the minimum overhead of OAM cells or any related algorithms.

The precision with which the measurements are to be made, both the precision

of each measurement and the interval between measurements, is not addressed in

the standard. The question of verification of QoS when the total number of cells

transferred is small has also not been addressed in [4]. Thus it is observable that

the OAM standard for ATM does not specify many of the performance monitoring

objectives.
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2.5.2 Delay measurement using management cells

The authors of the papers [25, 26] propose that the one-way cell delay can be

accurately measured by segmenting it into delays experienced at each switch. A

switch can time-stamp a management cell when it is received at its input. At

the departure of the cell, the cell delay can be computed and added to the delay

value already written in the cell (initialized to zero by the source). The processing

delay required for this design and the propagation delays are fixed and can be

precomputed. Thus, a management cell accumulates the delay along the path.

The delay field at the destination gives a sample of the cell transfer delay which

does not suffer from the clock synchronization problem, as the differences are taken

from the same clocks. An alternative is to have multiple time-stamp fields in the

management cell so that the delay at each switch can be recorded separately. This

may be useful for diagnostic purposes, for example to determine the bottleneck

link.

Management cells are required to occupy a small portion of the bandwidth,

especially when the network is congested. This criterion dictates the inter-sample

time. The authors of [25] have briefly alluded to this issue and stated some heuristic

arguments.

This scheme requires new processing capabilities at the switches to modify

cells on ingress and egress. No mention is made about the accuracy of such a

scheme either (which may or may not justify the additional complexity in the

switches). The next section describes a procedure based on statistical analysis of

the remote clock which can be used with OAM performance management cells for

better estimation of delay parameters.
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2.5.3 Delay measurement using clock parameter estima-

tion

The technique proposed by Roppel in [27] relies on estimation of the one-way cell

transfer delay by analyzing the properties of the remote clock. Essentially, the

remote clock can be modeled, its parameters estimated, and the time-stamp of the

destination can be corrected for the offset. In this method, the switches do not

need any new processing capabilities.

The remote clock C(t) can be modeled using a time offset parameter (∆To)

and a clock frequency drift parameter (α):

C(t) = t+∆To + α(t− to) + ε(t).

These two parameters can be estimated using a regression model on the delay

samples from the backward reporting performance management cells. This method

however requires that the minimum delay along both directions to be the same.

The number of samples required to converge to correct clock parameters may be

large, thus the time for convergence for low bit rate links can be very high. These

disadvantages can prohibit the use of this scheme for a large class of networks and

connections.

2.6 Other Related Work

2.6.1 Traffic measurements

Actual traffic measurements are made by the authors of [28] on the vBNS network

to observe the effects of traffic going through various hops, on the QoS parameters

and peak / sustained rate requirements of the stream at every node. The main
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results presented therein are that the standard probability distributions do not

fit delay and loss parameters of streams traveling multiple hops and the PCR

requirement of a CBR stream increases at every hop in proportion to its rate

due to increased burstiness. The experiments indicate that the resource allocation

to a stream should not be the same at every switch and the scheduling and CAC

algorithms should be distributed in nature.

2.6.2 Multi-agent based intelligent Network Management

model

In [29], a distributed management model using semi-autonomous agents making

local decisions as far as possible and communicating with other agents using a

blackboard is defined. The agents try to co-operatively converge to a solution on

the blackboard, which is controlled by a central controller.

The model defined in the paper is very high level and a lot of details on

implementation, algorithms, usefulness in a multi-service network have not been

considered. The simulation results are for congestion problems in very simple

network topologies, and very elementary traffic sources.

2.6.3 Performance Monitoring model

In [30], the author proposes a general model for performance management in ATM

networks based on interaction between management and control functions. The

paper discusses the functionality of the Network Management System, the plane

& layer management in switching systems, the call control functions and that of

QoS management from the perspective of a service platform. The paper then goes

on to define performance monitoring in ATM networks and illustrates the use of
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OAM cells [4] for in-service performance measurements. Overall the paper brings

out a number of issues and highlights the interaction between different systems

but does not present any solution to any of the problems.

2.6.4 CLR estimation for applications to CAC

A delay measurement based CAC algorithm, that can provide predictive service

(allowing occasional violations in QoS) is proposed in [31]. The delay being mea-

sured and guaranteed is local switch delay and the problem of end-to-end delays is

not addressed here. In [32], the authors propose the use of measurement of buffer

occupancy and inferring the QoS parameters using an approximating functions.

These measurements are then used in the CAC algorithm. In [33], the authors

propose measuring CLR for small systems and using a fuzzy algorithm in con-

junction with the knowledge of asymptotic behavior of large systems to predict

the CLR for large switches. No source models are assumed here and the CAC

algorithm solely depends on the predicted and demanded CLR and the rate of a

connection.
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Chapter 3

A Framework For Performance

Management

3.1 The Problem Revisited

In ATM, the application requirements are mapped to various traffic classes and

their different attributes. The CBR class of service receives the highest priority in

turn providing the best possible delay and loss performance. However the traffic

contract dictates the maximum rate that the application can feed to the network.

Voice calls are typically carried over this class, and since the voice applications

are usually TDM based, the rate fed into the network is constant and known a-

priori. Real time video is usually fed to the next class of service: rt-VBR. The

coding of the video source is such that the maximum and the average rates of

data can be very different. Ideally, both of these applications should be capable

of informing the network about their delay and loss requirements in quantitative

terms. These requirements of the applications are always end-to-end in nature,

i.e., the applications expect the QoS from the source to the destination regardless

of the number and type of hops in the path. As noted from the literature review,

the research on this subject is considerably less than the research on QoS guaran-

31



tees on a single node. On this subject, Keshav, in his recent book on Computer

Networking [7], comments “In a heterogenous network, where different parts of

the network may employ different scheduling disciplines, guaranteeing end-to-end

performance bounds is a hard problem, and an area of active research”. Further,

these requirements last for the lifetime of the connection, and thus the network

needs to provision the stipulated QoS for this time.

The end-to-end application requirements are global requirements that need to

be translated into a set of local requirements for the purpose of resource reservation

on the network elements (referred to as “resource translation” in literature). There

are some heuristic methods to accomplish this during signaling. For example: in

the forward pass of the setup, resources are reserved in a conservative manner.

The destination compares the requested bound with the achievable quality and

resources are relaxed in the reverse path to reserve only as much as required. In

Keshav’s words, “Resource translation is an area where we still need research into

good heuristics or optimal algorithms”. Howsoever this may be accomplished,

connections are allocated resources once at the connection setup phase in every

protocol and these resources are not changed until the connection is terminated.

The network establishes the conformance of the traffic with respect to the

contract at the point of ingress. As the connection traverses along various hops,

the burstiness characteristic of the traffic keeps changing (due to the burstiness

introduced by switches) and may not conform to the contract [28]. These inac-

curacies can easily lead to transient congestion in the network elements. This in

turn means that the QoS provided to a connection can possess a wide spectrum

during its lifetime, especially in light of ad-hoc resource translation algorithms and

the heterogenous nature of the network elements. This suggests that for real time

connections, there should be methods to correct the resource allocation of the calls
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in response to the QoS provided, in order that the network can fulfill its portion

of the traffic contract. For this to be achievable, the QoS provided to a connection

needs to be known in real time, i.e., the in-service quantitative measurement of

QoS of a connection should be possible. As observed from the literature review

section, the mechanism specified in the standard [4] to measure the delay and jitter

of a cell stream is inadequate and inaccurate.

Therefore a multiservice network like ATM requires a complete framework

for performance management to provide end-to-end QoS provisioning for real time

connections. The following are some of the requirements for the design of such a

framework:

1. Need tools to guarantee various QoS metrics from the source to the destina-

tion.

2. Mechanisms to change the resource allocation during the life of a connection

should be present.

3. Means to accurately measure the QoS of real time connections are needed.

The provisioning of QoS to the cells of a connection on a single node, given

the knowledge of the required performance bounds, is not an easy task either. The

requirements imposed vary widely in nature from bandwidth guarantees to bounds

on delay, jitter and loss. There is a significant body of literature devoted to the

subject but as noted from the previous chapter, the design of each scheduling dis-

cipline is to optimize on a single objective. For example, most schedulers reserve

bandwidth and guarantee delay by calculating the delay bound given the band-

width reservation. As an integral component of the framework, a multi-functional

scheduling discipline is required that can provide different types of bounds. Giroux
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and Ganti allude to this aspect in their book on QoS in ATM [6]: “It may be more

efficient to use a combination of scheduling mechanisms [in a network node].”

With reference to QoS monitoring Chen et. al. [25] discuss the use of special

cells for a variety of issues, among them being the in-service measurement of delay

and loss. They propose a technique based upon timestamping the cell at the

ingress of a switch and then stamping the delay of the cell in the switch on at the

egress of the cell. A major flaw in this technique is that this is practical only in

a completely output queued switch. In a combined input-output queued switch,

the ingress and egress of a particular cell in the switch are typically at different

line cards of the system and it is not practical to maintain a synchronized high

precision clock at all line cards. Thus the timestamp put on the cell by the ingress

line card is meaningless to the egress line card and the delay on the switch is not

known. Even though this paper brought out a number of issues in management

and control of ATM networks, to the best of our knowledge there is no subsequent

work employing the same concept of using special cells for the purpose.

A novel framework for performance management is proposed int the next

section. It is designed to address all the problems and concerns related to end-to-

end provisioning mentioned above.

3.2 High-Level Description

3.2.1 Requirements

The proposed framework for performance management in ATM networks builds

upon the discussion on QoS provisioning in the previous section. The essential

theme is to perform in-service QoS monitoring for real-time connections, and cor-

rect the resource allocation parameters at the intermediate nodes if required. This
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segments to the following three major requirements from the design of the network:

1. ability to monitor the QoS of a real-time connection, using the in-service

monitoring methods to measure the end-to-end delay, jitter and loss

2. flexible QoS provisioning at intermediate nodes, (i.e., correctable scheduling

and CAC parameters on switches)

3. algorithms to regulate the QoS of a connection in real-time in order to either

improve the QoS, or to improve the resource utilization at nodes.

3.2.2 Assumptions

Assumption 3.2.1 When a connection is handled by multiple network service

providers, it is assumed that suitable mechanisms exist to delegate QoS require-

ments to each of the service providers (beyond the scope of this work). Each service

provider then monitors and controls QoS that it is obligated to provide in its own

domain. In this thesis, the provisioning of QoS in one domain would be considered.

Assumption 3.2.2 It is assumed that every connection is policed for its UPC

contract parameters at the network access points, and is conforming to its traffic

contract once it has entered the network.

3.2.3 Monitoring

QoS Monitoring of a connection is accomplished using specialized devices for inject-

ing and extracting OAM cells (called “Performance Management (PM) device”)

placed immediately prior to the network access equipment (figure 3.1) by the ser-

vice provider. RadComm is one of the vendors which has a device of this kind
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Figure 3.1: Functionality of PM devices.

in the market [34]. The function of the PM device is to insert and extract OAM

performance monitoring cells, and calculate the statistics of various QoS parame-

ters on a per connection basis. The PM device can be capable of initiating control

measures as well. The functionality of the PM device can be present in the ATM

access switch also.

3.2.4 Adaptation

In every switch the scheduling discipline needs to be adaptive to the end-to-end

QoS measurements on real time connections. The correction in the scheduling pa-

rameters of a particular connection is in response to the end-to-end measurements
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performed by the PM device. The control measures can be initiated in two distinct

ways:

Centralized: The PM device taking measurements and calculating the statistics

would also evaluate whether the QoS is in conformance with the guarantees,

and detect any patterns of deterioration. Subsequently this device would also

to identify the switch responsible for the violation or deterioration in QoS,

and send a message addressed to that switch to take corrective measures and

increase the priority of the connection.

Distributed: The PM device would send out the measurements or functions of the

measurements (for example alarm states) in a special cell to all the switches

in the path. The switches after reading the information would respond to

it by changing the priority of the connection (if required) according to their

resource availability.

However, methods to identify the switch causing the most deterioration in

QoS do not exist. Also, in the case when the measured QoS is much better than

the required, there is no mechanism for the PM device to relax the requirements

at some switches. Thus the centralized scheme is inefficient and nearly unimple-

mentable. In the distributed scheme, special OAM cells could be periodically sent

out to indicate the measurement results to the switches in the path. If there is

a significant difference between the measurements and the requirements, the first

switch in the path - that can accommodate new scheduling parameters to alleviate

the difference - takes the corrective measures. It also marks its action on the for-

warded OAM cell to inform the downstream nodes. This is one simple algorithm

to adapt the local schedulers at switches with respect to the end-to-end measure-

ments. In [35], the authors propose a similar scheme for IP networks, where the
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PM device changes the resource allocation of the connection in all the switches in

the path.

3.2.5 Scheduling at one node

The framework poses two requirements on the schedulers of the nodes: all sched-

ulers should be able to provide delay guarantees, and the delay requirement of the

connections should be correctable (in some schedulers, if not all). This is a large

class of schedulers, and hence this framework would be appropriate for networks

that have different nodes running different schedulers.

The scheduler accepts the parameters and the cell arrivals of various con-

nections as input and generates the multiplexed cell departure pattern as output.

The parameters of the connection are the traffic contract and local real-time mea-

surements like the queue depth etc. For real time connections, the traffic contract

would have a local delay or jitter bound. This bound needs to be adapted to

the in-service delay measurements (within the acceptable region of the CAC). The

scheduler also needs to provision for the various different QoS requirements like

guaranteed rate, bounded delay and bounded jitter. Such a scheduler would be

introduced in the next chapter.

3.2.6 Functional components

The complete performance management architecture hence requires different func-

tional components (figure 3.2) in the network elements according to the distributed

adaptation scheme. The PM device needs to perform the following functions:

1. Monitoring - measure the QoS of a connection.
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Figure 3.2: Functions of various modules.

2. Conformance verification - verify the conformance of the measurements against

the guarantees at connection setup and detect any deterioration or significant

changes in QoS.

3. Messaging - A mechanism to send messages (or alarms) to nodes in a con-

nection informing the nodes of the current QoS measurements.

The switches in the path need these components:

1. Adaptive scheduling - a scheduling discipline that can adapt its parameters

based on the measurements.

2. Connection Admission Control - An associated CAC algorithm that preserves
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the QoS of existing connections. This is a direct function of the schedulable

region of the scheduler.

3. Priority initialization and updates - an algorithm to assign priorities to con-

nections at CAC and functions to evaluate the updates to priorities based

on the incoming measurements (or alarms) information. Updates can either

increase priority to improve the performance of the connection, or decrease it

to improve the performance of other connections or accept new connections.

Each control action on a connection can potentially effect the QoS of other

connections. However, every change in the scheduling parameters would be exe-

cuted through the CAC algorithm, and therefore there should be no adverse effect

on the QoS of other connections. This framework provides flexibility and control

over the QoS of connections. At the same time, there exist possibilities of oscilla-

tions and instabilities, which prompt for a worst case formulated CAC algorithm

and very conservative parameter change algorithm. A new delay bounding sched-

uler and its worst case analysis is taken up in the next chapter. The design of

the priority changing algorithm at switches is a subject for future research. QoS

monitoring is also explored later in the thesis.

3.3 Scope of this Work

The study of the architecture proposed in the last section involves number of

questions. It is also necessary to have an implementation of the framework in a

prototype ATM network in order to understand the practical issues, and to conduct

some real experiments. The basic components of the framework are: scheduling at

one node, end-to-end monitoring of QoS, and adaptation of schedulers in response
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to the measurement results. In this work, an emphasis is made on proposing, an-

alyzing, and implementing a new delay bounding scheduler that is a component

of the proposed hierarchical scheduling discipline. Comparisons with other well

known schedulers are also made. Mechanisms for in-service monitoring of delay

and jitter are developed and a simple scheme for message passing between the

PM device and the network nodes is also presented. The algorithm to adapt the

scheduler parameters in response to the end to end measurements is a topic for

further study. The implementation of the monitoring and adaptation mechanisms

in the experimental switch and the development of the complete testbed for ex-

periments are also beyond the scope of this work. The following list tabulates the

contributions and and the subsequent list gives some topics for future work:

Contributions

1. Development of QoS monitoring mechanisms.

2. A novel hierarchical scheduler to guarantee the various QoS requirements.

3. An analytical study of the proposed delay bounding scheduler (HRDF) at a

single node.

4. Comparison of HRDF to GPS and EDF.

5. Implementation of the scheduler in an experimental ATM switch.

6. Verification of analytical results with experiments on the switch.

7. Heuristic proposed for signaling mechanism to communicate the QoS moni-

toring results (needs further study).

41



Topics for future research

1. Algorithms to update the scheduler parameters based on the monitoring

results.

2. Further study of the signaling mechanism to communicate the QoS monitor-

ing results.

3. Implementation of monitoring and signaling mechanisms in the ATM switch.

4. Development of a testbed with reasonably large number of switches and con-

nections to evaluate the capabilities of the performance management frame-

work.
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Chapter 4

Scheduling at One Node

A novel QoS measurements based dynamic priority scheduling algorithm is

proposed in this research. This scheduling discipline is developed for the output

buffered per-VC queued ATM switch architecture. The scheduling algorithms in

use today are rate-based, i.e., they overlook the QoS required by a connection and

assign bandwidth to the connection only on the basis of its desired rate. This cou-

ples the reserved rate of a connection to the delay it receives at every switch. Since

the same average rate can be provided to a connection with widely varying cell de-

parture patterns, the rate based scheduling schemes may not provide the required

delay variation bound as well. A hierarchical priority scheduling scheme, where the

priority is dynamically adjusted using end-to-end QoS measurements on a specific

connection is proposed here. This scheme isolates connections requiring bandwidth

guarantees and those requiring QoS performance objectives. The abstract notion

of urgency is used to compare the different classes using one parameter. Urgency

is defined based on the performance requirement of a connection.

4.1 Requirements for the Scheduler

The first step in developing a scheduling discipline is to understand the traffic

types and buffering scheme in the switch. The premise in this research is that
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the switches are output buffered and per-VC queued (Assumption 2.2.1). There

are two classes of services that may require delay and loss guarantees, CBR and

rt-VBR. nrt-VBR connections may require a bound on cell loss. CBR always

requires a bandwidth guarantee and VBR requires bandwidth guarantees in the

form of a minimum bandwidth (SCR) and high probability of switching bursts of

cells (of maximum size MBS) at rates upto a maximum rate (PCR). UBR is a best

effort service. It is assumed that all the traffic in the network has been policed at

the access points and conforms with its UPC parameters once inside the network

(Assumption 3.2.2).

For nrt-VBR streams (and CBR streams requiring no QoS guarantees), the

objective is to schedule them based only on their rate requirements. Thus, in a

period of time, they should receive a pre-determined share of the output link, but

how the cells will be distributed in that time is not of importance. For real time

streams requiring delay guarantees, the distribution of cells in a period of time

is also important, even when the average share of the connection for the output

link is fair. Thus these cells need to be scheduled keeping in mind tight delay

requirements. If the connection is sensitive to maximum delay the cells have to

be scheduled keeping in regard the time they spend in the system, rather than

the rate parameters of the connection. If the stream is jitter sensitive only, the

cells have to be scheduled in a manner that the pattern of arrival of cells into the

switch is mimicked as closely as possible at the output link, i.e., the variance of

delay in the switch has to be within tight bounds. The rate of the connection does

not come into picture in this class, given that the stream is policed for rate at the

network access node. If the connection is sensitive to maximum delay and delay

jitter, both the requirements above need to be fulfilled. A loss sensitive connection

essentially demands a certain amount of buffering in the switch, which can be

44



provided by either reducing the delay of the connection in the switch or providing

the connection with a large buffer space.

Thus, define the following different classes of service in a switch, based on the

QoS requirements:

1. Rate based and real time QoS insensitive: requiring an average bandwidth

over a period of time.

2. Maximum delay sensitive: requiring bounded delay in every switch.

3. Jitter sensitive: requiring (approximately) the same departure pattern as the

arrival profile of the connection. Also may require a bound on the maximum

delay in a switch.

4. Loss sensitive: requiring a certain amount of buffer in the switch in addition

to any of the above requirements.

5. Unspecified Bit Rate: Requiring no guarantees of any kind, a best effort

service.

4.2 A Novel Hierarchical Scheduler

The proposed scheduler is hierarchical, with a higher level scheduler assigning slots

to lower level schedulers for the different traffic classes (figure 4.1). Each of the per-

VC queue i has an associated urgency Ui(n) as a function of time slots n, defined

as the urgency of the head-of-the-line cell of that queue to exit the queue at slot

n. The urgency is an abstraction for quantifying relative priority of connections

demanding different QoS. The calculation for urgency is based on the QoS demand

of the connection and other observed parameters. The urgency of the lower-level
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scheduler at a particular time is the maximum of the urgencies of the queues under

it. For each slot on the output, the lower level schedulers contend and the slot is

assigned to the highest urgency queue (ties are resolved randomly). Three lower

level schedulers are defined:

Top Level Scheduler

Rate−based 
Scheduler

Output link

Delay bounding Jitter bounding 
SchedulerScheduler

Priority based

Max Delay sensitive traffic Jitter sensitive traffic nrt−VBR traffic Best effort traffic

Figure 4.1: Proposed hierarchical scheduler.

Rate based: The rate based QoS insensitive traffic is switched by a round robin

scheduler like WFQ. The urgency of a cell at the head of a queue (of this

scheduler) to grab a slot at the output rises as the connection gets less band-

width on the output and vice versa. A moving average of the bandwidth

provided to the connection is maintained and the urgency reflects its differ-

ence with the traffic contract.
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Delay based: The deadline of each cell j of queue i is the local delay bound in

the switch (δi) added to the arrival time of the cell (A
j
i ). It is calculated

and stamped on the cell. The urgency of a head-of-the-line cell k, Uki (n), to

grab a particular slot on the output rises linearly with time as the deadline

approaches. Thus,

Uki = 0 nε(0, Aki ),

=
(n−Aki )
δi

n ≥ Aki (4.1)

The parameter δki determines the urgency - delay curve of a cell inside a

switch. Henceforth, this scheduler will be referred to as Highest Relative

Delay First (HRDF). Although a similar scheduler has been analyzed by

Kleinrock in [36] and [37] for the case of poison arrival process and expo-

nential departure process, the consideration of this scheduler to ATM like

protocols was not found in literature. Analysis of similar dynamic priority

schemes in similar scenarios is also found in Jackson’s work [38] and [39].

Jitter based: The design criterion for this scheduler is that the cell should be

transmitted very close to its deadline. The scheduler should pick the head-

of-the-line cell whose deadline is near the current time. Thus the urgency of

a cell at the head of the queue should rise to maximum very sharply at the

time of the deadline. Thus,

Uki = 0 nε(0, Aki + βi),

=
(n− Aki )
δi

n ≥ Aki + βi (4.2)
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The parameter βi provides margin to smooth local fluctuations in the delay

and make sure that most of the cells reach the head-of-the-line before it. It

holds the cells in the switch for a time (should be more than the average

delay time for a similar delay queue) so that the probability of going out is

much more later. The parameter (δi - βi) provides a rough bound on the

delay variation expected in one switch. In this work, the jitter scheduler is

merged with the HRDF scheduler by forcing βi = 0. This makes the analysis

more tractable and the implementation easier. This would also be the case

where the jitter sensitive connection also expects a very tight delay bound.

If the slot is not needed by any of the lower level schedulers, it is assigned to

the best effort traffic queue. The parameters βi and δi have to be chosen so as to

provide a fair distribution of resources amongst the various types of connections.

Note an important attribute: the concept of fairness here is very different from that

of providing proportionate residual bandwidth as in the guaranteed bandwidth

schemes. Fairness now extends to comparing the resources used by connections

demanding different QoS requirements.

These parameters are also adapted according to network measurements. For

example, if a connection is incurring a high average delay, the parameter δi can

either be decreased at the bottleneck node or at all the nodes in its path. Thus,

the assignment of switch parameters at connection startup need not be exact as

they can be tuned with time. If a violation with respect to loss parameters is

detected, the switches can either increase the buffer allocated to the connection or

increase its priority in order to reduce the buffering inside the network. Monitoring

becomes very useful as the inaccurate initialization of priority at the connection

setup can be corrected if required. In this way, end-to-end bounds on the quality of

service can be provided to connections, without the prior knowledge of the number
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of hops in the circuit.

4.3 Assumptions and Definitions

The analysis of the HRDF scheduler is performed under the traffic flow constraints

of ATM in the next section. This section presents some relevant definitions and

assumptions.

The flow control mechanism in ATM is called Usage Parameter Control

(UPC). It constrains a flow to its PCR, SCR and MBS specifications using two

leaky buckets. As mentioned earlier, it is assumed that flows are policed using this

algorithm at the ATM network access point (Assumption 3.2.2). Thus any traf-

fic entering the network is assumed to be constrained by UPC dual leaky bucket

constraint.

In the terminology of [11], for a connection iε{1, ..., N} the SCR corresponds

to the average rate ρi, MBS to the size of the bucket σi, and PCR to the Ci of the

session. The constraint imposed by the leaky bucket is as follows: If Ai(τ, t) is the

amount of flow leaving the bucket and entering the network in time (τ, t) then

Ai(τ, t) ≤ min{(t− τ)Ci, σi + ρi(t− τ)}, ∀t ≥ τ ≥ 0 (4.3)

Consider the session i conforming to (σi, ρi, Ci) (or Ai ~ (σi, ρi, Ci)). Let the

traffic model be fluid. This means that the traffic can arrive and be serviced in

infinitesimal units. A session i is defined to be greedy at time τ if it uses as many

tokens as possible for all times t ≥ τ :

Aτi (τ, t) = min{(t− τ)Ci, li(τ) + ρi(t− τ)} ∀t ≥ τ (4.4)
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where li(τ) is the number of tokens in the bucket of session i at time τ . Thus

li(t) ≤ σi, and if the connection i starts with a full bucket at time 0, li(0) = σi.

Define the aggregate output link capacity to be C. Then the CAC guarantees

that C ≥ ∑ni=1 ρi. For simplicity of analysis, assume Ci = ∞ to start with. The
arrival constraint is thus modified to

Ai(τ, t) ≤ σi + ρi(t− τ), ∀t ≥ τ ≥ 0 (4.5)

for all sessions. It is assumed that the arrival function is left continuous. When

the session i is greedy from time τ , Eqn. (4.4) reduces to

Aτi (τ, t) = li(τ) + ρi(t− τ). (4.6)

Note that if the session is greedy after time τ , li(t) = 0 for all t ≥ τ .

Let Si(τ, t) be the amount of session i traffic served in the interval (τ, t]. Thus

Si(0, t) is continuous and non-decreasing in t. The session i backlog at time τ is

defined as (figure 4.2):

Qi(τ) = Ai(0, τ)− Si(0, τ). (4.7)

The delay of session i time τ is defined as the time that traffic arriving at time τ

spends in the queue (figure 4.2):

Di(τ) = inf{t ≥ τ : Si(0, t) = Ai(0, τ)} − τ. (4.8)

The maximum delay for a connection, over all the arrival functions constrained by

Eqn. (4.3), is:

D∗i = max
A1,...,AN

max
τ≥0
Di(τ). (4.9)
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Figure 4.2: Example of Di(τ) and Qi(α).

Define a system busy period to be a maximal interval B such that for any τ, t εB, τ ≤

t:

N∑
i=1

Si(τ, t) = t− τ.

Since the system is work conserving, ifB = [t1, t2], then
∑N
i=1Qi(t1) =

∑N
i=1Qi(t2) =

0.

HRDF

Consider the HRDF scheduler with N connections, each characterized by Ai ~

(σi, ρi, Ci) and requiring a local delay bound of δi where i = {1 ... N}. Define

xi =
1
δi
. The urgency of a cell is defined as Ui(τ) = Di(τ) ∗ xi. Define U∗i as the

maximum urgency of a connection over time, over all arrival patterns constrained

by Ais:

U∗i = max
A1,...,AN

max
τ≥0
Ui(τ). (4.10)

Define U∗ as the maximum over the maximum urgencies of all connections:
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U∗ = max
i=1,..,N

U∗i . (4.11)

The schedulability condition for a given set of connection parameters is therefore:

U∗ ≤ 1. (4.12)

as it ensures that there is no delay constraint violation in any case.

4.4 Fluid Analysis of HRDF

Lemma 4.4.1 The following is a practical constraint:

σixi

ρi
≥ 1 ∀i (4.13)

Proof: For a rate proportional scheduler, the guaranteed rate to connection i

would be ρi. Thus the maximum delay would be
σi
ρi
for a greedy connection. The

use of a delay guaranteeing scheduler is justified only if the required delay bound

is less than this, i.e., δi ≤ σi
ρi
. Thus, σixi

ρi
≥ 1. �

Lemma 4.4.2 Simultaneous Arrivals: Consider a delay scheduler with N connec-

tions ordered such that x1 ≥ .... ≥ xN . If all the connections come greedy at time

0, the various peaks in the urgency curve are:

USj =

∑
i≤j σixj

C −∑i≤j ρi(1− xj
xi
)
.

Proof: An extension of case 1 analysis in lemma A.1.1 with urgency curve as

shown in figure 4.3. �
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Figure 4.3: Analysis for all connections greedy at time 0.

Lemma 4.4.3 Cascading Arrivals: Consider a delay scheduler with N connections

ordered such that x1 ≥ .... ≥ xN . If the connection N arrives greedy at time 0,

connection N−1 arrives at a time such that its urgency curve hits that of connection

N at the peak, and so on, then the maximum urgency reached is:

∑
i

σixi

C
.

Proof: An extension of case 2 analysis in lemma A.1.1 with urgency curve as

shown in figure 4.4. �

Lemma 4.4.4 Consider a set of connections Θ. Given that the constraint in

lemma 4.4.1 is satisfied, and the connections are schedulable if they arrive in a

cascading manner, the urgency of the cascading connections is larger than all the

peaks in the urgency curve obtained when all connection arrive simultaneously.

Proof: Let the connections in Θ be ordered 1, ..., k in increasing order of xi.

Consider the last peak in the case of simultaneous arrivals

USk =

∑
i≤k σixk

C −∑i≤k ρi(1− xk
xi
)
.
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Figure 4.4: Analysis for all connections arriving in a cascading pattern.

The highest peak of the cascading arrivals is

UC =
k∑
i=1

σixi

C
.

To prove USk ≤ UC :

USk ≤ UC

or,

∑
i≤k σixk

C −∑i≤k ρi(1− xk
xi
)
≤

k∑
i=1

σixi
C

or,
∑
i≤k
σixkC ≤ (

k∑
i=1

σixi)(C −
∑
j≤k
ρj(1−

xk

xj
)

or, σkxk(
∑
i≤k
ρi(1−

xk
xi
)) ≤

k−1∑
i=1

σixi{C(1−
xk
xi
)−
∑
j≤k
ρj(1−

xk
xj
)}

≤
k−1∑
i=1

σixi{(C − ρi)(1−
xk
xi
)}

−
k−1∑
i=1

σixi{
∑

j≤k,j �=i
ρj(1−

xk

xj
)}

≤
k−1∑
i=1

σixi{(C − ρi)(1−
xk
xi
)}
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−
k∑
i=1

ρi(1−
xk

xi
){

∑
j≤k−1,j �=i

σjxj}

or,
k∑
i=1

ρi(1−
xk
xi
){
∑

j≤k,j �=i
σjxj} ≤

k−1∑
i=1

σixi{(C − ρi)(1−
xk
xi
)}

or,
k−1∑
i=1

ρi(1−
xk
xi
){
∑
j≤k
σjxj} ≤

k−1∑
i=1

σixi{C(1−
xk
xi
)}

or,
k−1∑
i=1

ρi(1−
xk

xi
){
∑
j≤k

σjxj

C
} ≤

k−1∑
i=1

σixi(1−
xk

xi
) (4.14)

From lemma 4.4.1, it is given that

σixi

ρi
≥ 1 ∀i.

and that the cascading arrivals case is schedulable

k∑
i=1

σixi
C
≤ 1.

Therefore,

k∑
i=1

σixi
C

≤ σixi
ρi

∀i

or, ρi(1−
xk
xi
)
k∑
i=1

σixi
C

≤ σixi(1−
xk
xi
) ∀i

or,
k−1∑
i=1

ρi(1−
xk
xi
){
∑
j≤k

σjxj
C
} ≤

k−1∑
i=1

σixi(1−
xk
xi
) (4.15)

This proves that USk ≤ UCk under the given conditions.

Consider j < k, and its peak in the simultaneous arrival case USj . By the

above analysis, USj ≤ UCj . Now UCj ≤ UCk , => USj ≤ UCk . Therefore, the urgency

of the cascading arrivals case is larger than all the peaks of the simultaneous arrival

urgency curve. �
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Lemma 4.4.5 Cascade + Simultaneous Arrivals: Consider a delay scheduler with

N connections ordered such that x1 ≥ .... ≥ xN . If connections in set θ arrive

in a cascading manner starting at time 0 and the remaining connections arrive

simultaneously at time tS such that the urgency of connection with lowest index

in θC intersects the system urgency at UCθ , then the highest system urgency is not

more than UC1,...,N .

Proof: The various scenarios that can happen in this pattern of traffic arrivals

can be explored by considering a smaller set of connections. Suppose that there

are three connections and the set θ is composed of only one connection. This can

be either connection 2 or connection 3.

Consider θ = {2} first depicted in figure 4.5. Traffic from connection 2 arrives

at time 0 and traffic from connections 1 and 3 arrives at the same time, t0 =

σ2
C
(1− x2

x1
). Connection 1 starts to get service at t1 =

σ2
C
, and its burst is serviced

till time t2 =
σ1+σ2
C
, after which the urgency of 1 starts to decrement. At time t3,

the urgency of 1 and 2 become equal. Then,

[(t3 − t0)− (t3 − t2)
C

ρ1
]x1 = t3x2

or, t3 =
σ2
C
+

σ1
C − ρ1(1− x2

x1
)

(4.16)

Then, these connections would be served in the ratio (r1, r2 = (1−r1)) at tε(t3, t4):

[t− (t− t3)Cr2
ρ2

]x2 = [t− t3(1−
x2

x1
)− (t− t3)Cr1

ρ1
]x1

x2

x1
− C(1− r1)

ρ2

x2

x1
= 1− Cr1

ρ1

r1 =
x2
x1
+ ρ2
C
(1− x2

x1
)

x2
x1
+ ρ2
ρ1

(4.17)
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r2 =

ρ2
ρ1
− ρ2
C
(1− x2

x1
)

x2
x1
+ ρ2
ρ1

(4.18)

To calculate t4:

[t4 −
(t4 − t3)Cr2

ρ2
]x2 = (t4 − t0)x3

or, t4[
C
ρ1
− (1− x2

x1
)

x2
x1
+ ρ2
ρ1

+
x3

x2
− 1] =

σ2(C − ρ1(1− x2
x1
)) + σ1C

C(ρ2 + ρ1
x2
x1
)

+
σ2

C

x3

x2
(1− x2

x1
)

or, t4 =
σ2
C
+

σ2
C
(ρ2 + ρ1

x2
x1
)x2(1− x3

x1
) + σ1x2

(C − ρ1 − ρ2)x2 + (ρ2 + ρ1 x2x1 )x3

or, t4 =
σ2
C
+
σ2(ρ2 + ρ1

x2
x1
)(1− x3

x1
) + σ1

C − ρ1(1− x3
x1
)− ρ2(1− x3

x2
)

(4.19)

At tε(t4, t5), the connections are serviced in the ratio (s1, s2, s3 = (1− s1 − s2)):

[t4 −
(t4 − t3)Cr2

ρ2
+ (t− t4)(1−

Cs2

ρ2
)]x2 = [t3

x2

x1
+ (t4 − t3)(1−

Cr1

ρ1
)

+(t− t4)(1−
Cs1

ρ1
)]x1

or, [(t− t4)(1−
Cs2

ρ2
)]x2 = [(t− t4)(1−

Cs1

ρ1
)]x1

+[t4 −
(t4 − t3)Cr2

ρ2
]x2 +[t4 − t3(1−

x2
x1
)− (t4 − t3)Cr1

ρ1
]x1

The second terms of both equations are equal by the definition of t4. So,

(1− Cs2
ρ2
)x2 = (1−

Cs1

ρ1
)x1.

A similar equation can also be written for 3 and 1:

[t4 −
(t4 − t3)Cr2

ρ2
+ (t− t4)(1−

Cs2

ρ2
)]x2 = (t− t0)x3

or, [(t− t4)(1−
Cs2
ρ2
)]x2 = (t− t4)x3

+[t4 −
(t4 − t3)Cr2

ρ2
]x2 +(t4 − t0)x3
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Again, the second terms of both equations are equal by the definition of t4. So,

(1− Cs2
ρ2
)x2 = x3.

Thus,

s1 =
ρ1

C
(1− x3

x1
)

s2 =
ρ2

C
(1− x3

x2
)

s3 = 1− ρ1
C
(1− x3

x1
)− ρ2
C
(1− x3

x2
) (4.20)

At t5,

(t5 − t4)s3C = σ3

or t5 =
σ2
C
+
σ2(

ρ2
C
+ ρ1
C
x2
x1
)(1− x3

x1
) + σ1 + σ3

C − ρ1(1− x3
x1
)− ρ2(1− x3

x2
)

(4.21)

(4.22)

Therefore,

U5 = (t5 − t0)x3

=

{
σ1 + σ2{1− (1− ρ2

C
)(1− x2

x1
)}+ σ3

C − ρ1(1− x3
x1
)− ρ2(1− x3

x2
)

}
x3 (4.23)

≤ US{1,2,3}

≤ UC{1,2,3}

After t5, the urgency of the system strictly decreases. Thus it is proved that in this

case the urgency of the system never goes above the simultaneous arrival urgency.
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Now consider θ = {3}. There are two possibilities here after time t2. The

urgency of 2 can either overtake the urgency of 3 or not depending on the param-

eters. Consider first that it does not overtake. In this case the analysis is very

similar to the first case:

t0 =
σ3

C
(1− x3

x1
)

t1 =
σ3

C

t2 =
σ3 + σ1
C

t3 =
σ3
C
+

σ1
C − ρ1(1− x3

x1
)

r1 =
x3
x1
+ ρ3
C
(1− x3

x1
)

x3
x1
+ ρ3
ρ1

r2 =

ρ3
ρ1
− ρ3
C
(1− x3

x1
)

x3
x1
+ ρ3
ρ1

t4 =
σ3
C
+
σ3(

ρ3
C
+ ρ1
C
x3
x1
)(1− x2

x1
) + σ1

C − ρ1(1− x2
x1
)− ρ3(1− x2

x3
)

s1 =
ρ1

C
(1− x2

x1
)

s3 =
ρ3

C
(1− x3

x1
)

s2 = 1− ρ1
C
(1− x2

x1
)− ρ3
C
(1− x3

x1
)

t5 =
σ3
C
+
σ3(

ρ3
C
+ ρ1
C
x3
x1
)(1− x2

x1
) + σ2 + σ1

C − ρ1(1− x2
x1
)− ρ3(1− x2

x3
)

U5 =

{
σ1 + σ2 + σ3{1− (1− ρ3

C
)(1− x3

x1
)}

C − ρ1(1− x2
x1
)− ρ3(1− x2

x3
)

}
x2

≤ UC{1,2,3}

It can be shown that U5 ≤ UC{1,2,3} when UC{1,2,3} ≤ 1 and σixi ≥ ρi ∀i (lemma

4.4.1).

The second possibility is that the urgency of connection 2 meets the system

urgency before that of connection 3 meets. In this case, as shown in figure 4.6,
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the system urgency in the interval (t0, t5) behaves equivalent to the case when

connections 1 and 2 arrive at the same time, with σeff1 = σ1 + σ3
x3
x1
. It is easy to

show that the peaks here are always less than the peaks attained in the case of

simultaneous arrival of all the three connections.

Hence it is shown that the system urgency is always lower than the urgency of

the system under the case of simultaneous arrivals for the case of three connections.

If the set θ is composed of more connections, the analysis is very much the same

as the peaks are still obtained in the manner described above. If the set θC is

composed of more than two connections, the behavior would be similar to the two

cases above and the peaks would be still bounded. Thus in the general case also,

the profiles of the urgency curve would exhibit similar characteristics. From the

above analysis it is clear that the urgency in no case would be more the case of

simultaneous arrivals. �

Theorem 4.4.6 Consider a HRDF scheduler with N connections ordered such

that x1 ≥ .... ≥ xN . Then under the practical constraint of lemma 4.4.1 the

schedulability region is defined by the equation :

N∑
i=1

σixi
C
≤ 1. (4.24)

Proof: The cascading arrival pattern achieves the urgency on the LHS of Eqn.

(4.24). Thus, if
∑N
i=1

σixi
C
> 1, the connections are not schedulable because there

exists an arrival pattern which will violate the delay requirement of at least one

connection.

Consider the case when
∑N
i=1

σixi
C
≤ 1 under the practical constraint of lemma

4.4.1. As is observable from the analysis in the Appendix, during the rising edges

of the urgency, the intersection points should be at the corners points of the curve.
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If the intersection is at the upper corner, the arrivals are cascading and if the

intersection is at the lower corner, the arrivals are simultaneous. Thus the N

connections can be combined together into groups that either arrive simultaneously

or in a cascading manner. The relative times of arrivals of these groups are such

that the urgency is maximized. Assume that the busy period starts at time 0 and

the subset of connections θ arrives at time 0. If θ has two connections, then lemma

A.1.1 applied under 4.4.1 says that the maximum urgency achieved would be in

the case of cascading arrivals.

For any set θ, from lemma 4.4.4 it is known that the achieved urgency would

be higher if the connections actually arrived in cascade pattern starting at time

0. Assume that the maximum urgency of θ is realized for cascading arrivals. Now

suppose that another subset of connection S arrives at time greater than 0 such

that they intersect the highest point of the urgency curve of the subset θ. If

these connections arrive in a cascade manner, it is equivalent to the subset θ
⋃
S

arriving in a cascade manner. Otherwise if the connections arrive simultaneously,

the maximum urgency would be bounded by the maximum urgency generated by

the subset θ
⋃
S arriving in a cascade manner by lemma 4.4.5. This argument can

then be extended until all connections are exhausted. Given the initial condition of

two connections, this inductive argument proves that the maximum system urgency

for these connections would then be bounded by
∑N
i=1

σixi
C
. Thus if

∑N
i=1

σixi
C
≤ 1,

the connections are always schedulable. �

Lemma 4.4.7 The schedulability region of HRDF when Ci is finite is at least as

much when Ci =∞.

Proof: The worst case traffic arrival for traffic conforming with the leaky bucket

constraint (σi, ρi, Ci) is no more than the worst case arrival for (σi, ρi,∞). Thus
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the above analysis holds for finite Ci and the same schedulability region applies

here also. �

4.5 Comparison of schedulability regions of

HRDF and GPS

As observed in the appendix, calculation of maximum delays for individual con-

nections is a difficult task for both HRDF and GPS. Thus for the case of general

N , comparison will be made between the CAC of the two policies. In practice also,

the schedulability region is a more important concept than the delay statistics of

a set of schedulable connections.

Theorem 4.5.1 A set of connections satisfying the following conditions is schedu-

lable under GPS:

σixi ≥ ρi ∀i, (4.25)

N∑
i=1

σixi ≤ C (4.26)

and,
N∑
i=1

ρi ≤ C. (4.27)

Proof: As explained by Parekh and Gallagher in [11], the necessity of Eqn.

(4.27) is apparent. For Eqn. (4.26), consider the following: Let φi be the weight

of connection i. From [11], the worst case delays for all connections are attained

when all connections arrive greedy at the same time (t = 0). At the start of the
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busy period, when the queues of all the connections are non-zero (this time would

be finite, given that σi > 0 ∀i) the bandwidth assignment to the connections is

gi =
φi∑N
i=0 φi

C (4.28)

It is also true that the instantaneous rate provided to the connection i at time

t > 0 is always greater than or equal to gi, i.e., ri(t) ≥ gi ∀t > 0. Let the

maximum delay of a connection under GPS be G∗i . Then

G∗i ≤
σi

gi
(4.29)

if gi ≥ ρi. The delay bound required for each connection is δi. Consider the

connection L(1) which ends its busy period first. Then G∗L(1) =
σL(1)
gL(1)

and also

G∗i <
σi
gi
∀i �= L(1). Choose φi = σixi. Since gi ≥ ρi under Eqn. (4.26),

U∗L(1) = G
∗
L(1)xL(1) =

∑N
i=1 σixi
C

and,

U∗i = G
∗
ixi ≤

∑N
i=1 σixi

C
∀i �= L(1)

Therefore,

U∗GPS = max
i=1,...,N

U∗i = U
∗
L(1) =

∑N
i=1 σixi

C

Thus under the Eqn. (4.26), U∗GPS ≤ 1 and
∑N
i=1 gi ≤ C. It can be concluded that

the connections are schedulable under the given conditions. �

Theorem 4.5.2 The schedulable region of GPS is at least as much as that of

HRDF under the practical constraint of lemma 4.4.1.

63



Proof: From theorem 4.4.6 The schedulable region of HRDF is characterized by

∑N
i=1

σixi
C
≤ 1. The lemma 4.5.1 says that connections in this region are necessarily

schedulable in GPS. It can be easily shown that some connections, not in that

region, are also schedulable by GPS. However the characterization of the complete

schedulability region of GPS is very difficult and was also not found in literature.

The choice of the weights for individual connections in order to satisfy the delay

constraints is also much more difficult in the region
∑N
i=1

σixi
C
> 1 compared to the

choice φi = σixi for the complement region. Thus the schedulability region of GPS

is at least as large as that of HRDF, however the schedulability region of HRDF

is characterizable and is equivalent to the easily utilizable region for GPS. �

4.6 Comparison of HRDF with EDF

Lemma 4.6.1 The schedulability region of the EDF scheduler for a set of N con-

nections ordered such that x1 ≥ ... ≥ xN is described by the equations:
∑k
i=1 σixk

C −∑k−1i=1 ρi(1− xk
xi
)
≤ 1 ∀ k ε {1, ..., N}

Proof: Equations 23, 24 and 25 in [17] give us the schedulability region of the

EDF scheduler. To be consistent with assumptions in this thesis, let Lmax → 0.

Those equations can be then written as:

0 ≤ D1
N∑
i=1

(σi + ρi(t−Di))U(t−Di) ≤ Ct for 0 ≤ t ≤ DN
N∑
i=1

(σi + ρi(t−Di)) ≤ Ct for t ≥ DN (4.30)

These can be written as:
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0 ≤ Ct for 0 ≤ t ≤ D1
σ1 − ρ1D1
C − ρ1

≤ t for D1 ≤ t ≤ D2
∑j
i=1 σi −

∑j
i=1 ρiDi

C −∑ji=1 ρi ≤ t for Dj ≤ t ≤ Dj+1
...∑N

i=1 σi −
∑N
i=1 ρiDi

C −∑Ni=1 ρi ≤ t for DN ≤ t (4.31)

Evaluating these equations at the lower boundary is necessary and sufficient, and

since 0 ≤ Ct for 0 ≤ t ≤ D1 : is always true:
∑j
i=1 σixj

C −∑ji=1 ρi(1− xj
xi
)
≤ 1 ∀ j ε{1, ..., N}

�

This set of equations is achieved when all connections arrive in a greedy

manner simultaneously at time 0. It is notable that this is also the set of equations

obtained in the case of simultaneous greedy arrivals to a HRDF scheduler (lemma

4.4.2). Although HRDF behaves in the same manner as EDF in this case, the

urgency of the cascading arrivals is much higher in HRDF than in EDF.

Let USi be maximised at i = k. Consider the difference U
C
k − USk :

UCk − USk =

∑k
i=1 σixi
C

−
∑k
i=1 σixk

C −∑ki=1 ρi(1− xj
xi
)

=

∑k
i=1{σixi − ρi

[∑k

i=1
σixi

C

]
}(1− xj

xi
)

C −∑ki=1 ρi(1− xj
xi
)

(4.32)

Assume that the connections are schedulable using HRDF. Thus,
∑k

i=1
σixi

C
≤ 1.

Also from the assumption of lemma 4.4.1, σixi ≥ ρi. Assume that σixi 	 ρi for
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the sake of simplicity. Therefore,

UCk − USk ≈
∑k
i=1 σi(xi − xk)

C −∑ki=1 ρi(1− xj
xi
)

=

[∑k
i=1 σixi∑k
i=1 σixk

− 1
]
USk

Or,

USk
USk
≈
∑k
i=1 σi

xi
xk∑k

i=1 σi
(4.33)

Although USk is the highest urgency figure for the EDF scheduler, the region

for HRDF is really UCN which will be more than U
C
k . Thus, in general, the schedula-

bility region of the HRDF scheduler can be significantly smaller than that of EDF

depending on the specific parameters. However both have the similar behaviour

for the case of simulataneous greedy arrivals.

Fairness

Fairness defined for the rate provisioning schedulers refers to distributing spare

bandwidth to the backlogged queues in the ratio of their weights (GPS). How-

ever in the context of delay provisioning schedulers, this concept needs to be re-

examined. For a connection requiring a delay bound, the average rate is not a

significant metric. Fairness in this case needs to take in account the cell-by-cell

QoS provisoining nature of this scheduler.

Consider a set of queues backlogged at a particular time. Each head-of-the-

line cell has a deadline associated with it, and the waiting time of the cell is

calculatable. In order to compare across the queues, the figure of relative delay,

i.e., the ratio of wainting time to the local delay bound is a very intuitive metric.
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The HRDF scheduler schedules the queue with the maximum relative delay, thus it

attempts to minimize this metric. In this notion of fairness, the HRDF scheduler is

more fair than the EDF scheduler which will choose the queue with the minimum

deadline. However the schedulability region of the EDF scheduler is larger and

thus, looking from the viewpoint of having no QoS violations, the EDF scheduler

is better as it can accomodate more connections.

4.7 Summary

This chapter proposed a hierarchical scheduling discipline in order to satisfy diverse

QoS requirements. The abstract notion of urgency is also introduced. The defini-

tion of urgency is different for different QoS requirements. The HRDF scheduler

was then introduced and this was shown to serve as a delay or a jitter bounding

scheduler. A fluid model analysis of the scheduler is made and the schedulability

region under flows constrained by the dual leaky bucket model (used by the ATM

UPC functions) is calculated. This region is shown to be strictly less than the

region of GPS. However, it is the same as the usable region (i.e., the region in

which the weights for different connections are easily calculatable from their QoS

requirements) of GPS.
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Figure 4.5: Urgency and Arrival / Service curves for the case of connection 2

arriving at time 0 and connections 3 and 1 arriving simultaneously later.
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Chapter 5

Implementation of the HRDF Scheduler

5.1 Platform

The HRDF scheduling algorithm proposed in this thesis is implemented in a pro-

totype ATM switch. The aim is to conduct experiments on a real switch and

correlate the results with simulation of similar scenarios, and also with the results

of the analysis performed in the last chapter.

The platform for this implementation is the PSAX-1250 ATM Access Concen-

trator manufactured by Lucent Technologies. This was a joint collaborative effort

between the University of Maryland and Lucent Technologies. The PSAX line of

products from Lucent is one of the leaders in the Access Concentrator market. The

PSAX-1250 hosts a 1.25 Gbps backplane and 12 Input/Output (I/O) card slots.

The ‘brain’ of the switch is the Main CPU card which implements all the signaling

protocol stacks, the user interface, and has the ability to configure the I/O cards

as well as administer the connections on the card. This switch supports a wide

variety of I/O cards, including many serial cards, DS3, E3, DS1, E1, OC3, and

OC12. The channelized DS3, OC3, or the OC12 are usually used as the uplink to

the WAN network.

The implementation of the proposed scheduling algorithm is performed on the
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OC3-APS I/O card. This is a 155.5 Mbps line rate module that carries 353207.55

ATM cells per second. This card has an on-board CPU and a programmable

FPGA. The card performs the SONET link layer functions, VP/VC lookup of cells,

and UPC policing functions in the hardware. The queueing and de-queueing of cells

is one of the tasks performed by the code for the on-board CPU (firmware). The

cells are then forwarded to the backplane, to be delivered to the destination slot.

The queueing discipline and the scheduling algorithm used in the card is a Lucent

proprietary algorithm called AQueMan (Adaptive Queue Management). There are

a fixed number of queues (10), and the CBR queues have the highest priority. The

priority of the VBR queues is adaptive, based on the buffer depth of the queues.

The UBR connections have the lowest priority. There is no implementation of the

ABR service on this switch. As is observable, this queueing discipline does not

take into account the delay or loss statistics desired by a connection. Moreover

the desired bandwidth of the connection is also only for CAC and UPC functions.

The scheduler has no knowledge of the bandwidth requirement of a connection.

This algorithm provides a per-class QoS differentiation, but it cannot guarantee

per-connection QoS.

The queueing discipline in the card is converted to the one proposed in the

thesis. There were a number of modifications required in the firmware, as detailed

in the next section. Experiments on the modified I/O card were performed using an

Adtech-4000 Broadband Tester equipped with OC3 Line-Interface and Generator-

Analyzer modules. The Adtech is capable of producing many traffic patterns, and

in addition, a UPC can also be applied to the traffic stream before the traffic leaves

the system. The Analyzer module is capable of displaying various statistics of the

received stream. Real time graphs of many parameters are also available from the

module.
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5.2 Firmware Modifications

A number of firmware modifications were implemented for the purpose. The main

issues and the associated changes are elaborated upon.

5.2.1 Computing power

The architecture of the I/O modules for this switch has an emphasis on flexibility

and programmability. Thus it is not a ASIC based design, and the hardware and

firmware share many functions of the card. The firmware controls the queueing and

dequeueing of cells in both directions, i.e., to and from the backplane. Limitations

on processor speed and memory bandwidth restrict the number of CPU cycles

available for computation per cell time. This prohibits the use of a very complicated

scheduler on a large number of queues.

Thus to implement the proposed scheduler, the output line rate had to be

reduced to a quarter of OC3, giving nearly four times as much time for processing

a cell. This was performed by running the dequeueing algorithm every forth slot

and inserting null cells in the remaining slots. The card was still operating at 38.8

Mbps = 88301 ATM cells/s. The input line rate was not changed.

5.2.2 Line-rate clock and timestamping cells

The main loop of the card runs faster than the OC3 line rate as the bandwidth

coming in from the backplane is much higher. Thus the loop clock of the firmware

is not synchronized to the line clock. The line clock timer was synchronized to the

number of cells being sent to the hardware rather than the main loop timer. For the

implementation of the scheduler proposed, it is necessary to timestamp the cells

with the time they come into the queueing engine. An unused 32 bit field was used
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for this purpose. A 32 bit counter has a loopover time of about 13 hours, which is

many orders of magnitude larger than the cell waiting times. This timestamping

is performed only if a connection belongs to the delay or jitter schedulers, as this

operation involves a memory operation on the cell memory which is relatively very

slow.

5.2.3 Connection parameters management

The console for the connection addition in the main CPU card does not take the

desired QoS parameters (CTD, CDV) as inputs. However there are ten different

queueing types available. These were mapped to connections that need a rate

guarantee, a strict delay guarantee, a jitter guarantee, and those which did not

need any kind of guarantees (UBR). The parameters required by these connections

are then indirectly passed through the VCI field of the connection. During the

experiments, the connections are setup with the VCI mapped to the desired QoS

parameter.

5.2.4 Queueing of cells from the fiber

In an output-buffered switch with backplane speed as high as the total input from

all the cards, there should ideally be no need for the input queueing mechanisms.

However, although the backplane can handle very high rates of data transfers, the

I/O cards may not be capable of sinking in cells at that rate. Every I/O card

has its own capacity to sink cells from the backplane. This sometimes necessitates

queueing on the ingress side (coming from the fiber and going to the backplane)

also. In the experiments, similar cards will be used and the backplane would not

be carrying any other traffic. There would be hence no ingress queueing, and the
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queueing and dequeueing mechanisms on the ingress side are not modified.

5.2.5 Queueing of cells from the backplane

The most significant change in the firmware is the queueing and scheduling of cells

in the egress direction. There is support for 32*1024 connections per I/O card in

the system. A per-VC queueing mechanism would be very demanding on memory

and a scheduler for 32k queues would be very demanding on CPU cycles. It is also

observable that if two connections need the same delay, then the order of departure

of cells would be the same if the connections were queued in different queues or if

they shared the same queue. This is so because the priority curves of cells of these

connections would be parallel and will never be able to intersect.

The granularity of QoS provisioning can not also be made very small. As

an example for a constraint, the delay guarantees have to be multiples of the cell

time (2.83 µs). The maximum delay guarantees expected by connections are of the

order of the inter-cell times of the lowest data rate connection supported. Usually

the lowest data rates supported are of nearly DS0 bandwidth which is about 170

cells/s. At the OC3 line rate, this is about 2065 slots per cell (inter-cell time).

Thus taking the above considerations in regard, it was chosen to granulate the

maximum delay supported into pre-defined QoS classes. The supremum of the

maximum delay supported is chosen to be 1100 slots per cell. The reason is that if

the DS0 connection desired a delay bounded QoS, the delay bound has to be less

than the inverse of the cell rate (otherwise the connection can be scheduled as a

rate connection). Assuming that the delay bound needs to be tighter than half of

the inverse, bounds upto 1032 slots/cell are required. The granularity of the QoS

classes is chosen as follows:
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1. minimum is 4 slots/cell, next level is 10 slots/cell (1 queue)

2. 10 slots/cell to 200 slots/cell in intervals of 10 slots/cell (20 queues)

3. 200 slots/cell to 600 slots/cell in intervals of 20 slots/cell (20 queues)

4. 600 slots/cell to 1100 slots/cell in intervals of 50 slots/cell (10 queues)

Thus there are a total of 51 delay bounded QoS classes and correspondingly

51 queues for the delay scheduler. The inverse of the delay bound and the urgency

of the head of the line cell is stored for each queue. There is also a single bit status

(that can be accessed in blocks of 32 bits) for every queue to indicate if it is empty

or not. This speeds up the processing significantly.

The rate connections cannot be coupled with each other and have to be queued

in a per-VC manner. In this study, our main aim is to understand the behavior

of the QoS sensitive connections and so a very sophisticated rate scheduler is not

implemented. In general, any rate scheduler that guarantees average bandwidth

can be used, with the notion of the urgency defined. The jitter sensitive connections

are treated the same as delay sensitive, but with a very short delay bound.

Since the jitter sensitive connections are the most QoS sensitive of all classes,

the higher layer scheduler gives the highest priority to them. The rate connections

are at the lowest priority, and the delay connections are in the middle. If there are

no cells of any of these classes, the UBR (no guarantee) cells are dequeued.

5.2.6 Synchronization of start of bursts

As observed in the analysis section, the scheduler is sensitive to the times at which

the connections become greedy. It is possible to synchronize the start of bursts

of more than one connections using the Adtech but it is not possible to delay the
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burst of one of them by a certain number of slots. However the queueing engine

in the card can delay the burst by dropping the first k cells. The number of cells

to be dropped (k) is assumed to be the VPI of the connection. In the generator

module, k is also added to the desired σ of the connection to keep the parameters

consistent.

5.3 Simulation Program

To correlate with results of the experiments on the switch, a small simulation pro-

gram was also used besides the theoretical analysis. The program exactly emulates

the scheduling architecture and algorithms given in the previous chapter. The con-

nections can be specified by the vector (σ, ρ, C, δ, τ) where τ is the time when the

connection becomes greedy. The step size of the computation is controllable, i.e.,

the granularity of service provisioning can be programmed. Using a step size of

1
1000
, results are found to be close to the theoretical fluid analysis. If a step size of

1 is used, the results are closer to the results from the experiments on the switch.

The outputs of the program are various delay and urgency statistics. Data on

arrival profile, service profile for delay and GPS schedulers, and urgency profile

is generated as a function of time for all the connections, and can be used for

plotting.

5.4 Experiments on the Switch

Experiments were conducted with different QoS requirements and varied policing

parameters. The maximum delay in the queue was monitored, using peak-to-

peak 2-point CDV reported by the Adtech. This is the difference between the
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maximum and the minimum CTD for the connection. Since there was no other

traffic on the switch, the minimum CTD is the sum of the propagation time and

the processing time. Hence, this difference should accurately reflect the maximum

delay experienced by the cells of that connection. The CTD of a cell is measurable

using a special cell (called Test-32 cell) provided by the Adtech Generator-Analyzer

module. This cell is timestamped by the Generator at the point of egress to the

fiber and also by the Analyzer at the time of ingress from the fiber.

From the analysis in the previous chapter, the expected maximum cell delay

for only one connection can be derived (keeping Ci as a parameter). The delay

can be expressed as σi
Cl
− σi
Ci
, where Cl refers to the line rate of the card which is a

quarter of C, the OC3 line rate. Following are the details of the experiments and

the results of 10 instances of the experiment:

1. σ1 = 10, ρ1 = 0.20 ∗ C, C1 = C

Theoretical maximum delay: 84.94µs

From simulations: 84.93µs

From experiments: figure 5.1.

2. σ1 = 30, ρ1 = 0.20 ∗ C, C1 = C

Theoretical maximum delay: 254.8µs

From simulations: 254.81µs

From experiments: figure 5.2

3. σ1 = 100, ρ1 = 0.20 ∗ C, C1 = C

Theoretical maximum delay: 849.36µs

From simulations: 849.36µs

From experiments: figure 5.3
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Figure 5.1: Delay histogram for one connection with burst size 10.

Figure 5.2: Delay histogram for one connection with burst size 30.

For experiments with larger number of connections, the Adtech had to be

calibrated to provide the exact cell departure pattern required. This was done by

observing the capture in the Diagnostic Loopback mode. Consider the following
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Figure 5.3: Delay histogram for one connection with burst size 100.

scenario: two connections with σ1 = 20, ρ1 = 0.24 ∗ C = 0.96 ∗ Cl, C1 =

2 ∗ Cl δ1 = 30 and σ2 = 50, ρ2 = 0.01 ∗ C = 0.04 ∗ Cl, C2 = 2 ∗ Cl δ2 = 600.

The maximum delay numbers obtained from the simulation are D1 = 393us and

D2 = 7655us. A histogram for the delay values obtained in 25 instances of the

experiment is shown in figure 5.4. It is observable that the delay remains within

±1% of the prediction in the case of one connection. With two connections, the

error is slightly higher, within ±1.5% of the simulation. Even in experiments with

20 connections, the error was bounded by ±2% of the simulation results. This is

very accurate because the number of FIFOs in the path of the data is nearly 15,

and the scheduler only controls one of them. The rest function in an asynchronous

manner, thereby introducing many uncontrollable delays.

The performance of this implementation of the HRDF scheduler is restricted

by many factors, mainly, the serial implementation of the core in software and

the need write and read a timestamp for each cell in the memory. Therefore, the
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Figure 5.4: Delay histogram for two connections with burst sizes 20 and 50.

maximum number of connections supported is 20 and for more connections, there

are cell drops due to the backplane FIFO filling up. A parallel implementation

of the algorithm in hardware would be much more efficient and would be able to

support orders of magnitude more connections. In the next chapter, a review of

the state of the art in scheduling technology is made, in order to understand the

capabilities of the current hardware.

5.5 Complexity

The implementation of the HRDF scheduler for N queues involves N additions

and a maximization in one cell time. In a hardware implementation, additions can
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be executed in parallel in one cycle using N adders. To find the maximum of the

results of these additions, N comparisons are made in the next cycle, N
2
in the

next and so on. This process takes log(N) cycles and uses nearly 2N comparators.

Since O(N) adders and comparators are not a limiting resource in hardware, the

main limitation is that of using (1 + log(N)) cycles (O(log(N))).

In an OC48 link with discrete delay bounds (like the one described in our

implementation), similar guarantees can be achieved with about N = 1024 queues.

This means the scheduler would need 11 cycles. The cell time at OC48 rate is about

177ns. Nearly half the time (80ns) is available for dequeueing, and the rest half is

for queueing process. At typical hardware speed of 200 MHz (5ns/cycle) there are

16cycles available for dequeueing, which would suffice for implementing a HRDF

scheduler.

As a comparison, take an EDF scheduler. At every cell time, again a maxi-

mization of N numbers needs to be done. Since the numbers do not change every

cycle, an ordered list can be maintained. Thus an insertion into the ordered list is

required, which will take log(N) cycles using a binary search. This is very similar

to the number of cycles used by the HRDF scheduler. Consider also a GPS sched-

uler implementation [40]. Besides a maximization step that involves O(log(N))

cycles as in the EDF case, it requires the computation of the system-potential

function. Although this computation is very complex for the ideal case, there are

several approximations proposed to do it in O(1) complexity. Thus the hardware

implementation complexity of all the three schedulers is O(log(N)).
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Chapter 6

State-of-the-Art in Scheduling

This chapter presents a review of the state-of-the-art of the scheduling technol-

ogy. There are two categories of companies which make products related to ATM

and use scheduling algorithms. The first category is of the vendors who produce

switches, either core or access. The implementation of the scheduling algorithms is

very diverse amongst different products. It can be done in different architectures

(Input Queued, Output Queued, or mixed Input-Output Queued) with the use of

different technologies (in hardware or software). The second category comprises

of vendors who make Network Processors. These are highly specialized processors

which handle communication protocol stacks. Recently, some companies have in-

troduced products which handle both the physical layer protocol and the ATM

layer functions on single or multiple chips.

The most important consideration in the industrial environment is the cost of

development and production of a product. The simplicity of implementation and

the scalability of the algorithm are the prime factors that are to be considered.

Design of algorithms which are simple, scalable and yet powerful enough to satisfy

the user requirements is invariably the challenge. In this review, the focus is to

find the level of complexity in the state-of-the-art algorithms.
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6.1 Core and Edge Switches

6.1.1 Marconi Corp.

One of the largest core switch manufacturer, Fore Systems (currently a division

of Marconi Corp.), has a variety of network modules for their ASX line of ATM

switches. The interface cards for these switches, called Network Modules, come in

various revisions. The most advanced “series E modules” offer per-VC queueing

and shaping [41]. These modules also offer a second tier of per-VP shaping. Fore

offers these capabilities for upto 32k connections, i.e., 32k connections can be

individually shaped. Fore uses ASICS in their network modules to implement

these algorithms. Older network modules from Marconi have a per-Class WRR

algorithm or priority scheduling. The figure 6.1 shows the data path in case of a

series E network module with traffic shaping.

Figure 6.1: Scheduler in series E network modules from Marconi.

6.1.2 Cisco Systems

Cisco systems produces edge ATM switches in its MGX and Catalyst line of prod-

ucts. It also produces small core switches in the LightStream family and ATM in-
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Figure 6.2: Priority order of queues in Cisco products.

terfaces for their IP routers. The MGX edge concentrators support sixteen static

priority classes and per-VC traffic shaping for upto 4k VCs in one module [42].

The Catalyst switches support WRR on a small number of queues [43]. The

LightStream core switch also has static priority queues, and also supports traffic

shaping [44] for frame based protocol to ATM interworking. This is required be-

cause the segmentation of a frame usually produces more than one ATM cell and

the transmission intervals of these cells needs to be regulated by the contracted

ATM PCR. The ATM interfaces for the high end IP routers provide for class based

WFQ and not per-VC WFQ [45]. From [46] it can be inferred that all the Cisco

products provide per-Class WFQ or WRR and only per-VC traffic shaping in rare

cases. The priority order of various queues in Cisco products is shown in figure

6.2. This is an example of a simple hierarchical scheduler.

6.1.3 Alcatel

The OMNI family of aggregation switches from Alcatel [47], support Programmable

Bandwidth Queueing (PBQ) which is very similar to the WFQ algorithm. It

uses a WRR on a fixed number of queues (8) with a programmable ‘burst enable’
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mode. Disabling the burst mode imitates the traffic shaping capability. The Alcatel

7420 Multi-service Edge Services Router [48] offers per-Class WFQ and priority

queueing. This switch also has eight outbound queues only. Alcatel apparently

does not offer any per-VC traffic management function on the output side.

6.1.4 Lucent Technologies

Figure 6.3: Queueing structure in a Lucent CBX switch.

The CBX family of Multi-Service WAN switches from Lucent Technologies

offers per-VC or per-VP traffic shaping capabilities for VBR class of traffic [49]. It

provides static priority scheduling on a per-Class basis. The queueing structure in

the CBX switch is shown in figure 6.3. The PSAX family of Multi-Service Media

Gateways [50] possess the patented AQueMan algorithm that has fixed number of

queues (10). It schedules cells on dynamic priority discipline in which the priority

of the VBR queues is calculated in real-time based on the depth (number of cells in

the queue) and age (time since the last cell was dequeued) of a queue. The newer
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I/O modules in the PSAX family offer the traffic shaping capability for upto 32k

connections. Some I/O modules also offer Virtual Interfaces which shape a bundle

of connections. The GX family of Multi-Service WAN switches from Lucent [51]

offer per-VC or per-VP traffic shaping on their ATM I/O modules. They have

per-Class strict priority queueing at a higher level.

6.1.5 Nortel Networks

Nortel’s product line includes the Passport family of Multi-service platforms [52],

[53] equipped with core switches and edge access switches. These switches have

per-VC queueing and a per-Class WFQ scheduler. There are eight classes of traffic

defined. The switches also support traffic shaping (inverse dual leaky bucket) at

UNI interfaces.

6.1.6 General DataComm

The APEX family of switches from General DataComm are positioned in the

Multi-service Access Concentration and Enterprise backbone markets [54]. These

switches offer traffic management using Multi-tier Shaping algorithm [55]. This

algorithm is capable of shaping a VC to a specified bandwidth and then shape a

VP also in a hierarchical manner as shown in figure 6.4 . This ensures that the

output traffic is in conformance with any contracts for a particular VP and the

traffic would pass through a VP policer (which are common on core switches). Such

a feature is useful for traffic aggregation, for example, a user can be sold an entire

VP and then after exiting from this switch not only the individual connections

(VCs) would be in conformance with the contract, the entire pipe (VP) would also

be in conformance. The switch uses per-VC queueing to implement this feature.
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Figure 6.4: Multi-tier shaping in GDC APEX switches.

6.2 Network Processors

Many chip makers have introduced a class of highly specialized processors that

implement numerous functions of a protocol stack. For ATM, chips for the physical

layer were available for a long time, and recently there are chips in the market that

implement the physical layer protocol (like SONET), and handle the ATM cells

queueing and dequeueing to the switching fabric. Since this is the latest technology

in the fastest ASICs of today, it is expected to be much more powerful than the

traffic mangement functionalities reviewed above.
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6.2.1 Globespan Inc.

Figure 6.5: Functional block diagram of the SHAP4 processor from Globespan.

The AteCom division from GlobeSpan Inc. [56], offers the ATM SHAP3/4

processors which have 32 queues and an inverse dual leaky bucket traffic shaping

per group. It also supports dynamic round robin queue priorities between groups.

Inside each group, there are three traffic classes. The medium priority VBR traffic

class can be traffic shaped in a hierarchical manner. A block diagram of this chip in

figure 6.5 illustrates the typical data path inside a traffic management co-processor

chip. It uses external DRAM memory for cell storage and faster external SRAM

memory for maintaining various data structures.

6.2.2 Conexant

Conexant [57] offers the MXT 4400 traffic stream processor and the PortMaker

processor software. The package offers 32k full duplex connections, with per-VC
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Figure 6.6: Schematic of the MXT 4400 chip from Conexant.

traffic shaping and VP tunnel shaping for upto 128 VP tunnels. This is mainly a

AAL5 SAR package and the shaping is in reference to that also. The scheduler in

this package is of WRR kind. The MXT 4400 chip is meant to be used with a host

processor and is completely programmable. A schematic of this chip is shown in

figure 6.6.

6.2.3 Transwitch Corp.

The Cubit [58] and the Aspen [59] products from Transwitch Corp. offer very

simple per-Class (4 classes are defined) strict priority scheduling for ATM layer.

Besides UPC, Transwitch does not offer any advanced traffic and congestion man-

agement mechanisms. Data path in the Cubit product from the CellBus (back-

plane) to the optical line (UTOPIA interface) is shown in figure 6.7.
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Figure 6.7: The data path in the Cubit chip from Transwitch.

6.2.4 PMC-Sierra

PMC-Sierra, a reputed embedded products manufacturer, has an array of products

for ATM physical layer, ATM switching layer and AAL layers. The Apex chip [60]

has ATM traffic management capabilities. It supports 64k per-VC queues, and

4 CoS queues. The per-Connection scheduler that feeds into per-Class queues

is WFQ and the per-Class scheduler is strict priority with minimum bandwidth

reservation. On some special ports, per-VC rate shaping is also offered.

6.2.5 LSI Logic Inc.

The line of ATM products from LSI Logic Inc., includes the ATMizer II [61] which

implements a sophisticated scheduler in its ATM Processing Unit. It supports 64k

VCs and 6 priority classes. The scheduler supports 4 calender queues which them-

selves can be operated in a flat mode (all cells are treated same) or priority mode

(cells differentiated based on the priority classes). The calender queue implemen-

tation can be used for traffic shaping or a deadline based scheduler. The calender

queue is a well known data structure used for shaping and scheduling. For every
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cell slot in future, a list of the cells that need to be dequeued in the time slot is

maintained. Calculation of the time to dequeue a cell gives various flavors to the

algorithm. Since only a single cell can be dequeued in a certain time slot, the way

a scheduler handles multiple cells waiting to be dequeued at the same time also

accounts for many variations in the algorithm. This particular implementation

transmits the first cell in the list of a given time slot and then moves the list to the

next time slot. The list is maintained according to the priority class of the cell.

6.2.6 Acorn Networks

Figure 6.8: Functional block diagram of the genFlow chip from Acorn.

The genFlow product from Acorn Networks [62] is OC-48 Multiprotocol Traf-

fic Management Coprocessor. It provides per-Connection queueing for 64k connec-

tions using a sophisticated scheduler that organizes traffic flows into 1k rate-based

scheduled queues, 512 priority-based queues, and 512 weighted round robin queues.
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The main strength of this processor is in its ability to handle multiple protocols

like IP, MPLS, ATM, PPP, Frame Relay and User defined proprietary formats. A

block diagram illustrating the interaction of main functional blocks in this chip is

shown in figure 6.8.

6.2.7 ZettaCom Inc.

Figure 6.9: Functional block diagram the ZEN-QM queue manager chip from

Zettacom.

The ZEN Multi-Protocol Processing Family from ZettaCom Inc. [63] includes

the ZEN-QM Traffic Management that support quality of service differentiation for

any data protocol (IP, MPLS, ATM etc.) at 10 Gbps speeds (OC-48). This chip

offers per-flow, per-class, and per-logical port rate shaping capability. Per-class
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priorities are builtin and bandwidth distribution can be dynamically weighted.

6.2.8 AMCC Inc.

The product line of MMC Networks division of AMCC Inc. includes the nPX5700

10 Gbps Traffic Manager Coprocessor [64] that has per-flow queueing mechanism

with support for strict priority, weighted fair queueing, weighted round robin and

minimum / maximum bandwidth control. This chip supports hundreds of thou-

sands of queues and also implements the admission control policy in hardware.

6.2.9 Vitesse Semiconductor Corp.

The most powerful processor, PaceMaker 2.4, is offered by Orologic subsidiary of

Vitesse Semiconductor Corp. The chip has per-VC queueing for 256k connections,

a dual leaky bucket shaper per connection, and an Earliest Deadline First scheduler

to handle OC-48 ATM traffic [65]. This is the only device that can explicitly

support delay and rate guarantees. The number of connections supported is also

the largest in this device. PaceMaker offered the first silicon implementation of

the EDF algorithm, a quantum leap in QoS provisioning tools. Beta version of

this chip came out in June of 2000, and its general availability was announced in

May 2001 [66].

6.2.10 Others

Several other startup companies, namely Azanda Network Devices [67], Silicon

Access Networks [68], and Bay Microsystems [69] claim to offer advanced traffic

management features on silicon although they had not revealed the details of their

product lines at the time of this writing.
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6.3 Summary

The core and edge switch manufacturers offer per-class Weighted Fair Queueing

or Weighted Round Robin scheduling, and advanced traffic shaping capabilities.

Traffic shaping is necessary in Edge switches because the policing is usually turned

on in core switches. If the traffic is not shaped at the egress of the edge switch, it

is vulnerable to policing because of burstiness introduced in the traffic by the edge

switch or the equipment before it. This is not a good network design, as the traffic

should be policed only once at the ingress of the network (i.e., at the edge switch).

The downstream switches should attempt to provide the desired QoS to the con-

nection. However, the internet is a network of many networks owned by different

providers, and it is difficult to design optimally it such that the connections are

policed only once. Consequently, the traffic shaping function plays an important

role in avoiding unwanted traffic drops. Some service providers sell bandwidth

to customers in the form of VPs (a bundle of VCs) and then core switches are

programmed to perform per-VP traffic policing. In that case, it is necessary to

perform per-VP (or any other defined bundle of connections) shaping at the edge

of the network. Some of the switches offer per-VC or per-VP shaping but a few

vendors also offer the multi-tier shaping capability. In addition to traffic shaping at

the edge, QoS provisioning is required in the core also. Per-class WFQ/WRR are

insufficient mechanisms to provide distinct QoS guarantees to every connection.

However, this is the best that the switch manufacturers are offering at present.

The vendors marketing Network Processors or Traffic Management Coproces-

sors offer more capabilities in their chips. Per-VC and / or per-VP inverse dual

leaky bucket rate shaping is offered in many products. Most products, however, are

still based on a per-class scheduler which is either WFQ or WRR, and the number
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of queues (classes) is usually a small number. There is only one product in the mar-

ket that implements the EDF (Earliest Deadline First) scheduler in silicon. This

chip also offers per-VC dual leaky bucket rate shaping. The processing capabili-

ties of this chip are humongous and it supports the largest number of connections

among the products reviewed. Another important step in Network Processor ca-

pabilities is the CAC algorithm implemented in the chip in at least one product.

This feature offers even more delegation of functions to the lower level processing

units in a switch, freeing more resources from the main CPU unit of the system

for higher layer functions like signaling and routing. Since the computational com-

plexity of HRDF in a parallel hardware implementation is approximately equal to

that of EDF, HRDF is implementable in todays network processors.

Another significant leap in the Network Processor design is the ability of at

least two of the reviewed products to handle multiple protocols like IP, ATM,

MPLS, FR or other proprietary protocols on a single programmable chip. This

illustrates the point that the concepts in traffic management can be made generic

to many protocols and the applicability of these concepts is wider than just the

ATM protocol.

6.4 A Digression on QoS

Consider an ATM network of a service provider. Typically there would be sources

at the customer premises (like DSL modems, cable modems, POTS modems, T1

lines) feeding to edge switches of the service provider. The provider then aggregates

the data and feeds it to the core network using an optical link (typically). The core

is a mesh network where high bandwidth fibers connect high speed switches. The

traffic would either eventually come out on another edge switch demultiplexing
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back to customer premises or it would be fed to peer network of a different service

provider.

The ATM network defines a traffic contract between a user and the network.

According to the contract, the user’s traffic should be bound by the traffic pa-

rameters that the network may or may not police using the UPC function. The

network in turn agrees to provide the user with the contracted QoS defined by

cell latency, jitter and errors. Note that these parameters are independent of the

traffic parameters. At the egress of the network, the traffic usually does not retain

its original burstiness profile and may need to be smoothened in case the next ser-

vice provider intends to police the traffic according to the traffic contract (which

is perfectly valid). Thus at the egress of the network, the “shaping” functionality

is required to make the traffic in conformance with the traffic contract and to re-

move the burstiness introduced in the traffic profile due to the network elements.

Since the user is expected to conform to the contract in the first place and many

applications cannot be made aware of this requirement, it is also appropriate to

introduce the shaping function near the customer premises, before the policing at

the network edge takes place. Thus, if the network is designed in an ideal manner,

the UPC and the shaping functionalities in the switches are required at the edge

or access part of the network of a service provider, and not in the core switches.

The UPC functionality is almost ubiquitous amongst the various products in

the industry. Since many products or product families are targeted at edge and

core markets, the feature lists of edge and access products look very similar. A

noteworthy point in the above review of the products in industry is that a majority

of products support some or the other form of traffic shaping (inverse single or dual

leaky bucket). As noted, the need for shaping appears to be in a very niche market

only and still the products supporting this are numerous.
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In todays internet age, the last mile bandwidth has gone up using DSL and

cable modems. The “mp3” culture has introduced the trend of large non-real time

downloads. Service providers need controls in their network in order to control

bandwidth usage by individual users. Shaping their traffic is the most obvious

method of achieving this (UPC can also achieve this, however there is no provision

in the standards to define a policer that has a burst tolerance on the PCR bucket

also). In fact multi-tier shaping, i.e., shaping each connection to its contract and

then shaping the complete pipe of the user (that can include many connections) to

the contracted rate of the user is a very attractive feature for use in aggregation.

This feature is also offered by many vendors. Since many product families are

targeted at edge and access markets (specially network processors), shaping is a

very attractive feature to offer. It goes without saying that per connection shaping

would require some flavor of per-VC queueing.

Another interesting observation in todays internet is that the policing of traffic

is done at various points in the network, even in the domain of the same service

provider. For example, it is typical that the core switch would also police the

traffic, and thus in most cases requiring the edge switch to shape traffic. One of

the reasons for this is the diversity in the equipment used in the internet. Although

this is not a good network design, it is prevalent and increases the need for shaping

in the network.

The QoS defined in ATM is the set of parameters that the network should be

able to provide to the user in a predictable manner. The definition of QoS is very

subjective in general and depends highly on the application. Voice applications for

example are usually CBR in nature and have stringent requirements on delay and

jitter. Most switches usually pass the CBR traffic in the highest priority queue,

without using any form of per-connection queueing. It is assumed that the UPC
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and the CAC should guarantee the bandwidth to the CBR traffic, as there is no

over-subscription involved. In case of VBR traffic, which is usually bursty, there is

oversubscription of bandwidth by CAC, allowing for short term congestion in the

switch. It is in this case that sophisticated scheduling and per-connection queueing

is required to guarantee differentiated QoS to every connection. However in most

of the equipment today there is hardly any mention for this provisioning in an

explicit per connection manner. There is per-VC queueing, but the emphasis is on

shaping. The final scheduling is mostly done per-class, and the number of classes

defined is typically small. This seems to be so because the QoS aware applications,

like real time streaming video, are not possible today mainly due to the limitations

in the last mile bandwidth. As cable modems and DSL brought a quantum leap

from the telephone modem, another such quantum leap is bound to happen in near

future and it would change the order of magnitude of the bandwidth available to a

user. Bandwidth and QoS hungry applications would become more popular then.

That is anticipated to be the time when the need for per-VC QoS differentiation

would really be realized. At the same time, the need for performance management

in the network would also become apparent.

In the products reviewed in this chapter, there was no equipment manufac-

turer that offered this capability of per-VC QoS provisioning. However, the Pace-

Maker chip from Vitesse seems to be the most advanced in all regards. It can offer

the best QoS provisioning by implementing the most optimal delay bound provi-

sioning algorithm, and also offers per-VC inverse dual leaky bucket rate shaping.

This product is however very recent, and definitely paves the path to the future

of traffic management. Hopefully in future, the demand for increased bandwidth

and stringent QoS would lead to the advent of more products with capabilities of

this kind.
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Chapter 7

Monitoring of QoS Parameters

The objective of monitoring is to ascertain whether the QoS guarantees nego-

tiated at connection setup are being provided. In the OAM protocol special cells

injected in a stream to enable accurate estimation/measurement of QoS parame-

ters in a virtual circuit in order to establish conformance with the QoS objectives

agreed upon at connection setup. In case a violation or deterioration is detected,

the PM device decides to take corrective actions as explained before.

7.1 Delay and Jitter Measurement

A new QoS measurement protocol is proposed in this section. As defined in the

standard [2], the parameter CTD refers to the worst case delay value and the

network is obliged to provide the average CTD for the lifetime of the connection

less than this bound. The performance objective of the parameter CDV is that

the difference in the CTD of any two cells should not be larger than the CDV

bound. Similarly, the performance objective of the QoS parameter CLR is that

the average cell loss over the lifetime of a connection should not be more than the

CLR parameter in the contract.

Based on these performance objectives for delay and loss parameters, a new

protocol based on pattern cells is proposed to verify the conformance with the
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delay bounds. This new protocol has the flexibility to trade bandwidth overhead

with the precision of measurement of delay parameters. For this reason the idea

of adaptive sampling [70], [71] is incorporated here. As will be discussed later, the

protocol has the advantage of being capable of measuring the CDV, average CTD,

cell losses at the minimum bandwidth overhead with the required precision.

7.1.1 Pattern cells

It is proposed to define a new type of performance management forward monitoring

and backward reporting cells called “pattern cells”. For a particular connection

(VCC), time is considered to be slotted according to the the PCR of the circuit.

By definition, the source will not inject cells with spacing less than τp =
1
PCR

sec. Thus it is justified to divide time in slots of τp seconds starting from the first

cell transmission time, as this is the maximum slot size which will contain at the

most a single cell. A cell belongs to the slot in which the larger fraction of it

was transmitted. Pattern cells reflect the profile of user cell transmissions since

the last pattern cell was transmitted, in the form of a bit sequence that furnishes

information about the relative time between cell transmissions. Each bit represents

one or more time slots, depending upon the OAM bandwidth overhead that can

be incurred on the connection.

A pattern cell can be defined to have the OAM type field as “0010” and

the function type field “0010” and “0011” for forward monitoring and backward

reporting cells respectively. In the 45 octet payload of the forward monitoring cell,

it is proposed to use two bytes as sequence number for identification of lost cells,

three bytes reserved for future use and the remaining forty bytes representing the

pattern. Let the number of time slots represented by a bit be n (n ε I+) and the

desired OAM overhead be h (0 < h < 1) . Then,

100



n =
⌈

PCR

h ∗ 8 ∗ 40 ∗ SCR

⌉
. (7.1)

Now let i be the least integer such that

2i − 1
i
≥ n. (7.2)

Thus, a block of i bits represents n∗i time slots and the number of cell transmissions

in these slots can be encoded using the i bits. The relative time of transmission of

a cell from the time of transmission of the first cell can always be known within n∗i

PCR time slots. In the standard I.610, the minimum time for sending OAM cells

is every 128 cells, thus giving the best case accuracy of determining a cell’s relative

position to be within 128 SCR time slots on an average. Consider an example: let

h = 0.5%, PCR
SCR
= 10. Thus, n = 7 and i = 6. So the accuracy of this protocol is to

be able to relatively place a cell within 42 PCR time slots equivalent to 4.2 SCR

time slots, and the accuracy of OAM protocol (inserting OAM cells after every

128 cells) would be 128 SCR time slots. In this case, the protocol proposed has a

bandwidth overhead of 0.5% and standardized OAM protocol has an overhead of

0.77%. For more accuracy, n can be increased to 2. Then i = 3 and the relative

position can be determined within 6 PCR slots or 0.6 SCR slots. In this case,

the overhead is h = 1.56%. The extreme case would that be of n = 1 and i = 1,

where the positioning can be determined accurately, and the overhead is about

3.13%. The price to pay here is in real time encoding of timing information in

pattern cells. Also note that the pattern cells indicate the exact number of cells

transmitted using the sequence number field. Thus CLR can only be calculated

approximately because lost and mis-inserted cells can not be identified using end-

to-end monitoring.
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Estimation of CDV as difference in the maximum and minimum measure-

ments, or the variance of the transfer delays of cells gives an advantage because of

the fact that the measurements are all relative in the protocol. Thus, an absolute

time error T0 in the measurement of CTD of a cell can be assumed because the

clocks at the source and destination will never be synchronized. This error would

be reflected in the mean of the delays and thus would not appear in the peak to

peak CDV, or variance estimates. This implies that the destination can take the

time of arrival measurements by its own clock, calculate the time of departure of

a cell using the relative position of the cell and the (known) time of departure of

the first cell. Cell losses can also be measured by the difference in the number

of cells received and the number of cells transmitted (as known from the pattern

cell). Cell transfer delays can also be measured within an additive constant. This

constant can be determined by sending timestamped cells at periodic intervals.

OAM cells are bandwidth overhead for the data stream. The number of OAM

cells transmitted in the lifetime of a connection should therefore be minimum. The

idea of adaptive sampling is to analyze the trend in the gathered data and adapt

the sampling rate to the minimum rate required for the purpose. In the protocol

described above, the overhead being incurred can be reduced by increasing the

value of n and thus i (which in turn makes accuracy worse). Thus using this

trade off between bandwidth overhead and accuracy, monitoring can be adapted

for either better accuracy or less overhead.

7.1.2 Improvement in clock estimation scheme

The clock parameter estimation scheme in [27] can be modified so that each node

in the network estimates the parameters of its neighbors’ clock [70]. This can

be done with better accuracy as it involves only one queueing delay in the path,
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and may be measured accurately using a CBR connection during light loading.

Once a node knows the drift equations of all neighbor clocks, remote clock offset

from source can be known by propagating it hop-by-hop along the connection

path at the connection setup time. Thus, the source can know the model for the

remote clock at connection setup time and use it to correct timestamp values in

OAM cells from the destination. This allows for measurement of one-way delay,

although bottle-neck links can still not be known. This scheme, which uses the

performance management OAM cell, neither involves a large time delay to achieve

accuracy nor new processing capabilities at switches and can be more accurate

than Roppel’s scheme.

7.2 Identification of Bottlenecks

7.2.1 Loopbacks

One of the simplest schemes that can be used for this purpose is reverse flooding

of loopbacks. The OAM performance management cell is looped back by all the

switches in the path, giving the source an estimate of the round trip delays to

each node in the path (figure 7.1). The difference in these measurements gives the

bidirectional delay on a link (including the delay in associated output buffers).

However, this results in very high overhead and measures a lot of unnecessary

parameters and still suffers from the problem of measuring round-trip delays. An

advantage of this scheme is that it is similar to the host-loopback, which is a

type of connectivity check using loopback OAM cells, and so should be easily

implementable in systems which support the I.610 standard.

This scheme can be modified such that it finds the bottleneck nodes, by

including in each cell a delay threshold value. Loopback at a node is performed
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Source Dest.  Switch   Switch   Switch

Loopbacked cells

OAM Timestamped Cell

Figure 7.1: Back - Flooding of OAM performance management cells.

only if the queueing delay at that node is more than the threshold, or the node is

unable to determine the per connection delays. The looped back cell may carry

the address of the bottleneck switch for identification. This scheme, termed as

selective back-flooding, is an improved version since a smaller bandwidth overhead

is associated with it.

7.2.2 Queue jumping

A high priority cell that jumps to the head of its VC-queue upon arrival can be

introduced in a connection. Such a cell can effectively measure the round trip

delay along a connection. If a similar high priority cell sent later jumps all queues

except one, the difference in the two measurements gives the delay in the queue

the second cell did not jump. The address of the switch where the queue is not

to be jumped can be written into the cell. If the cell jumps queues only in the

forward path, the one way queueing delay can be accurately measured as well.

This scheme has the advantages of being able to accurately measure the one way

delay, and the delay at a particular switch. It is also practical as implementing a

high priority cell in switches that employ per connection queueing is not difficult.

Queues are usually handled as linked lists in software and a high priority cell can
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be queued at the head of the list instead of the tail.

7.2.3 Alarm based schemes

Another method to pinpoint a bottleneck is by using soft-alarms. The number

of cells in real-time traffic queues can be measured and alarms (called soft-alarms

because they indicate soft-faults) can be sent back to the source of the VC when the

count exceeds a threshold (which can be agreed upon at connection setup). This is

scheme is different because information is pushed from the network elements to the

measurement devices as compared to the other schemes where the information is

gathered by the PM device. The bandwidth overhead here would be much smaller

than in all the schemes described above.

7.3 Communication between PM Device and

Switches

As evaluated in chapter 3, the distributed mechanism of exchange of information

from the PM devices to the switches is preferable over the centralized method. It is

also observable from the identification schemes proposed above that the bandwidth

overhead of all the schemes is large. Moreover, identification would be required

after a violation in QoS is found. When the PM device identifies the bottleneck

switch it sends a message addressed to the switch to take corrective actions. This

involves a delay of nearly 2.5 round trip times. This delay between actual conges-

tion and the corrective actions is too large and can cause further problems.

In the distributed mechanism the PM device periodically inserts special cells

carrying the measured and required delay. If a control action is required, the first
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switch on the path that can afford to lower the local delay bound takes the correc-

tive action. The switch also stamps the correction term on the forwarded special

cell to pass the information to downstream nodes. In this way, if a corrective

action is required, all switches in the path would contribute as much as they can

afford. Similarly, if the measurements are much better than the contracted QoS,

the switches on the path that are experiencing congestion may seize the opportu-

nity to increase the local delay bound of the connection. In this scheme, the delay

in control action after the measurement is performed is minimal, approximately

one round trip time in the usual case.

This proposed heuristic algorithm requires further study. The format of the

cell to communicate the information needs to be standardized. The algorithm for

updating the connection parameters in various switches need to be formulated and

evaluated.
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Chapter 8

Conclusions

8.1 Summary

This research proposes a new performance management architecture which guar-

antees end-to-end QoS for real-time connections. The scheduling at one switch

is an important constituent of this framework. The proposed hierarchical sched-

uler is capable of providing bandwidth to connections, and bounded delay or jitter

guarantees to real-time connections independent of their bandwidth requirement.

It is based upon the definition of urgency of a cell which increases with time in

different ways for different types of connections. For the typical case of maximum

delay sensitive connections, a new delay bounding scheduler (called HRDF) is pro-

posed and analyzed in the context of leaky bucket bounded flows. The analysis

determines the schedulability region of the HRDF scheduler, which is calculated

to be less than the region of GPS but the same as the usable region of GPS. A

review of the state-of-the-art of the technology used for scheduling reveals that

the scheduler is implementable using the current hardware technology. To better

understand the practical issues associated with an implementation of a scheduling

discipline, the HRDF scheduler is implemented on a prototype commercial ATM

switch manufactured by Lucent Technologies.
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In order to guarantee end-to-end performance the delay and jitter statistics

are measured on a per connection basis using in-service monitoring mechanisms.

These measurements are performed with performance monitoring cells injected in

the user cell stream by the PM device. Schemes for accurate measurement of delay

and jitter using pattern cells and other specialized mechanisms are also developed

in the thesis. Messages are sent to all nodes by the PM device if QoS violations or

deteriorating patterns are detected. Periodic updates of QoS are also sent in order

to facilitate switches to change parameters for better resource utilization. For QoS

sensitive connections, the parameters controlling the urgency can be changed based

upon end-to-end QoS measurements. A simple heuristic protocol is suggested in

the thesis for this purpose.

8.2 Future Directions

A complete understanding of the traffic engineering framework requires answers to

more questions. The problem of communicating the measurements to the switches

in the nodes, and initiating corrective measures in the schedulers of the switches

is an open problem. The heuristic presented in the thesis is only a first step. The

effect of control actions of one connection on the network performance and on the

performance of other connections (including a study of stability of the network) is

also a topic for further research. In addition to the updates algorithm, the choice

of the scheduling parameters of connections at connection setup also needs to be

determined.

In the study of the hierarchical scheduler, the optimal scheduler for the rate

shaped connections and the corresponding definition of urgency is also a topic for

future research. The notion of urgency also needs to be defined for any other
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scheduler that can be used as a delay or jitter bounding scheduler.

Finally, in order to understand the practical aspects of this framework, it

needs to be implemented in a prototype switch. This work included an implemen-

tation and feasibility study of the HRDF scheduler. It needs to be extended to

include QoS monitoring and signaling in order to make a functionally complete

test-bed.
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Appendix A

HRDF: The N = 2 Case

A.1 Fluid Analysis for Ci =∞

Lemma A.1.1 For N = 2, and x1 ≥ x2, the worst case delay for connection 2

is attained when both connections are greedy at the start of a system busy period

(t = 0):

D∗2 =
σ1 + σ1

C − ρ1(1− x2
x1
)

and worst case delay for connection 1 is attained when connection 2 is greedy at

the start of system busy period (t = 0) and connection 1 is greedy at t = σ1
C
(1− x2

x1
):

D∗1 =
σ1x1 + σ2x2
Cx1

whenever the condition

σ1x1

σ1x1 + σ2x2
≥ ρ1
C

(A.1)

is satisfied. If the condition is not satisfied, the worst case for connection 1 is also

when both connections are greedy at time 0 and
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D∗1 =
σ1 + σ1

C − ρ1(1− x2
x1
)

x2

x1

Proof: Consider a single connection. It is apparent that the maximum urgency

will be achieved when the connection is greedy. The curve of urgency with time will

be a triangle with highest point achieved when the last cell belonging to the burst

(of size σi) is serviced. In the case of two connections, consider the interaction of

two separate triangles of the urgency vs time curve. Specifically consider the rising

edge (with slope x) of the connection with smaller slope (say connection 2, i.e.,

x1 ≥ x2). Let the start of burst of connection 2 be at time 0 and that of connection

1 at time t1. It is evident that the highest urgency achieved in the case of t1 ≤ 0

is when t1 = 0. For t1 ≥ 0, the highest urgency is achieved when the urgency of

connection 1 intersects that of connection 2 at its peak point. Thus these are the

two cases of interest and the in-depth analysis of these cases follows.

Analysis of case 1: Consider the case for both sessions greedy at time 0, with

x1 ≥ x2. Thus, Â1(0, 0+) = σ1 and Â2(0, 0+) = σ2. Then till t = t̂1, the burst σ1

of connection 1 is served at the capacity rate

t̂1 =
σ1

C
. (A.2)

For t̂2 ≥ t ≥ t̂1, connection 2 is served till the urgency of connection 1 catches up.

Thus,

(t̂2 − t̂
2C − σ1
ρ1

)x1 = t̂
2x2

t̂2 =
σ1

C − ρ1(1− x2
x1
)
. (A.3)
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Now, the service will be provided to the connections in the ratio of r1 to 1− r1 till

the burst σ2 is exhausted at t̂
3

(t− t̂2 + (t̂2 − t̂
2C − σ1
ρ1

)− (t− t̂
2)r1C

ρ1
)x0 = tx1

r1 =
ρ1
C
(1− x2

x1
). (A.4)

And,

(t̂3 − t̂2)(1− r1)C = σ2

t̂3 =
σ2

(1− r1)C
+ t̂2

=
σ1 + σ2

C − ρ1(1− x2
x1
)

(A.5)

For t̂3 ≥ t ≥ t̂4, service is provided to both in the ratio s1 to 1− s1 till the queues

clear out completely:

t̂4 =
σ1 + σ2
C − ρ1 − ρ2

(A.6)

The maximum urgency attained in this case is

Û∗ = t̂3x2

=
σ1x2 + σ2x2
C − ρ1(1− x2

x1
)

(A.7)

The arrival, departure and urgency profiles of both the connections is given in

figure A.1 which also shows the various times defined above.
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Figure A.1: Analysis for both sessions greedy at time 0.

Analysis of case 2: Consider the case for sessions 2 greedy at time 0 and session 1

greedy at time t̃1,

t̃1 =
σ2
C
(1− x2

x1
). (A.8)

In this case, the session 2 is served till time t̃2,

t̃2 =
σ2

C
. (A.9)
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At time t̃2, the urgency of both connections is equal. Note that this is the maximum

possible urgency that connection 2 could attain. The burst from connection 1 is

now served till time t̃3,

t̃3 =
σ1 + σ2
C

. (A.10)

After t̃3, the urgency of connection 1 falls, but is still higher till time t̃4. Both

connections are served then for t̃4 ≥ t ≥ t̃5 till the queues become empty at time

t̃5.

t̃4 =
σ1 + σ2 − ρ1

C
σ2(1− x2

x1
)

C − ρ1(1− x2
x1
)

. (A.11)

Figure A.2 illustrates this case pictorially. The maximum urgency attained in this

case by connection 1 is

Ũ∗ =
σ1x1 + σ2x2

C
. (A.12)

Thus,

D̂2 =
Û∗

x2

=
σ1 + σ2

C − ρ1(1− x2
x1
)

(A.13)

D̂1 =
Û∗

x1

=
σ1 + σ2

C − ρ1(1− x2
x1
)

x2
x1

(A.14)

D̃2 = t̃4

=
σ1 + σ2 − σ1

C
σ2(1− x2

x1
)

C − ρ1(1− x2
x1
)

(A.15)

≤ D̂2
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Figure A.2: Analysis of 2 greedy at time 0 and 1 greedy at t̃2.

D̃1 =
Ũ∗

x1

=
σ1x1 + σ2x2
Cx1

(A.16)

Observe that under the condition in Eqn. (A.1),

Ũ∗ ≥ Û∗

D̃1 ≥ D̂1

and thus,
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D∗1 = D̃1 =
σ1x1 + σ2x2
Cx1

(A.17)

D∗2 = D̂2 =
σ1 + σ2

C − ρ1(1− x2
x1
)

(A.18)

As expected,

D∗1 ≤ D∗2.

If Eqn. (A.1) is not satisfied,

Ũ∗ ≤ Û∗

D̃1 ≤ D̂1

and thus,

D∗1 = D̂1 =
σ1 + σ2

C − ρ1(1− x2
x1
)

x2
x1

D∗2 = D̂2 =
σ1 + σ2

C − ρ1(1− x2
x1
)

(A.19)

As expected,

D∗1 ≤ D∗2.

�

A.2 Comparison of connection delays with GPS

Lemma A.2.1 Consider a GPS scheduler with two connections (x1 ≥ x2) as-

signed weights such that the worst case delay of one connection is the same as the
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worst case delay of the HRDF scheduler. Then the worst case delay of the other

connection is less in the Delay Scheduler compared to GPS under the condition in

Eqn. (A.1).

Proof: Let φ1 be the weight of connection 1 such that the worst case delay of

connection 1 is G∗1 = D
∗
1. The weight of connection 2 is then 1 − φ1. The worst

case delay for a GPS scheduler is attained when both connections are greedy at

time 0 [11]. Thus,

Cφ1G
∗
1 = σ1

or,

φ1 =
σ1x1

σ1x1 + σ2x2
(A.20)

Note that under A.1,

φ1 ≥
ρ1
C

and also,

C(1− φ1)G∗1 = σ2
x2

x1

≤ σ2

Now let tclear1 denote the time at which the queue for connection 1 is cleared.

Thus,

tclear1 =
σ1

Cφ1 − ρ1
=

σ1
Cσ1x1

σ1x1+σ2x2
− ρ1

(A.21)
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If C(1− φ1)tclear1 ≥ σ2, i.e.,

σ1x1

σ1x1 + σ2x2
(1− x2

x1
) ≤ ρ1

C

φ1(1−
x2

x1
) ≤ ρ1

C
(A.22)

then

G∗2 =
σ2

C(1− φ1)

=
σ1x1 + σ2x2
Cx2

(A.23)

≥ σ1 + σ2
C − ρ1(1− x2

x1
)
under A.1

≥ D∗2 (A.24)

else if C(1− φ1)tclear1 ≤ σ2,

C(1− φ1)tclear1 + (c− ρ1)(G∗2 − tclear1 ) = σ2

i.e.,

G∗2 =
σ1 + σ2
C − ρ1

≥ σ1 + σ2
C − ρ1(1− x2

x1
)

≥ D∗2 (A.25)

Thus under both the conditions, the worst case delay of connection 2, G∗2, is

greater than the worst case delay of the Delay scheduler, D∗2. Now consider the

reverse case, G∗2 = D
∗
2. If,

C(1− φ2)G∗2 ≤ σ1 + ρ1G∗2 (A.26)
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then,

Cφ2G
∗
2 = σ2

i.e.,

φ2 = (1−
ρ1
C
(1− x2

x1
))
σ2

σ1 + σ2
(A.27)

Note that with φ2 defined as above A.26 is always satisfied. Hence,

G∗1 =
σ1

C(1− φ2)

=
σ1 + σ2

C + σ2
σ1
ρ1(1− x2

x1
)

(A.28)

≤ G∗2

Observe that under A.1,

G∗1 ≥ D∗1 (A.29)

�

Lemma A.2.2 Consider a GPS scheduler with two connections (x1 ≥ x2) as-

signed weights such that the worst case delay of one connection is the same as the

worst case delay of the HRDF scheduler. Then the worst case delay of the other

connection is less in the Delay Scheduler compared to GPS when the condition A.1

is not satisfied.

Proof: In this case, lemma A.1.1 gives that
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D∗1 = D̂1 =
σ1 + σ2

C − ρ1(1− x2
x1
)

x2
x1

D∗2 = D̂2 =
σ1 + σ2

C − ρ1(1− x2
x1
)
. (A.30)

G∗2 = D
∗
2. From the previous lemma, φ1 ≥ ρ1

C
under the condition of Eqn. (A.1).

Thus φ1 ≤ ρ1
C
, and the worst case delay of 2 will be achieved first. The worst case

delay of 1 will be achieved after the queue of connection 2 becomes empty and the

fraction for 2 increases. Therefore,

Cφ2G
∗
2 = σ2

φ2 =
σ2
CD∗2

1− φ2 =
CD∗2 − σ2
CD∗2

=
Cσ1 + ρ1σ2(1− x2

x1
)

Cσ1 + Cσ2
. (A.31)

It can be checked that 1 − φ2 ≤ ρ1
C
whenever σ1x1

σ1x1+σ2x2
≤ ρ1
C
. The worst case of

connection 1 is achieved at time t0:

t0 =
σ2

Cφ2 − ρ2
. (A.32)

Now note that

C(1− φ2)t0 ≥ σ1

Therefore,

G∗1 = t0 −
C(1− φ2)t0 − σ1

ρ1
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=
σ1 + σ2
ρ1

+ t(1− C − ρ2
ρ1
)

=
σ1 + σ2
ρ1

+
D∗2σ2

σ2 − ρ2D∗2
(1− C − ρ2

ρ1
)

=
D∗2
ρ1
{C − ρ1(1−

x2

x1
) +

D∗2σ2

σ2 − ρ2D∗2
(ρ1 + ρ2 − C)}

=
D∗2
ρ1

σ2ρ1x2 − σ1ρ2x1
x1(σ2 − ρ2D∗2)

Observe that when σ1x1
σ1x1+σ2x2

≤ ρ1
C
,

σ2ρ1x2 − σ1ρ2x1
ρ1x1(σ2 − ρ2D∗2)

≥ x2
x1

And thus,

G∗1 ≥ D∗1. (A.33)

Hence the worst case delay of GPS for connection 1 is more than the worst case

delay of connection 1 in HRDF scheduler. Now consider the case of G∗1 = D
∗
1. If

connection 2 clears its queue before connection 1 clears its burst of σ1 at time t1:

Cφ1t1 + (C − ρ2)(G∗1 − t1) = σ1

C(1− φ1)t1 = σ2 + ρ2t1

Also,

(C − ρ2)D∗1 = σ1 + σ2

or,
x2

x1
=

C − ρ1
C − ρ1 − ρ2

which is not possible since x2
x1
≤ 1 and C−ρ1

C−ρ1−ρ2 ≥ 1. Connection 1 therefore clears

its burst before the queue for connection 2 clears out at time t1. So,
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Cφ1t1 = σ1 + ρ1(t1 −G∗1)

C(1− φ1)t1 = σ2 + ρ2t1

or t1 =
σ1 + σ2 − ρ1D∗1
C − ρ1 − ρ2

Thus the maximum delay for connection 2 is:

G∗2 =
σ2

C(1− φ1)

=
σ2t1

σ2 + ρ2t1

=
σ2(σ1 + σ2 − ρ1D∗1)

Cσ2 + ρ2σ1 − ρ1σ2 − ρ1ρ2D∗1
=

σ2(σ1 + σ2)(C − ρ1)
(C − ρ1)(Cσ2 + ρ2σ1 − ρ1σ2) + (Cρ1σ2 − ρ21σ2 − ρ1ρ2σ2)x2x1

=
σ1 + σ2

C − ρ1(1− x2
x1
) + ρ2(

σ1
σ2
− ρ1
C−ρ1

x2
x1
)
. (A.34)

Consequently, under σ1x1
σ1x1+σ2x2

≤ ρ1
C
,

G∗2 ≥ D∗2.

�
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