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Chemical vapor deposition (CVD) processes are widely used in semiconduc-

tor device fabrication to deposit thin �lms of electronic materials. Physically

based CVD modeling and simulation methods have been adopted for reactor

design and process optimization applications to satisfy the increasingly strigent

processing requirements. In this research, an ULVAC ERA-1000 selective tung-

sten chemical vapor deposition system located at the University of Maryland was

studied where a temperature di�erence as large as 120 oC between the system

wafer temperature reading and the thermocouple instrumented wafer measure-

ment was found during the manual processing mode. The goal of this research

was to develop a simpli�ed, but accurate, three-dimensional transport model

that is capable of describing the observed reactor behavior.



A hybrid approach combining experimental and simulation studies was used

for model development. Several sets of experiments were conducted to investi-

gate the e�ects of process parameters on wafer temperature. A three-dimensional

gas 
ow and temperature model was developed and used to compute the en-

ergy transferred across the gas/wafer interface. System dependent heat transfer

parameters were formulated as a nonlinear parameter estimation problem and

identi�ed using experimental measurements. Good agreement was found be-

tween the steady-state wafer temperature predictions and experimental data at

various gas compositions, and the wafer temperature dynamics was successfully

predicted using a temperature model considering the energy exchanges between

the thermocouple, wafer, and showerhead.
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Chapter 1

Introduction

Chemical vapor deposition (CVD) is a technique extensively used in the semi-

conductor industry to form nonvolatile solid �lms on a substrate from chemical

reactions fed by vapor phase reactants. Compared with other deposition tech-

niques, CVD o�ers good control of �lm structure and composition, high growth

rates, excellent uniformity and conformality, and can deposit a wide variety

of materials: doped and undoped silicon oxide, polysilicon, epitaxial silicon,

silicide, silicon nitride, tungsten, titanium, copper, and aluminum when man-

ufacturing silicon-based integrated circuits. Some III-V and II-VI compounds

and more complex opto-electronic compounds can also be processed using CVD.

These versatile processing properties and the wide selection of materials make

the CVD techniques useful in many manufacturing steps in both the front-end

devices and back-end interconnect processes.

As the dimensions of the microelectronic devices decreases and the diameter

of the wafers increase, to ensure the quality of the deposited �lms, e.g., the thick-

ness, composition, and microstructure, be reproducible and uniform within wafer

itself and from wafer to wafer in a processing batch is a critical manufacturing
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requirement. To meet the more stringent requirements imposed by continually

shrinking device sizes, physically based process modeling and simulation meth-

ods have been gradually adopted as both a design tool in the development of

semiconductor manufacturing equipment [1] and a platform for process optimiza-

tion of the existing systems using experimentally validated physical models [2].

The value of process modeling is especially underscored by its broad acceptance

[3, 4, 5, 6, 7, 8] in CVD control systems design or improvement.

Many research studies have focused on modeling the equipment and process

transport phenomena in di�erent type of CVD systems, as those summarized

in Kleijn [9], Jensen et. al. [10], and Badgwell et. al. [11]. Although some

approaches, such as thermodynamic equilibrium [12], particle transport modeling

(PTM) [13], and the Monte Carlo (MC) simulations on trench step coverage

[14, 15], are employed for various simulation purposes, most of the modeling

studies are based on the macroscopic transport phenomena in the di�erent types

of the CVD reactors. In addition to studying the process parameters on reactor

performance, chamber design, scale up, and process control applications, these

�rst-principle CVD equipment models can also be used to help understand the

process physics by providing the information on various transport and reaction

mechanisms.

With the help of the development of computational 
uid dynamics (CFD),

these �rst-principle transport models are becoming more comprehensive and ac-

curate. However, in order to reach the best predictive results, the computational

e�ciency is sacri�ced by �nely discretizing the model equations with either �nite-

element (FEM) [16], or �nite-volume (FVM) [17], or �nite-di�erence (FDM) [18]

methods. Because these discretization schemes use spatially localized basis func-
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tions which determine the corresponding numerical values of the equations only

at each separate local basis, obtaining acceptable resolution of simulation results

requires a large number of basis functions which increases the total computing

time.

Motivation and Goals of this Research

In this research, we focus on the ULVAC ERA-1000 selective tungsten chemi-

cal vapor deposition cluster tool that is located at the University of Maryland,

College Park. This CVD system is designed for selectively depositing tungsten

into the via or contact holes that connect the metal interconnection layers of the

integrated circuits (ICs). The cluster tool has two production scale, cold-wall,

horizontal single-wafer reactors in addition to the load-lock and bu�er chambers

and is capable to process 8 inch wafers.

A data acquisition system was built to collect the in-situ wafer temperature

measured by an instrumented wafer and other process variables. Experimental

results showed a temperature di�erence between the ULVAC system wafer tem-

perature readings and the thermocouple wafer measurements as large as 150 oC

during a process cycle in the I/O manual operation mode (see Figure 1.1).

Instead of attempting to model the overall behavior of this system by con-

sidering all constituent physical mechanisms, the goal of this research was to

develop a simpli�ed but accurate, multi-dimensional transport model that is ca-

pable of describing the observed reactor behavior and can be used to improve

the temperature control system.

To achieve quantitatively accurate predictions that can explain the true wafer

3
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Figure 1.1: Comparison of ULVAC CVD system adjusted wafer temperature and

TC instrumented wafer measurements.

temperature responses, a hybrid experimental-model simulation approach was

used to explore heat transfer phenomena during the CVD process. Several sets

of experiments were used to study the e�ects of key process parameters such as

wafer temperature setpoint and reactant gas compositions on wafer temperature

response, and the modeling terms were adjusted accordingly to those exper-

imental �ndings. Both the steady-state and dynamic experiments were used

to investigate the possible transport mechanisms because the gas phase e�ects

such as the thermal conduction/convection at gas/wafer interface were relatively

small when compared with the radiative energy transfer between the chamber

components inside the reactor.

Numerical simulations were then performed to test di�erent model structures

4



and the system dependent parameter values were estimated using the experi-

mental data. If the identi�ed parameter values did not satisfy the theoretical

constraints or were found to di�er signi�cantly from the results reported in sim-

ilar studies, modi�cations of the model were made and this experimental-model

identi�cation based model development procedure was repeated.

The weighted residual methods based on globally de�ned trial functions were

used to solve the three-dimensional gas 
ow and temperature �eld modeling

equations. The MWRtools, a MATLAB based toolbox that collects the common

numerical computing elements to form a one-to-one correspondence with the

methods of weighted residual solution steps, was developed and implemented for

both numerical simulation and parameter estimation.

Scope and Contributions

In summary, the scope and original contributions of this thesis research are listed

as follows,

1. A systematic approach combining experimental and numerical simulation

methods to build a chemical vapor reactor transport model was developed;

2. To facilitate the experimental studies, a data acquisition system was built

to collect in-situ wafer temperature and other process information;

3. A method to estimate system dependent heat transfer parameters was es-

tablished and the identi�ed parameter values were validated with published

data and transport model simulation results;
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4. The most important energy transport mechanisms were identi�ed through

di�erent experimental designs and numerical simulations;

5. The method of weighted residuals based on global basis functions was

applied to the CVD simulations as an alternative to FEM, FVM, and

FDM methods. The simplicity of the global projection methods allowed

researchers to focus on identifying the most important heat transfer modes;

6. A dynamic wafer temperature simulator was built that uses only the lamp

power control signals to predict the wafer temperature trajectory. The sim-

ulator was tested on di�erent process recipes and showed good agreements

with the experimental data.

Organization of the dissertation

This thesis is organized as follows.

Chapter 2 The chemical vapor deposition mechanisms and the tungsten CVD

kinetic model are introduced. The ULVAC CVD system as well as its

operation procedure and control structure is also presented. The CVD

modeling literature is reviewed and the formulation of the transport model

developed in this research is addressed.

Chapter 3 The data acquisition system built for the ULVAC CVD system is

described and experimental results of the wafer temperature responses to

di�erent process parameters are presented.

Chapter 4 Mathematical preliminaries for solving the modeling equations and

estimating the parameter values from experimental data are provided. A

6



brief review of the MWRtools is also given.

Chapter 5 Simulation results of steady-state gas 
ow and temperature �elds

are provided. Predictions of the wafer temperature response to di�erent gas

compositions and wafer temperature dynamics are presented and compared

with experimental results.

Chapter 6 The thesis research contributions are concluded and the future re-

search opportunities that can be built on this work are suggested.
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Chapter 2

Chemical Vapor Deposition Reactor

Mathematical Modeling

This chapter addresses the problem of developing a high-�delity, three-dimensional

transport model for predicting the equipment process status of a commercial

cold-wall, single-wafer CVD reactor used for depositing thin tungsten �lms on

silicon wafer. This problem is studied as a joint project between Dr. Raymond

A. Adomaitis of the Department of Chemical Engineering and Institute for Sys-

tems Research (ISR) and Drs. Gary W. Rublo� and John N. Kidder, Jr. of the

Department of Materials and Nuclear Engineering and ISR, at the University of

Maryland, College Park. The overall project objective is modeling and control

applications of the ULVAC ERA-1000 selective tungsten CVD cluster tool.

The fundamentals of chemical vapor deposition are introduced in Section 2.1

with special emphasis on the single-wafer rapid thermal CVD process. Tungsten

CVD reaction kinetics and deposition rate expression are also presented. The

overview of the general transport modeling of CVD systems is then given in

Section 2.2 followed by the descriptions of the ULVAC tungsten CVD reactor in

8



Section 2.3. The overall process equipment model for ULVAC system is detailed

in Section 2.4, including the correlations used for computing the material thermal

and transport properties. In Section 2.5, the dimensionless form of the modeling

equations are developed.

2.1 Fundamentals of Chemical Vapor Deposition Processes

In chemical deposition processes, thin �lms are formed on a substrate from the

gas phase by chemical reactions. Vapor reactants are fed into the reactor cham-

ber at a controlled composition and the reactions are initiated after receiving

su�cient energy from thermal, plasma, or other energy sources. Because the in-

volvement of the chemical reactions, CVD processes are distinguished from other

physical deposition methods such as sputtering, sublimation, and evaporation.

From a chemical engineering point of view, a CVD process involves the combi-

nation of 
uid transport phenomena and chemical reaction kinetic mechanisms,

especially in the gas phase near the gas/wafer interface and on the wafer sur-

face. The major transport and reaction sequences during a deposition process

are summarized in the following steps,

1. Convective and di�usive transport of reactants, reactive intermediates,

and/or byproducts from bulk gas phase to the gas boundary layer near

the wafer surface;

2. Convective and di�usive transport bringing gas species from the gas phase

boundary layer to the wafer surface;

3. Adsorption and/or chemisorption of those species on the wafer surface,

often after some migration on the surface;
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4. Heterogeneous surface reactions to form the desired thin �lms, primarily

initiated by the high wafer temperature;

5. Desorption of the gas phase products;

6. Convective and di�usive transport of gaseous products from wafer surface

to gas boundary layer and then from boundary layer to bulk gas phase.

Due to the wide variety of deposited materials (conductors, insulators, and

semiconductors) and thin �lm requirements (conformality, planarization, and

high growth rate), many di�erent types of CVD reactors and processes have been

developed. For example, the reactor operating pressure ranges from one atmo-

sphere (APCVD) to ultra high vacuum conditions (10�9 Torr) in UHV/CVD;

likewise, the deposition temperature measures from 250 oC for plasma enhanced

deposition (PECVD) of silicon nitride passivation layers to 1100 oC for epitaxial

silicon �lms [19]. Other issues, such as particle contamination and through-

put requirements also change the reactor design from hot-wall to cold-wall, and

batch to single wafer CVD reactors, respectively. However, as larger wafer size

and the more stringent fabrication demands are continuously implemented to

improve pro�ts and provide faster IC chips, the manufacturing technology shifts

towards using single-wafer cluster tools that have the ability to reduce thermal

budget. The single-wafer rapid thermal processing (RTP) technology is partic-

ularly suitable for those purposes and is increasingly accepted and used in the

semiconductor manufacturing industry. The research presented in this thesis

focuses on a commercial lamp-heating, single wafer chemical vapor deposition

system which makes it similar to a rapid thermal CVD (RTCVD) reactor, thus it

is useful to review the RTP processes. Additional information on the RTP pro-
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cesses can be found in the next section; a general overview of the CVD processes

can be found in Sherman [20] and Sivaram [21].

2.1.1 Rapid Thermal Chemical Vapor Deposition

A rapid thermal chemical vapor deposition reactor employing a single wafer tech-

nique (SWT) generally uses a smaller deposition chamber designed to achieve a

short residence time of the process gases. The SWT also introduces the possibil-

ity of sequential processing such as annealing, oxidation, and deposition in the

same reactor, or in connected multiple processing chambers (a cluster tool) where

the wafer can be transferred between chambers in a modest vacuum environment

[22]. In order to compete with the throughput of conventional multi-wafer re-

actor systems, RTP systems use radiant lamp heating with reactor designs of

stainless steel or aluminum chamber walls that re
ect the optical radiation for

wafer illumination and high heating rates. Combining the SWT technique and

the cold-wall, low-pressure operating conditions, the contamination problem en-

countered in batch CVD processes are largely reduced in RTP reactors.

Several equipment and process control issues are actively studied in RTCVD

systems. A number of challenging aspects of these problems can be analyzed

from a modeling point: for example, the cold wall process exhibits strong ther-

mal gradients within the gas phase that can lead to signi�cant changes in 
ow

patterns, mass transfer rates, and gas mixture physical properties. Moreover,

due to the radiation heat transfer domination in RTP reactors, the wafer pattern

and surface roughness can result in di�erent emissivities across the wafer and

change the deposited �lm thickness signi�cantly [23]. The lack of proven in-situ,

real-time temperature and �lm thickness measurement technologies [24] makes

11



the wafer temperature control more complex and di�cult. Further details of

these equipment and control issues can be found in Chapter 4 of Chang and Sze

[19] and other references [25, 26, 27, 28].

2.1.2 Tungsten Chemical Vapor Deposition

The metalization, depositing and patterning of metal �lms, has become a critical

aspect of semiconductor technology as larger chip size and higher packing density

are used to manufacturing advanced integrated circuits (ICs). The interconnect

metal layers provide long-distance electrical transport between the active areas

of the chip and the communication with the outside world. The materials used

in metalization (e.g., metals, contact di�usion barrier) thus should have low re-

sistivity to permit high speed and limited power dissipation, good adherence to

underlying materials such as silicon, non-reactive to the adjacent �lms or oxidiz-

ing ambient, and be stable enough that can withstand the following process steps

of high-temperature treatments or chemically reactive environments. Tungsten,

due to its favorable properties, is selected over the aluminum as the material to

�ll the contact holes, connecting the source or drain regions of transistors and

interconnect layer, or via holes which connect multilevel interconnection layers.

Tungsten has another major advantage over the other materials in the avail-

able deposition technique. Tungsten CVD uses a relative low process tempera-

ture so it will not degrade the previously formed device and provides good step

coverage of the contact or via holes. The deposition rate of tungsten CVD is

also fast enough to be economically feasible in industry.
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2.1.3 Tungsten Chemical Vapor Deposition Chemical Mechanisms

Deposition of tungsten �lms on silicon surface can be achieved either through

hydrogen (H2) or silane (SiH4) reduction of tungsten hexa
uoride (WF6). By

depositing a metal nucleation layer such as TiN on the entire wafer, tungsten

can be blanket-deposited on the wafer and contact or via holes using a hydrogen

reduction pathway at the temperature range 400-500 oC [19, 29]. This pro-

cess has the advantages of achieving high step coverage and good across-wafer

conformality. Subsequent etch-back steps using chemical-mechanical polishing

(CMP) or reactive ion eatching (RIE) are required for planarization to ensure

good interconnect metal (Cu, Al) step coverage [19].

Tungsten can also been deposited selectively using the silane reduction of

WF6, where W is deposited on Si surface and not on SiO2 insulator layer due

to the reactivity di�erence at wafer temperature lower than 400 oC [19]. This

deposition process does not require any metal liner such as TiN or TiW, or

etch back steps for the plug processes [29]. However, the selectivity loss due to

spurious nucleation and the following W growth on SiO2 surface, as well as the

di�culty to �ll holes with di�erent depths within the wafer, are still major issues

continuously under study [19, 29].

Currently, a combination of these two processes is used in industry for contact

or via hole �lling. Silane is initially introduced without any 
ow of WF6 to

initiate the deposition of a very thin Si pre-nucleation layer, followed by a SiH4

+ WF6 silane reduction nucleation process and then the high-rate H2 + WF6

hydrogen reduction deposition to �ll via or contact holes. CMP steps are used

afterward for global planarization [19]. An excellent review of the materials and

processing parameters for the tungsten plug processes can be found in Ireland
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[30].

Hydrogen Reduction of WF6

In the hydrogen reduction reaction pathway currently used in the research in

the ULVAC CVD system at the University of Maryland [31], the wafer silicon

surface provides the initial nucleation layer for the formation of W seed layer,

3Si+ 2WF6 �! 2W (s) + 3SiF4

3Si+WF6 �! W (s) + 3SiF2

and

2Si+WF6 +H2 �!W (s) + 3SiHF3:

This W seed layer provides the active sites for the H2 reduction of the WF6

through adsorption and removal of F-atom from the surface in the form of volatile

HF product,

W �(s) +WF6 �! WF �6 +W (s)

WF �6 + 3H2 �! W (s)� + 6HF

where � denotes the activated surface sites.

The hydrogen reduction process is usually performed at process conditions of

400-500 oC and 0.1-80 Torr total pressure [32]. In the chemical reaction kinetics

rate-limited operation region, used in most industrial deposition processes due to

the superior conformality produced under these conditions, the deposition rate

shows square root dependence on H2 partial pressure and zero-order dependence

on WF6 partial pressure [29, 32]. The empirical rate expression can be expressed

as

RH2
= k0P

0:5
H2
P 0
WF6

exp
��Ea
RT

�
(2.1)
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where k0 is the frequency coe�cient, PH2
and PWF6 are the partial pressure

of each species, Ea is the activation energy and R is the gas constant. Kleijn

et. al. [17] showed that the assumption of a zero order dependence on WF6

partial pressure is still valid even when the WF6 partial pressure is as low as

7.5�10�3 Torr. The reported activation energy varies from 69 to 73 kJ/mole

in the temperature and pressure ranges of 270 to 470 oC and 0.2 to 10 Torr

[33, 34], respectively.

Silane Reduction of WF6

The silane reduction process [19, 29, 35] starts with silicon reduction step caused

by WF6,

2WF6 + 3Si(s) �! 2W (s) + 3SiF4:

This reaction is self-limited in that it stops when the atomic silicon disappears

from the wafer surface. Two competing kinetic mechanisms are found at common

deposition conditions (150 to 300 oC and 40 to 50 Torr):

2WF6 + 3SiH4 �! 2W (s) + 3SiF4 + 6H2

WF6 + 2SiH4 �! W (s) + 2SiHF3 + 3H2:

In the range of deposition temperatures of 145 to 395 oC, Ammerlaan [32]

reports non-linear Arrhenius plots of the silane reduction process with the max-

imum rates observed near 300 oC. The author also �nds the kinetics are deter-

mined by the partial pressure ratio of silane and tungsten hexa
ouride PSiH4
=PWF6:

� For PSiH4
=PWF6 < 0:3, a �rst-order dependence in silane partial pressure

PSiH4
and a small negative order dependence in tungsten hexa
ouride par-

15



tial pressure PWF6 are found giving

RSiH4
= k1P

1:06
SiH4

P�0:16WF6 P
0
H2
exp

��Ea
RT

�
:

� For 0:5 < PSiH4
=PWF6 < 1, the dependence changes to almost second order

in PSiH4
and minus �rst-order in PWF6, giving

RSiH4
= k2P

1:80
SiH4

P�0:94WF6
P 0
H2
exp

��Ea
RT

�
:

Other researchers [36, 37] did not investigate the ratio of partial pressures and

reported rate expression model with a �rst-order in the silane partial pressure

PSiH4
and a zero or negative order in the tungsten hexa
ouride partial pressure

PWF6. However, measured activation energy values range between 8 and 50

kJ/mole [36, 37] from di�erent reports.

2.2 Mathematical Modeling Overview of CVD Systems

In this section, we will discuss the necessary modeling components and solution

steps for developing a complete CVD equipment-process model, and will give a

short survey of the published CVD equipment modeling studies. In the subse-

quent subsection, use of the currently available commercial computational 
uid

dynamic (CFD) software suitable for CVD modeling is discussed. An overview

of the general transport equations of the gas phase and wafer for single wafer

systems will be described in the following subsections. The other simulation

components such as physical properties and a chamber heating model, will be

discussed in Section 2.4. Further simpli�cations of the transport equations and

the appropriate boundary conditions for the ULVAC W CVD reactor modeling

are also addressed in Section 2.4.
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2.2.1 CVD Transport Modeling

A general chemical vapor deposition simulation model has several building blocks

as illustrated in Figure 2.1. Generally, the details of the reactor geometry and

dimensions as well as processing conditions such as inlet gas 
ow rates, wafer

temperature setpoints, chamber pressure, and heating lamp output e�ciency are

model input parameters. Simulator predictions such as the gas velocity and tem-

perature pro�les, across-wafer temperature contours, wafer temperature trajec-

tory, chemical species concentration distribution, deposition rate, and deposited

�lm uniformity are outputs of the model.

Process Parameters

• Geometry, Temperature,
   Flow Rate, ...

➭

Chemical Vapor Deposition System Model
  

Gas Phase
• Gas Flow, Gas
   Temperature, 
   Compositions ...

Miscellinous
• Heat Lamp, 
   Reactor Walls, ...

• Temperature,
   Surface Reac-
   tion, ...

Wafer

• Transport Equations
• Boundary Conditions
• Numerical discretization and solutions

Physical Properties

• Thermodynamic Properties
   eg., Cp, ∆H, ...
• Transport Properties
   eg., D, κ, µ, ...

Chemical Reaction 
            Kinetics

•  eg., SiH4 → Si + 2H2  

➭ ➭

➭

Simulation Results

• Temperature and composition 
   distributions
• Uniformity
• Deposition Rate
• Gas flow field ...

Figure 2.1: Schematic illustration of modeling approach.

The core system model usually consists three submodels describing the trans-

port phenomena in gas phase, wafer, and the other components in the reactor

chamber. Conservation equation of mass, momentum, and energy [38] provide

sets of coupled partial di�erential equations describing the interacting transport

processes among the three submodels subject to appropriate boundary condi-

tions. Physical properties including thermodynamic and transport properties
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of the gases, wafer, and other chamber materials, as well as chemical reaction

kinetics from either empirical experiments or computational chemistry predic-

tions, are two supplementary blocks that interact with the governing equations

providing parameter values for model computations.

At the beginning of the simulation, a mesh generation program should be

called to construct the computational domains from the true physical system

domains. The governing equations of di�erent submodels are then discretized

on the computation domains using a weighted residual projection method. The

sets of equations must be solved simultaneously due to the interactive transfer

mechanisms between submodels and the continuous boundary conditions across

adjacent domains. The physical properties that strongly depend on the state

variables should be updated simultaneously during the computation process.

2.2.2 Literature Review

CVD reactor transport modeling began to receive broad attention in the early

1980s when researchers used the simulation results to study the transport mecha-

nisms in the reactors and performed numerical experiments to evaluate di�erent

reactor designs [39, 40]. Detailed CVD reactor models are developed by gen-

eralizing the transport equations to account for multiple dimensions, transient

e�ects, multiple mass and energy transport mechanisms, and chemical reactions.

The relative importance between di�erent physical phenomena varies among dif-

ferent types of CVD reactors and processing modes. Middleman and Hochberg

[41] give a comprehensive introduction of the CVD modeling for di�erent type

of reactors from a chemical engineering viewpoint; Kleijn and Werner [9, 42]

provide a general guideline for a CVD transport modeling procedure; Badgwell
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et. al. [11] and Jensen et. al. [10], as well as Kleijn [9] all give excellent reviews

for the papers studying the CVD modeling problems. In this literature review

section, the entire spectrum of CVD modeling research will not be covered; only

the portion helpful in developing the modeling work for ULVAC system will be

discussed.

APCVD Reactor Modeling

Most initial e�orts of CVD modeling focused on the atmosphere pressure de-

position tools (APCVD), which were mainly used for expitaxial deposition in

horizontal rectangular chambers. Mo�at and Jensen [16, 40] studied the trans-

port models for horizontal, cold-wall GaAs metalorganic CVD (MOCVD) and

silicon epitaxial APCVD reactors. The models were based on steady-state mass,

energy, and momentum balances in three dimensions, and was simpli�ed by a 2D

boundary layer approximation for the case where secondary 
ow is not impor-

tant. The �nite-element method was used to discretized the governing equations.

The major conclusion of their work was that buoyancy driven transverse convec-

tion cells, due to the large temperature gradients near the cold chamber walls,

signi�cantly altered the deposition process. The later papers by Jensen and

coworkers (Fotiadis et. al. [43, 44], Jensen [45]) experimentally veri�ed the gas


ow and temperature �elds and the generation of recirculation cells using Ra-

man scattering temperature measurement technology and smoke trace method.

They also extended the three-dimensional, steady-state modeling approach to a

vertical MOCVD reactor, and experimented with reactor design parameters to

conclude that increasing the inlet gas 
ow rate, rotating the susceptor, reducing

the pressure, and modifying the reactor shape can help to suppress the natural
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convection 
ows.

Similar simulation results of the natural convection e�ects were also found

by other researchers. Ingle and Mountziaris [46] developed a �nite element dis-

cretized two-dimensional 
ow and heat transfer model of a horizontal MOCVD

reactor, and identi�ed the operating conditions where the transverse buoyancy-

driven 
ow existed when H2 or N2 gas was used. Their predictions were in good

agreement with the experimental values obtained from Chiu and Rosenberger

[47, 48]. In another paper, Mountziaris et. al. [49] extended the modeling

framework by adding reactant species mass balance equations and a detailed gas

phase as well as surface reaction kinetic models to predict the GaAs deposition

rate. Optimal operating conditions were found to maximize the thin �lm growth

uniformity and precursor utilization.

Holstein and Fitzjohn [50] studied the conditions for the formation of buoy-

ancy driven secondary 
ows in the forms of transverse recirculation, longitudinal

rolls, and traveling waves in a channel MOCVD reactor used for growing InP.

They performed simulations on a Galerkin �nite element method solving two-

dimensional, steady-state model having the capability to predict the gas 
ow

and temperature �elds as well as the �lm deposition rate. By changing the

gravity in the modeling equations, they investigated the reactor performance

in both horizontal and vertical orientations and categorized the operating con-

ditions resulting in di�erent types of secondary 
ows in terms of the Rayleigh

number (Ra), Reynolds number (Re) and Grashof number (Gr), and their ratios

Gr/Re and Gr/Re2. Evans and Greif [51] presented the transient solutions of

the two-dimensional 
ow equations for a similar reactor geometry, showing the

occurrence of transversal rolls leading to time-periodic, \snaking" motion of the
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gas that enhanced the heat transfer.

In another paper, Evans and Greif [52] modeled the three-dimensional 
ow

and temperature �elds of a vertical rotating disk CVD reactor. The coupled

partial di�erential governing equations were solved with central/upwind �nite

di�erence method. They reported the formation of forced convection 
ows was

determined by the value of a mixed dimensionless convection parameter Gr/Re3=2!

where Re! = �!D2=� was the rotation Reynolds number with susceptor diam-

eter D and rotation speed !. If the Gr/Re3=2! was smaller than 3, the 
ow �eld

was dominated by the rotation-induced forced convection. When the Gr/Re3=2!

value was larger than 3, strong natural convection 
ow induced recirculations

were observed.

A horizontal APCVD reactor with rotating disk was studied by Habuka and

coworkers [53, 54]. The governing equations for gas velocity, temperature, and

chemical species transport were solved with �nite-di�erence scheme in three

dimensions. Unlike the vertical reactors with high rotating speed designed to

have a simple gas stream and a rather homogeneous species distribution, they

found an asymmetric and nonuniform gaseous reactant distribution pro�le in

the region above the wafer due to thermal di�usion and reactant consumption

despite the wafer rotation induced gas circulation. However, good �lm thickness

was observed in both simulation and experimental studies and was attributed to

the averaging e�ect of wafer rotation.

LPCVD Reactor Modeling

Horizontal low pressure CVD (LPCVD) reactors have been used to deposit

polysilicon �lms, and the hot-wall multi-wafer reactor designs have demonstrated
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homogeneous temperature distribution in the furnace tube. Jensen and Graves

[55] used a one-dimensional description for the di�usive transport and deposition

between the wafers, neglecting convective e�ect and axial temperature gradients.

This inter-wafer model was used with another one-dimensional model to describe

the convection-di�usion phenomena for the annular region. Badgwell et. al. [56]

performed a series of in-situ wafer temperature measurements that con�rmed

the radiant mechanisms were the most important heat transfer mode while the

gas phase conduction and convection can be neglected in LPCVD operating con-

ditions. In a paper published later [57], they extended Jensen and Graves's work

by adding the mass balance for the reactant gas phase and a radiation heat

transfer model. This equipment model was solved by orthogonal collocation on

�nite-element meshes and was used to optimize the processing recipe.

Kuijlaars and coworkers [58] studied the multi-component di�usion phenom-

ena in a LPCVD reactor similar to Jensen and Graves's. They used Fisk's law

for binary di�usion in a bulk carrier gas to approximate the multi-component

di�usion 
uxes, and concluded that the Fick's law approximation should not be

used in LPCVD modeling if the reactant and reaction-product species were not

su�ciently diluted or there was a large di�erence in the reactant molar mass.

RTCVD Reactor Modeling

Rapid Thermal chemical vapor deposition (RTCVD) has been used for various

thermal processing applications including polysilicon, tungsten, and thin dielec-

tric deposition as well as selective epitaxial growth. A large volume of literature

can be found for RTCVD modeling due to the di�culties in temperature and

uniformity control during the development of the RTP technology.
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The �rst comprehensive modeling studies were those by Kleijn and coworkers

[17, 42, 59, 60, 61, 62] and Werner and coworkers [63, 64]. Kleijn et. al. initially

studied blanket tungsten deposition fromWH6 and H2 in a cold-wall, single-wafer

LPCVD reactor [17]. The two-dimensional axisymmetric model was solved by a

�nite-volume method to predict the gas 
ow, heat transfer, species transport, and

chemical reactions. Their results showed a transition from uniform, kinetically

limited growth to nonuniform transport limited growth at decreasing WH6 inlet

concentrations. They also found that thermal di�usion in the reactor leads to

large concentration gradients and a strong depletion of WH6 at the wafer/gas

interface. The same model later was used to study the e�ect of micro-loading

and macro-loading on growth rates in the selective tungsten growth from WH6

and SiH4 [59]. Werner and coworkers [63] use the PHOENICS computational


uid dynamics (CFD) software to solve a two-dimensional mass and heat transfer

model with a detailed surface reaction model for selective tungsten deposition.

Their simulation results also showed that thermal di�usion was very important

in such a cold-wall low-pressure systems and proposed two selectivity loss models

that featured the formation of SiFy and WFx intermediates. Simulations were

also used to study the reactor design for optimal selectivity.

Pollard and coworkers [65, 66] developed a simultaneous reaction kinetics

and steady-state transport model for tungsten deposition using WH6 and H2 in

a LPCVD reactor. Their model included 8 gas phase reactions and 65 surface

reaction steps and used statistical thermodynamics, transition state theory, and

bond dissociation enthalpies to determine the reaction rate constants without

�tting any parameters. Good agreements with experimental data were reported;

they found the process was controlled by surface kinetics while the gas phase
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reactions were unimportant. The major reaction pathways and the rate-limiting

steps were also identi�ed and used to develop the simpli�ed rate expression.

Kleijn and coworkers [60, 61, 62] later adopted Pollard's kinetic model in their

two-dimensional transport phenomena simulations using a commercial CFD soft-

ware PHOENICS-CVD to study the reaction intermediates and the optimization

of selective processes.

In a series studies, Jensen and coworkers [10, 67, 68, 69, 23] presented a

systematic approach for simulating the rapid thermal processes. Their model was

based on a axisymmetric RTCVD reactor and the wafer temperature trajectory

was predicted. The major contribution of their work was the incorporation of

the numerical computation methods for radiant heat transfer between lamps,

substrates, re
ectors, and system walls. The �nite element and/or the Monte

Carlo (MC) methods were used to compute the view factors between radiation

components exchanging radiant energy and the temperature dependent material

radiative properties during the dynamic simulations. Quantum chemistry based

computational chemistry models solved by Monte Carlo simulations were also

included in the modeling framework to predict reaction kinetic parameters in

an e�ort to study processes without proven kinetic models. In the most recent

paper [23], a thin �lm optics model was included to predict the e�ect of patterns

on the wafer radiative properties; the resulting temperature distributions were

used to predict the �lm stress and deformation.

The University of Texas, Austin research group led by Edgar and Trachten-

berg studied a polysilicon CVD reactor using a two-dimensional transport model

discretized by a �nite-di�erence method [8, 70, 71, 72]. The main goal of their

studies was to identify the dominant factors governing the heat transfer and 
uid
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ow using various levels of simpli�cation on the modeling equations. They found

the gas-phase reactions can be neglected in predicting the polysilicon deposition

rate [71] and developed an empirical rate expression for the conversion of silane

to solid silicon from experimental data.

Kailath led a Stanford research group that modeled the wafer temperature

trajectory and uniformity in a polysilicon RTCVD reactor [73, 74, 75, 76, 7,

77, 78, 79]. Unlike Jensen's approach, they used an explicit method for com-

puting the view factors in a simpli�ed reactor geometry. However, their model

did not consider the gas 
ow �eld and thermal di�usion, nor did include reac-

tions that were induced by the wafer surface property variations, however, their

model predictions were in good agreement with experimental wafer temperature

data obtained in non-reacting gases. They also developed the semi-empirical

heat transfer model by identifying several key parameters such as process time

constant, view factors, and heat transfer coe�cient at the wafer/gas interface

[74, 7]; a black-box linear model also was identi�ed from process input-output

data [75]. Their goal was to develop model-based control algorithms for lamp

design and power control to achieve uniform heat 
ux across the wafer.

Feature-Scale Modeling

All of the above modeling studies considered equipment models that focused

on the macroscopic transport phenomena of the systems. With decreasing fea-

ture dimensions in microelectronic devices, feature-scale models with the ability

to predict the conformality is useful for determining optimal process conditions.

Hasper and coworkers [2, 80] and Thiart and Hlavacek [81] developed continuum-

like di�usion-reaction models (DRM) based on simultaneous free molecular dif-
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fusion and heterogeneous surface reactions. However, the DRM models needed

simple and known kinetic models such as those developed by Pollard et. al.

[65, 66]; the predictions only qualitatively agreed with the experimental obser-

vation [82].

An analytical model based on a hemispherical vapor source was reported by

Yun and Rhee [83]. Their model computed the particle arriving angle and the

re-emission e�ect, thus largely reducing the computational resources required

for the MC solution, but only qualitative comparison was made in their paper.

Cale et. al. [15, 14] developed ballistic transport and reaction models (BTRM)

to predict the step coverage in feature holes. Monte Carlo simulation methods

were used to solve the direct and re-emitted deposition processes subject to

feature geometrical e�ects. The impact of the processing conditions on step

coverage was explained in relation to reactive sticking coe�cient, the fraction

of the total incident particles that stick on the surface. Quantitative agreement

between prediction and experiment was reported when the deposition conditions

are accurately known [82].

Multi-scale Modeling

Cale and coworkers [84] and Jensen and coworkers [85] both reported integrated

modeling approaches that combine the macroscopic 
ow and transport phenom-

ena and feature-scale step coverage simulations. The multi-scale integration dif-

�culties resulted from the length scale di�erences, from centimeters to microns.

In both reports, �nite element solution procedures were used for macroscopic

transport equations and MC methods were used to predict the feature confor-

mality in BTRM models. To interface the computation between two scales, Cale

26



introduced an intermediate scale using local re�nement on �nite element meshes

in the vicinity of the features, and Jensen introduced an e�ective reactivity func-

tion that determined the average number and nature of the molecules entering

the substrate surface from macroscopic scale.

2.2.3 CVD Modeling Using Commercial CFD Software

Commercially available computational 
uid dynamics software packages provide

powerful and 
exible solution platforms of the multidimensional transport equa-

tions developed for the CVD models. To deal with the complex reactor geome-

tries and the speci�c set of chemical reactions, these packages o�er �nite volume

(FLUENT, PHOENICS-CVD) or �nite element methods, three dimensional grid

generation functions and special material properties as well as chemical kinetics

models for the CVD simulations. To set up problems and conduct simulations

without detailed knowledge of 
uid dynamics and computational techniques,

these packages feature a user interface layer for the simulation input/output

purposes. This interface allows all the numerical computations to be processed

in the background, however, there are drawbacks for such approach since it is of-

ten di�cult to use the CFD code in model reduction, control, or other specialized

applications [9, 86].

2.2.4 General Modeling Assumptions

Kleijn indicated in [9] that there are several general assumptions can be made

to simplify the complexity of the transport modeling problem and the solution

computational e�ort needed for typical chemical vapor deposition processes:
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1. Gas mixtures usually can be treated as a continuum. This assumption is

valid when the mean free path length (�) of the gas molecules is much

smaller than the typical characteristic dimension of the reactor (L), i.e.,

the Knudsen number Kn = �=L < 0:01.

2. At pressure and temperature conditions commonly used in CVD processes,

the gas can be treated as ideal gas that satis�es the ideal gas law and

Newton's law of viscosity.

3. The gas 
ow is in the laminar region.

4. The gas mixture is transparent to heat radiation.

5. The wafer is round (no chord).

6. The wafer is relatively thin that there is no temperature gradient across

the wafer thickness.

A number of characteristic dimensionless groups, appearing in the transport

equations by scaling all variables with reference values, are used to character-

ize the general features of CVD processes. Each dimensionless group can be

interpreted as the ratio of the magnitudes of two physical mechanisms and can

be used to estimate the importance of di�erent physical phenomena in a par-

ticular process, or to check the possible scale-up e�ects. Typical values of the

dimensionless groups as well as their physical interpretations are summarized in

Table 2.1 [9, 45, 87] for low pressure chemical vapor deposition (LPCVD) pro-

cesses. The de�nitions and values of typical process in ULVAC W CVD will be

given and further discussed in Section 2.5.
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Table 2.1: Important dimensionless groups and their typical range in low pressure

CVD (LPCVD) reactors.

Dimensionless Physical Value

Groups Interpretation

Renolds (Re) Interial forces
Viscous forces 10�2 - 102

Grashof (Gr) Bouyancy forces
Viscous forces 0-10

Prandtl (Pr) Momentum di�usivity
Thermal di�usivity 0.7

Rayleight (Ra) Bouyancy forces
Viscous forces 1-105

Peclet (thermal) (PeT )
Convective heat transfer
Conductive heat transfer 10�2 - 102

Peclet (mass) (PeM ) Convective mass transfer
Conductive mass transfer 10�2 - 103

Schmidt (Sc) Momentum di�usivity
Species di�usivity 1-10

Knudsen (Kn) Mean free path length
Typical dimension 10�3 - 10�2

Surface Damkohler (Da) Chemical reaction rate
Di�usion rate 10�3 - 103

2.2.5 Gas Phase Transport Model

Under the general assumptions listed in previous subsection, the gas 
ow in the

CVD chamber is described by the equation of continuity and the momentum

balance equations following the classic textbook by Bird et al. [38],

@�

@t
+r � (�v) = 0 (2.2)

@(�v)

@t
+r � (�vv)�r � [�(rv + (rv)T )� 2

3
�(r � v)I] +rP + �g = 0

(2.3)

where T is gas temperature, � is gas density, t is time, � is gas viscosity, I is

identity matrix, v is gas velocity, P is pressure, g is gravity. The �rst three
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terms in the momentum balance equation (2.3) describe the transients in the


ow, the inertial, and viscous forces, respectively. The last two terms account

for the pressure and gravity forces. The 
ow equations are coupled to the energy

balance equation:

@(�CpT )

@t
+r � (�CpvT )�r � (�rT )�r �

 
RT

NX
i=1

DT
i

Mi
r(lnfi)

!
(2.4)

�
NX
i=1

Hi

Mi

r � ji +
NX
i=1

KX
k=1

Hi�ik(R
g
k � Rg

�k) = 0:

Here, Cp is gas heat capacity, � is gas thermal conductivity, R is the gas constant,

Di, Mi, fi, Hi, and ji are the di�usion coe�cient, molecular weight, mole frac-

tion, molar enthalpy, and di�usive mass 
ux with respect to the ith gas species,

respectively. The kth gas phase reaction and its inverse reaction as well as the

stoichiometric coe�cient corresponding to the ith component are denoted as Rg
k,

Rg
�k and �ik. The �rst term in the energy equation shows the transient tempera-

ture variation; the second and third terms describe the convection and di�usion

heat transfer in gas mixture. The heat transfer resulting from concentration

gradient, known as Dufour e�ect, and the heat 
ux generated by interdi�usion

of chemical species are represented in the fourth and �fth terms, although they

are not signi�cant in most CVD processes. The last term represents the heat

generation or lost due to the gas phase reactions.

Because the physical properties such as �, �, Cp, �, and Di are not only func-

tions of gas temperature and pressure, but also the functions of gas composition,

the above equations thus are coupled with the species concentration equations.

For the ith species, the conservation equation is

@(�!i)

@t
= �r � (�v!i)�r � j

i
+Mi

KX
k=1

�ik(R
g
k �Rg

�k) (2.5)
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with mass average velocity v and di�usive mass 
ux j
i
de�ned as follows:

v =
NX
i=1

!i vi

j
i
= � !i(vi � v)

where !i is the mass fraction and vi is the velocity vector of the ith species.

In the above equation (2.5), the �rst term represents the transient variation in

species concentration; the second and third terms describe the convective and

di�usive mass transport, and the last term accounts for the generation/lost of

the gaseous species from gas phase reaction.

2.2.6 Wafer Thermal Dynamics Model

The time evolution of the temperature distribution of the wafer is described by

the energy balance equation:

@

@t
(�wCpwTw) = r � (�wrTw) + qtop + qbot

Zw

(2.6)

where Tw is the temperature, Cpw is the heat capacity, �w is heat conductivity,

and Zw is the thickness of the wafer. The �rst term in the right-hand side of the

equation accounts for the conduction heat transfer and qtop and qbot are heat


uxes coming in at the top and bottom of the corresponding components that
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can be given as follows:

qtop;qbot = qem + qab + qconv + qcond + qrxn

qem = � X
j=wall;sh

F�FA�(T
4
w � T 4

j )

qab = Qu�w

qconv = �hg(Tw � Tg)

qcond = � X
j=s;r

hj(Tw � Tj)

qrxn = �Zw

NX
i=1

KX
k=1

Hi�ik(Rk �R�k)

where qem is radiative heat exchange from wafer to chamber wall Twall or show-

erhead Tsh; q
ab is the radiative heat 
ux absorbed by wafer from heating lamps;

qconv is convection and conduction heat transport between gas phase Tg and

wafer; qcond is conduction heat transfer from wafer to the susceptor Ts or guard

ring Tr; q
rxn is the heat transport from wafer surface heterogeneous chemical re-

actions. The radiative heat 
ux is calculated by de�ning the geometrical factor,

or con�guration factor FA and emissivity factor F� between two gray surfaces

[88, 89]. The absorptivity and Boltzmann constant are represented as � and �,

respectively.

The other components in the reactor chamber such as quartz showerhead,

can be modeled in a similar approach. Chamber walls are usually modeled by

considering both heat transfer mechanisms inside the chamber and the cooling

e�ect provided outside the chamber by reactor cooling jackets. All modeling

equations are subject to the system dependent boundary conditions.
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2.3 ULVAC Selective Tungsten Chemical Vapor Deposi-

tion Cluster Tool

TMP

BUFFER

REACTOR REACTOR

  LOAD
UNLOAD

TMP

Gas
Exhaust PROCESS

  PUMPS
PUMPS

Figure 2.2: Top view schematic ULVAC cluster tool.

Our research focuses on the ULVAC ERA-1000 selective tungsten deposition

cluster tool, consisting of two production-scale, cold-wall, single-wafer reactors

joined by a bu�er and a load-lock chamber for automatic loading and transfer

of wafers. This CVD system is located at the Laboratory for Advanced Material

Processing (LAMP) of the University of Maryland and an overhead view of the

cluster tool is shown in Figure 2.2. Each reactor is water cooled to prevent

deposition on the chamber walls and is equipped with two sets of pumps: a

mechanical pump for maintaining gas 
ow during the processing and a turbo
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molecular pump (TMP) that can bring down the pressure to as low as 10�7

Torr for reducing water vapor or other residual contaminants while idling.

CVD Reactor Geometry

Figure 2.3 depicts the individual reactor con�guration. Reactant gases are fed

to the reactor from two sources: a gas mixture of silane, tungsten hexa
uoride,

and argon or nitrogen (if used) is injected through a two-dimensional nozzle

array installed on one side wall, and hydrogen is pumped in through a trans-

parent showerhead mounted in the top of the reactor chamber. Gases mix in

the chamber and react at the surface of a wafer located at the chamber center.

For convenience we use 4 inch diameter wafers, although the tool is capable of

processing 8 inch wafers. The wafer is supported by a slowly rotating 4 inch

diameter quartz susceptor to assure the azimuthal symmetry of the deposited

�lm. An incoherent tungsten-halogen lamp ring above and outside the reactor

chamber is used to heat the wafer to desired temperature through the transpar-

ent quartz showerhead window. Typical deposition runtimes last 5 minutes after

operating temperature is reached.

Process Operating Procedure

The general operation procedure and control structure of the reactor is illustrated

in Figure 2.4. An editable multi-step operating recipe, de�ning the processing

sequence including the choice of reactant gases, gas 
ow rates, chamber pressure,

and wafer temperature setpoints, is setup �rst by touching the ULVAC system

control screen prior to the processing. An integrated system controller receives

the status signals from several sensors and adjusts the operating parameters
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Figure 2.3: Sketch of the Tungsten CVD reactor system.

(pressure, temperature, reactant 
ow rates, and duration of each step) preset by

the recipe through the corresponding controllers.

The equipment setting parameters such as wafer temperature PID controller

parameters and wafer rotation speed can also be adjusted from hardware set-

ting by the process engineers. However, in contrast to the recipe inputs, these

equipment settings are usually not changed for each di�erent process recipes.

Reactor Wafer Temperature Control System

Because the system thermocouple is located outside the reactor chamber near

the lamp ring, it receives most of the radiation energy from the lamp directly and

measures the temperature in atmosphere pressure. The equipment manufacturer

uses a predetermined look-up table, considering the e�ects resulting from lower

chamber pressure and di�erent gas 
ow rates, to predict the wafer temperature

under the process conditions. Part of the look-up table wafer temperature ad-
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Figure 2.4: ULVAC W CVD reactor operating and control structure.

justing functions at di�erent pressure ranges are plotted in Figures 2.5, 2.6, 2.7.

This calibrated wafer temperature is then compared to the recipe setpoint and

the PID controller adjusts the lamp power to bring wafer temperature to the

desired value. However, because of the aging in the reactor lamps and the other

changes of the equipment conditions, the look-up table deviates from current

processing conditions and the adjusted wafer temperature value does not re
ect

the true wafer temperature as shown in the experimental results in the next

chapter.

The CVD reactor can also be operated in an input/output (I/O) mode. In

the I/O mode, the set points must be changed manually while processing and

the internal look-up table is inactive.

As stated earlier, wafer temperature is set as recipe input. However, this

single setting does not provide the capability to adjust the temperature distri-

bution across the wafer surface. Although the wafer rotation can average out
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the nonuniform heat 
uxes received by wafer in the azimuthal direction, the

single ring heat lamp does not provide su�cient freedom to control the temper-

ature uniformity in wafer radial direction. Alternative heating methods such as

heating susceptor plate are currently under investigation.

2.4 ULVAC W CVD Transport Model Formulation

Two coordinate systems are used in two modeling domains corresponding to

their physical geometries. For gas phase model, a simpli�ed rectangular domain

is adopted with its origin located at the left lower corner of the reactor chamber

as shown in Figure 2.3. The streamwise, spanwise, and normal coordinates are

labeled as x, y, and z, respectively. On the other hand, the cylindrical coordinate

system is used for the wafer and showerhead, and the coordinate origin overlaps

the center of rectangular domain at the chamber 
oor. The radial and spinwise

directions are de�ned as r and �, and the axial direction is the same as the z

direction in gas rectangular domain.

We assume the wafer shape is perfectly cylindrical and the wafer is pure

silicon without the thin natural silicon oxide layer on the wafer surface. This

allows us to use the physical properties of pure silicon for wafer.

2.4.1 Gas Flow Field

Although feed gas can enter from both the showerhead and side slits, we will

only consider the case where the gas 
ow �eld over the wafer is assumed to be

dominated by the horizontal 
ow, generated by the feed gas entering through

the side wall nozzle. This assumption is suitable in our simulated operating
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Figure 2.5: The default ULVAC look-up table correcting functions plotted as the

ULVAC thermocouple measurements against the adjusted wafer temperature

at (top) 0.8 Torr and (bottom) 0.4 Torr total chamber pressure in pure H2

or Ar gas. R1 and R2 represent the correcting function for reactors 1 and 2,

respectively.
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Figure 2.6: The default ULVAC look-up table correcting functions plotted as

the ULVAC thermocouple measurements against the adjusted wafer temperature

at (top) 0.17 Torr and (bottom) 0.1 Torr total chamber pressure in pure H2

or Ar gas. R1 and R2 represent the correcting function for reactors 1 and 2,

respectively.
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Figure 2.7: The default ULVAC look-up table correcting functions plotted as

the ULVAC thermocouple measurements against the adjusted wafer temperature

at high vacuum condition 1.8�10�6Torr total chamber pressure in pure H2 or

Ar gas. R1 and R2 represent the correcting function for reactors 1 and 2,

respectively.
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condition in which H2 is not used; it is also veri�ed by our experimental and

simulation results discussed later and is supported by the gas 
ow visualization

tests performed by the system manufacturer (BTU-ULVAC [90]) using a TiO2

tracer which demonstrates that a rectangular pipe 
ow model maybe a suitable

approximation for the reactant gas mixture in the neighborhood of the wafer.

The fully developed, laminar velocity pro�le is obtained by solving steady

state Navier-Stokes and continuity equations. The transport and gas thermody-

namic properties are assumed constant in the bulk phase and evaluated at the gas

inlet temperature Tamb. It is also assumed that the slow wafer rotation as well as

buoyancy-induced secondary 
ows, such as longitudinal and transverse recircu-

lation resulting from free thermal convection near the wafer surface and chamber

walls, do not a�ect the 
ow �eld. Because the Grashof number evaluated at the

gas inlet is small (Gr=1.32) in our simulation, transverse recirculations should

not occur in this low-pressure system according to the criteria suggested by In-

gle and Mountziaris [46]. Other studies, such as Holstein and Fitzjohn [50] and

Jensen [45], reveal that longitudinal recirculations occur in atmospheric pressure

CVD systems at higher Rayleigh numbers (> 1780) than those representative of

our system (Ra = 0:59) and so also should not occur. Therefore, the governing

equations for the 
ow �eld component in the x direction are written as

@v�x
@x�

= 0

�(
@2v�x
@y�2

+
@2v�x
@z�2

) =
dp�

dx�
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subject to the no-slip boundary conditions at y = 0, 2 �Y and z = 0, 2 �Z,

v�x = 0 at y� = 0; 2 �Y

v�x = 0 at z� = 0; 2 �Z

where the superscript � represents the dimensional quantities and 2 �Y and 2 �Z

are the length of gas domain in y and z direction, respectively.

2.4.2 Gas Temperature Field

Neglecting heat generated by viscous dissipation, interdi�usion, thermal di�u-

sion, and the gas phase chemical reactions, the gas phase energy balance equa-

tion (2.4) gives

�Cpv
�
x

@T �g
@x�

= k

 
@2T �g
@x�2

+
@2T �g
@y�2

+
@2T �g
@z�2

!
:

Gas inlet temperature is assumed equal to the water-cooled chamber wall

temperature Twall; a zero temperature gradient along the 
ow direction boundary

condition is used at the gas outlet. Assuming uniform temperature distribution

across the wafer and showerhead, the gas temperature is set equal to the wafer

temperature Tw inside the region of wafer radiusRw at z = 0, and the showerhead

temperature Tsh inside the region of showerhead radius Rsh at z = 2 �Z. The

remaining areas in the top and bottom domain boundaries are assumed at wall

temperature. Overall, this gives the gas temperature boundary conditions:
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T �g = Tamb at x� = 0

@T �g
@x�

= 0 at x� = 2 �X

T �g = T �wall at y� = 0; 2 �Y

T �g =

8>><
>>:
T �sh at z� = 2�Y ; (x� � �X)2 + (y� � �Y )2 < R2

sh

T �wall at z� = 2�Y ; R2
sh < (x� � �X)2 + (y� � �Y )2

T �g =

8>><
>>:
T �w at z� = 0; (x� � �X)2 + (y� � �Y )2 < R2

w

T �wall at z� = 0; R2
w < (x� � �X)2 + (y� � �Y )2:

2.4.3 Wafer Thermal Dynamics

The two-dimensional wafer thermal dynamics model can be written as follows,

�Zw�w
@
�
CpwTw

�
@t

= �Zwr2(�wTw) +Qlamp +Qrad +Qtop +Qbot

(2.7)

where the energy 
uxes from the lamp heating, radiation loss, convective/conductive

losses from wafer top, and conduction loss from wafer bottom are de�ned as

Qlamp = �w(Tw)Qlp(r)u(t)

Qrad = � FA;top�(T
4
w � T 4

sh)

��1w (Tw) + ��1sh (Tsh)� 1
� FA;bot�(T

4
w � T 4

f )

��1w (Tw) + ��1f (Tf )� 1

Qtop = �g(Tw;z=0)
@Tg;z=0
@z

Qbot = �heff (Tw)(Tw � Tf): (2.8)

In the model, the subscripts w, sh, and f represent the state variables or physical

properties corresponding to the wafer, showerhead, and chamber 
oor, respec-

tively. �Zw is the wafer thickness, � is the Boltzmann constant, and FA is the

geometric factor that is equal to 1 for both wafer top and bottom surfaces [88].
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heff is an e�ective heat transfer coe�cient, Qlp is the incident lamp bank emis-

sive power at the wafer surface, and u(t) is dimensionless time-dependent lamp

control signal recorded from the experiments. � is the temperature-dependent

total emissivity and the wafer absorptivity �w is assumed equal to the emissivity

of silicon [91]. The emissivity factor F� de�ned for parallel disk d1 and d2 is

F� =
�1(T1)�2(T2)

�1(T1) + �2(T2)� �1(T1)�2(T2)

=
1

��11 (T1) + ��12 (T2)� 1
:

Calculation of Lamp Radiation Heat Flux

D
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Figure 2.8: Geometry of the heating lamp and wafer.

The lamp radiation absorbed by the wafer is a function of temperature dependent

total wafer absorptivity �w, adjustable input signal with the value between 0 and

1 from lamp power controller u(t), and the nominal lamp radiation Qlp(r). The

nominal radiative lamp heat 
ux at every point on wafer surface depends on

both the distances between the lamp elements and the speci�c point and the

incident angle at that point between radiation 
ux and wafer surface. Figure 2.8
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shows the simpli�ed geometry of the ULVAC system circular heating bulb ring

and the wafer.

Assuming there is a pair sample points Sw(r,�) at the wafer surface and

Sl(rA; �A) on the lamp ring, the distance D from the wafer point Sw to any lamp

element Sl can be calculated using the following equation,

D =
q
h2l + (r cos � � rA cos �A)

2 + (r sin � � rA sin �A)
2

=
q
h2l + r2 + r2A � 2rrA cos(� � �A):

The radiative heat 
ux at Sl from the point heating source Sw can be com-

puted by sin� Qmax=(�D
2) where Qmax is the maximum total lamp power.

Because the ULVAC uses circular heating ring, the radiant 
ux thus will be

symmetric around the wafer center. Therefore, the nominal total radiant 
ux

from lamp system at maximum power to the wafer surface at radius r is obtained

by integrating the heat 
ux over the entire lamp ring,

Qlp(r) =
1

2�

Z 2�

0
sin�

Qmax

4�D2
d�A (2.9)

= Qmax

"
hl

(2�)(4�)

Z �

��

h
h2l + r2 + r2A � 2rrA cos(� � �A)

i�3=2
d�A

#

where sin� = hl=D. The radial variation of the lamp radiant heat 
ux at u = 1

is plotted in Figure 2.9.

2.4.4 Showerhead Thermal Dynamics

The transparent quartz showerhead at the top center of the reactor chamber is

designed to pass the lamp radiation to wafer; however, it also absorbs part of

the radiative energy directly from the tungsten halogen lamps and the radiation
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Figure 2.9: Radial variation of the lamp radiant heat 
ux at the wafer surface

at full lamp power.

emitted from wafer [92, 93]. To sustain the pressure di�erential between the inner

and outer surfaces, the quartz window also must be su�ciently thick to handle

the stress. The thick quartz window thus becomes a heat source because quartz

is not a good thermal conductor and at the low pressure operating condition,

the amount of convective cooling inside the chamber or provided by the H2 
ow

is small [92]. To account for the radiant energy exchanges between the quartz

showerhead and wafer, and also the showerhead and reactor walls to a lesser

extent, a showerhead window energy balance equation similar to that of the

wafer is formulated:

�Zsh�sh
@
�
CpshTsh

�
@t

= �Zsh�shr2Tsh + �sh(Tsh)Qlp(r)u(t)

+
Fsh;w�(T

4
w � T 4

sh)

��1w (Tw) + ��1sh (Tsh)� 1
+

Fsh;f�(T
4
f � T 4

sh)

��1f (Tw) + ��1sh (Tf )� 1

+hsh(Tsh)(Tg;z=1 � Tsh): (2.10)
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2.4.5 Thermocouple Thermal Dynamics

Although the commercially manufactured thermocouple instrumented wafer is

designed to measure the wafer temperature, it is still recognized that the ther-

mocouple temperature can be di�erent from the true wafer temperature [94, 95].

The heat losses through the wire, heat conduction in the wafer and the thermal

contact resistance between the wafer and the thermocouple junction are some

mechanisms that have been identi�ed to account for the di�erence between true

wafer temperature and the thermocouple reading [94]. In this research, we use

a thermocouple temperature model similar to Vandenabeele and Renken [4],

MTC
@TTC
@t

= �TCQlpu(t) + hTC(Tw � TTC): (2.11)

2.4.6 Gasous Reactants and Wafer Physical Properties

In typical low pressure CVD processes, the dilute gas mixture assumption usu-

ally approximates the gas mixture properties satisfactorily [9]. However, the

recipe for blanket tungsten deposition we studied on the ULVAC reactor uses

a relatively small ratio of reactant gases (H2=WF6 = 4) with large molecular

weight di�erence (H2=WF6 = 2/298) and no carrier gas. To accurately estimate

the gas mixture properties, we employed a molecular kinetic theoretic model

that was experimentally veri�ed to have very high accuracy.

On the other hand, the wafer temperature varies wildly during the process

cycle, and its optical properties are strong functions of the temperature. Due

to the dominant radiant transfer mechanism, represented by emissivity times

fourth power of the wafer temperature, as well as other chamber components

inside the reactor, a good emissivity model for the silicon wafer is critical to
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accurately modeling the wafer dynamic temperature.

Gas Mixture Physical Properties

Two di�erent kinds of physical properties are used in the transport equations:

thermodynamics properties and transport properties. For pure species, the ther-

modynamics properties such as heat capacity and enthalpy can be obtained ei-

ther from original experimental data or from the computation of the polynomial

interpolation functions [38, 96]. The mixture-average method [96] is used to �nd

the corresponding thermodynamics properties of the gas mixture.

While the pure species transport properties, e.g., viscosity and thermal con-

ductivity, can be determined from the calculation of experimental data-based

temperature functions if available, they also can be computed from the kinetic

theory [38, 96] for the less common species. The Chapman-Enskog theory gives

expressions for the transport coe�cients in terms of the potential energy of

interaction between a pair of molecules, and the negative derivatives of the po-

tential function with respect to the distance between molecules then represents

the interactive forces. One reasonable accurate potential energy function is the

Lennard-Jones potential function, �LJ(r) = 4�[(�LJ=r)
12 � (�LJ=r)

6], where it

shows weak attraction at larger separations (/ r�6) and strong repulsion at

small separations (/ r�12). Each species is characterized by a set of parameters

of this potential function: the collision diameter �LJ and the maximum energy of

attraction between a pair of molecules �LJ . The values of these two parameters

for each species can be found experimentally or estimated from gas critical (c)
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or liquid boiling (b,l) properties:

�LJ
�

= 0:77Tc �LJ = 0:841 ~V 1=3
c

�LJ
�

= 1:15Tb �LJ = 1:166 ~V
1=3
b;l

where � is the Boltzmann constant.

De�ning the dimensionless temperature variable 
� = �T=�LJ , the viscosity

and thermal conductivity of pure species are then approximated as follows,

� = 2:6693� 10�5
p
MT

�2LJ
�

� =

8>><
>>:

5
2
R
M
� monatomic�

Ĉp +
5
4
R
M

�
� polyatomic

and the binary di�usion coe�cient can be obtained as

DAB = 1:8583� 10�3

r
T 3
�
M�1

A +M�1
B

�
P�2AB;LJ
D;AB

with 
D;AB = �T=�AB;LJ , �AB;LJ = (�A;LJ +�B;LJ)=2 and �AB;LJ =
p
�A;LJ�B;LJ .

Here, R is gas constant and M is molecular weight. The dimensionless variables


� and 
D;AB can also be interpreted as the deviations from molecular rigid

sphere behavior assumption.

The mixture-average method [96] is still used to compute the mixture viscos-

ity and thermal conductivity from the following equations:

�mix =
nX
i=1

xi�iPn
j=1 xi�ij

�mix =
nX
i=1

xi�iPn
j=1 xi�ij

�ij =
1

8

 
1 +

Mi

Mj

!�1=2 241 +
 
�i
�j

!1=2 �
Mj

Mi

�1=235
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where xi is the i-th species molar fraction.

One the other hand, the multicomponent formulation is adapted for comput-

ing the mixture di�usion coe�cients. This method gives better accuracy than

mixture-average formula in multicomponent environments because the latter is

only correct asymptotically in some special cases such as in a binary mixture, or

in di�usion of trace amounts of species into a nearly pure species [96]. The multi-

component formulation of mixture di�usion coe�cient for species k is computed

as

Dk;mix =

Pn
j 6=k xjMj

M
Pn

j 6=k xj=Djk

where M is the mean molar mass. If the mixture is exactly a pure species,

xj = x̂j + �̂ is used to avoid the numerical singularity, where x̂j is the actual

molar fraction and �̂ is a small number less than 1� 10�12.

Wafer / Showerhead / Chamber Wall Physical Properties

The thermal radiative properties varies with wavelength and temperature. For

example, the quartz showerhead is opaque to wavelengths greater than 4 �m

and is transparent to shorter wavelengths. The radiant properties are more

complicate for a wafer, where wafer emissivity also varies with surface roughness,

wafer thickness, and doping [97]. The variation of emissivity beyond targeted

wavelengths is one of the major problems for developing reliable in-situ, non-

contact pyrometry wafer temperature measurement technique [97, 91].

In this research, we only consider the emissivity changes with respect to

temperature and wavelength, and are interested in the wafer spectral emissivity

�(�) which is de�ned as the ratio of the radiation emitted by a wafer at a given

wavelength, angle of incidence, and plane of polarization to that emitted from
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a black body under the same conditions. This spectral emissivity of an object

under the same conditions should be identical to its absorptivity �(�) due to

Kirchho�'s law. Integrating the spectral emissivity over the chosen wavebands,

weighted by the system's energy distribution, we can get the wafer or showerhead

radiative properties as functions of corresponding temperatures. For typical

CVD processes, the wavelength extremes of 0.4 and 25 �m include most of the

emitted radiation [97, 91].

For example, the wafer emissivity is computed by

�(Tw) =

R 25
0:4 �(�; T )Wbb(�; T )d�R 25

0:4 �(�; T )d�

where Wbb is the spectrum of radiation emitted from a black body described by

the Plank radiation function

Wbb(�; T ) =
c1

�5
�
exp( c2

�T
)� 1

�

with constant c1 = 3.7418 �108 W�m4m�2 and c2 = 1.4388 �104 �mK.

The wafer absorptivity is assumed to be identical with its emissivity over the

temperature range of interest [98, 91], and the optical properties of the quartz

showerhead and susceptor are interpolated from Dilhac et. al. [99]. A constant

emissivity of 0.26 is used for the cooled, oxidized aluminum chamber wall and


oor. Temperature dependent heat capacities and thermal conductivities are

used and are interpolated from the experimental data in [100] for silicon and

[101] for quartz.
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2.5 Dimensionless Equations

The transport equations and boundary conditions can be made dimensionless by

rescaling all the variables with the characteristic reference values. The resulting

dimensionless groups in the governing equations will provide information regard-

ing the relative importance of each tensor. The characteristic reference values

and the dimensionless variables are summarized in Table 2.2.

Table 2.2: Summary of the dimensionless variables used in the transport model.

x = x�=2 �X Tg = (T �g � Tamb)=Tamb

y = y�=2 �Y Tw = T �w=Tamb

z = z�=2 �Z Twall = T �wall=Tamb

r = r�=Rw Tsh = T �sh=Tamb

t = t�=� Tf = T �f =Tamb

vx = v�x=< v > TTC = T �TC=Tamb

Qlp = Q�lp=Qmax

In the table, Tamb is the inlet gas temperature, < v > is average gas entrance

velocity, and 2 �X; 2 �Y , and 2 �Z are the true dimensions of the gas domain.

2.5.1 Gas Phase Flow and Energy Equations

Using the dimensionless variables de�ned in Table 2.2, the fully developed, lami-

nar velocity pro�le is described by the continuity and steady-state Navier-Stokes
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equations

@vx
@x

= 0

@2vx
@y2

+ �v
@2vx
@z2

= �v:

The dimensionless pressure drop term �v = 2P �Y 2=(� < v > �X) can only be

determined after the 
ow �eld equations are solved. Thus, de�ning the 
ow

velocity/pressure drop ratio as v̂x = vx=�v, the momentum balance equation can

be written as

@2v̂x
@y2

+ �v
@2v̂x
@z2

= 1 (2.12)

subject to no-slip boundary conditions vx = 0 at y = 0; 1 and z = 0; 1.

The dimensionless gas temperature can be described by the steady-state con-

servation of energy equation

vx
@Tg
@x

=

 
�gt

@2

@x2
+ �gt

@2

@y2
+ 
gt

@2

@z2

!
Tg = LTg: (2.13)

After chosing the gas inlet temperature equal to the water-cooled chamber

wall temperature, the gas temperature boundary conditions are simpli�ed to

Tg = 0 at x = 0;

@Tg
@x

= 0 at x = 1;

Tg = 0 at y = 0; 1;

Tg =

8>><
>>:
Cg;t(T

�
sh) at z = 1; (x� 0:5)2 +R2

xy(y � 0:5)2 � R2
t ;

0 at z = 1; (x� 0:5)2 +R2
xy(y � 0:5)2 > R2

t ;

Tg =

8>><
>>:
Cg;b(T

�
w) at z = 0; (x� 0:5)2 +R2

xy(y � 0:5)2 � R2
b ;

Cg;f at z = 0; (x� 0:5)2 +R2
xy(y � 0:5)2 > R2

b :
(2.14)
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Representative process operating conditions correspond to a feed volumetric


ow rate of 50 sccm, a feed gas temperature of 298K and mixture ratio of

WF6=H2 equal to 1/4 sccm, chamber pressure of 0.5 torr, and a uniform wafer

temperature set point at 500oC. The value of dimensionless parameters are given

in Table 2.3.

Table 2.3: De�nitions and values of physical properties and dimensionless pa-

rameters evaluated at 1 atm, H2=N2 = 40=10sccm, Tamb = 25, Tw = 304:3,

Tsh = 150, and Tf = 60oC.

Physical Value Dimensionless Value

Properties Parameters

�g 1.9416�10�4 kg/m3 �v = �Y 2= �Z2 7.6224

�g 0.1295 J/(m K s) �v = 2P �Y 2=(�g < v > �X) -594.8230

Cpg 398.26 J/(kg K) �gt = �g=(�gCpg) 0.1674

�g 1.4520�10�5 kg /(m s) �gt = �gt(2 < v > �X) 5.0696

�w 2300 kg/m3 �gt = �gt �X=(2 < v > �Y 2) 7.3002

�w 67.8751 J/(m K s) 
gt = �gt �X=(2 < v > �Z2) 55.6447

Cpw 847.90 J/(kg K) Cg;t = Tsh=Tamb 1.4195

�w 0.28 Cg;b = Tw=Tamb 1.9374

�qtz 2.6433e3 kg/m3 Cg;f = Tf=Tamb 1.1174

�qtz 2.3836 J/(m K s)

Cpqtz 1036.90 J/(kg K)

�qtz 0.86
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2.5.2 Wafer and Showerhead Energy Balance Equations

By normalizing the temperature dependent physical properties with respect to

the set of reference values, the dimensionless parameters are grouped and rep-

resent the relative importance of each transport mechanisms at those reference

conditions. The resulting dimensionless wafer energy balance equation is shown

as follows,

Cpw

@Tw
@t

= Cw;cd
1

r

@

@r

 
r
@kw(Tw)Tw

@r

!
+ Cw;lp [�w(Tw)Qlpu(t)]

+Cw;top

h
F�;topFA;top

�
T 4
sh � T 4

w

�i
+ Cw;bot

h
F�;botFA;bot

�
T 4
f � T 4

w

�i

+Cw;g [hg(Tw)(Tg + 1� Tw)] + Cw;f [hw;f(Tw)(Tw � Tf )] (2.15)

where the new wafer heat capacity is de�ned by

Cpw =
~C�pw

~Cpw;ref

and ~C�pw = T �w
@C�pw
@Tw

+ C�pw :

Similarly, the dimensionless susceptor heat capacity Cpsh is de�ned as

Cpsh =
~C�psh

~Cpsh;ref

and ~C�psh = T �sh
@C�psh
@Tsh

+ C�psh

and the dimensionless conservation of energy equations for susceptor and ther-

mocouple are

Cpsh

@Tsh
@t

= Csh;cd
1

r

@

@r

 
r
@ksh(Tsh)Tsh

@r

!
+ Csh;lp [�sh(Tsh)Qlpu(t)]

+Csh;w

h
F�;sh�wFA;sh�w

�
T 4
w � T 4

sh

�i

+Csh;f

h
F�;sh�fFA;sh�f

�
T 4
f � T 4

sh

�i

+Csh;g [hsh(Tsh)(Tg + 1� Tsh)] (2.16)

CpTC

@TTC
@t

= CTC;lp [�TCQlpu(t)] + CTC;cd [hTC(Tw � TTC)] :

(2.17)
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The dimensionless variables in equations (2.15), (2.16), and (2.17) are de�ned in

Table2.4.

Table 2.4: De�nitions of dimensionless parameters used in wafer, showerhead,

and thermocouple modeling equations.

Cw;z = �=(�zw�w ~Cpw;refTamb)
a Csh;z = �=(�zsh�sh

~Cpsh;refTamb)
a

Cw;cd = Cw;z(�z;w�w;refTamb)=�
2
rw CTC;z = �=MTCTamb

a

Cw;lp = Cw;zQmax Csh;lp = Csh;zQmax

Cw;top; Cw;bot = Cw;z�T
4
amb Csh;w; Csh;f = Csh;z�T

4
amb

Cw;g = Cw;zhg;refTamb Csh;g = Csh;zhsh;refTamb

Cw;f = Cw;zhf;refTamb CTC;lp = CTC;zQmax

CTC;lp = CTC;zhTC;refTamb

aDimensional parameters (m2s=J).
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Chapter 3

Experimental Studies

In this chapter we address the problem of setting up a data acquisition system for

the ULVAC tungsten CVD reactor and present experimentally measured wafer

temperature data used for equipment transport model development and valida-

tion. As stated in Section 2.3, the current ULVAC CVD reactor does not have

an in-situ wafer temperature measurement apparatus and relies on the inter-

nal look-up table to compute the process condition-adjusted wafer temperature.

Thus, the thermocouple instrumented wafer placed in the reactor chamber will

provide valuable information regarding the true wafer temperature during the

processes.

By carefully designing the processing conditions and recipes, the experimen-

tal results can be used to examine the basic assumptions of the mathematical

models and distinguish the most important heat transfer e�ects from the oth-

ers. The conduction and convection energy transfer at the gas/wafer interface

is studied in this research by changing the gas composition and total 
ow rate,

while other system dependent parameters, such as wafer thermal time constant,

are estimated from the wafer temperature transient response.
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Detailed descriptions of the thermocouple wafer and the data acquisition

system hardware and software are presented in Section 3.1. Signal conditioning

and integration issues are also discussed. The nonlinear behavior between the

lamp power control signal and the power actually supplied to the lamp �laments

are investigated using the steady-state experiments discussed in Section 3.2. In

the following section, the in
uence of the gas composition on wafer temperature

is demonstrated and di�erent heat transfer mechanisms are examined. Results of

the wafer temperature dynamics including the chamber pressure e�ects, recipes

for achieving near constant deposition temperature, and parameter identi�cation

experiments are given in Section 3.4.

3.1 Data Acquisition in the ULVAC ERA-1000 System

The data acquisition system built in this research was used to record a variety

of signals including the instrumented wafer temperature from �ve attached ther-

mocouples, the ULVAC system wafer temperature, the lamp power controller

signal, and the gas 
ow rates. Among these collected variables, only the TC

wafer measurements were recorded directly from the measurement sensors and

the remaining signals were collected by intercepting the inputs or outputs from

the corresponding ULVAC system controllers. The general structure of the data

acquisition system was demonstrated in Figure 3.1, and the ULVAC control

scheme is shown in Figure 2.4.

There were three main components of this data acquisition system, namely

the measurement apparatus (the TC test wafer), the signal processing hardware

(for example, the computer boards), and the computer software user interface.
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Figure 3.1: ULVAC CVD reactor data acquisition system.

Several integration issues between those main components had to be resolved to

achieve high signal resolutions and ready-for-analyze data �les:

� Compared to the signals such as lamp power controller output taken from

the ULVAC system in the range of 0 to 10 V , the thermocouple signals from

TC wafer were very small, measuring only between 10�4 and 5�10�2 V .
Therefore, the length of the connection cable between the extension board

and the thermocouple wafer was restricted and the thermocouple signal

had to be ampli�ed as early as possible to obtain better signal-to-noise

ratio before environmental noise was picked up by the connection cables.

The connection cables were shielded with aluminum tape and the data

acquisition board was housed in a metal box to reduce the environmental

noise corruption. Because the signals taken from the ULVAC system were

already close to the safety limitations of the computer boards, they could

not be further ampli�ed and were separately collected and processed in

the second bank of signal terminals on the extension board. The TC

measurements were collected and ampli�ed with a high ampli�cation ratio
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in the other bank.

� In contrast to the single-ended voltage signals that were intercepted from

the ULVAC system, the signal from the instrumented wafer measurement

was of the 
oating di�erential type and the low and ground terminals of

the corresponding channels on the extension board had to be closed with

mounds of solder to provide a proper ground for the measurement. We

used the same procedure to close out capacitors between the high and

low terminals to add on-board signal �lters for better thermocouple signal

conditioning.

� A special data acquisition board having the capability to receive both


oating di�erential and single ended signals was required to connect with

the extension board. This particular acquisition board provided special

treatment of the 
oating di�erential signals to increase the signal to noise

ratio.

� Due to the setting of another data acquisition system on which the new

system was built, we were only be able to record the adjusted ULVAC

wafer temperature and did not have the access to the original ULVAC

thermocouple measurements.

A more detailed descriptions of the instrumented thermocouple wafer and

computer boards, and the LabVIEW software user interface are given in the

following two subsections.
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3.1.1 Instrumented Thermocouple Wafer and Computer Boards

A SensArray 1530 thermocouple (TC) wafer was used to measure the true wafer

temperature, and the system was operated in I/O mode to enable manual load-

ing/unloading of the instrumented wafer. There are �ve thermocouples, labeled

as shown in Figure 3.2, attached to the top surface of this instrumented TC

wafer. We note that the instrumented wafer is designed to measure the wafer

temperature - as opposed to wafer surface or thermocouple temperature - by

bonding the thermocouple leads in an undercut wafer area in a symmetric pat-

tern [102, 95]. A � 1.0 oC or better measurement variation between these ther-

mocouples has been reported [102, 95]. The wafer rotation was turned o� during

the experiments to protect the leads of the test wafer.

Instrumented Wafer Susceptor

N  flow2

X

X

X

0.6cm

X2.7cm
X

2.2cm

3.3cm

5

4

3

2

1
Wafer

∆zw,f

TC5 TC4 TC1-3

Susceptor

Chamber floor

∆zw

∆ R

Figure 3.2: The top and side views of the test wafer position with thermocouple

positions marked.

The temperature data collected from the instrumented wafer was sent to

a personal computer-based data acquisition system that included a LabVIEW

software interface and two computer boards: a CIO-DAS801 data acquisition

board [103] and a CIO-EXP32 extension board [104]. Each thermocouple was
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connected to a channel on the expansion board, where a low pass �lter with

bandwidth 7 Hz was implemented between the high and low ends and a 100 k


resistor was installed between low and ground to provide ground reference. The

temperature signals were then ampli�ed 300-fold before being sent to the data ac-

quisition board. An on-board semiconductor sensor provides the adjustable cold

junction compensation (CJC) function that subsequently is used as a reference

to the measured thermocouple signals in the LabVIEW program. Additional

processing variables of ULVAC CVD system, such as the system thermocouple

temperature measured near the lamp, lamp power control signal, chamber pres-

sure, and gas feed rates, are collected during the processing cycle. The default

sampling rate was 20 Hz.

3.1.2 LabVIEW Data Acquisition Interface

The LabVIEW is a graphical programming language developed by National In-

struments, Inc. [105] for a broad range of applications including data acquisition

and analysis, process monitoring and control, and factory automation and per-

sonnel instrumentation. We built our data acquisition computer interface by

prototyping the existing modules such as hardware drivers in the forms of dy-

namic link library (DLL) in the LabVIEW. Figures 3.3 showed the LabVIEW

graphical user interface (GUI) developed in this research for collecting instru-

mented wafer temperature and other system parameters.

There were three main construction blocks in this interface program. To re-

ceive the signals from extension and data acquisition boards, we used the code

interfaces, which were part of the DLL library supplied by acquisition board

vendor Computer Boards, for temperature measurements of each thermocouple
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Figure 3.3: LabVIEW data acquisition interface window.
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on test wafer and the voltage signals from the ULVAC control system. Each

code interface had its own GUI visual instrument (VI) component to display

the numerical values or errors, shown at the left bottom block in Figure 3.3.

The system control block, at the left upper area in Figure 3.3, used a while-loop

and an internal clock to start/end the data acquisition and adjusted the sam-

pling rate. The sampling rate varied depending on the computer motherboard

and CPU speed. In the current system at the LAMP lab, we could achieve a

sampling rate as high as 50 Hz. The program also had the ability to apply a

10 measurements-based 
oating time-averaging �lter for all signals, but it was

usually set inactive to gain better data resolution during the fast transient of

wafer temperature. A monitoring plot and a measurement history graph com-

posed the right side of the GUI to display the on-going measurements during the

data acquisition and the time trajectory of each signal after �nishing the data

collection, respectively. When the data acquisition was stopped, the program

saved collected data into spreadsheet �les for further analysis.

This LabVIEW platform can be expanded to do the real-time statistical anal-

ysis and order di�erential equation integration, and that makes it very useful for

future real-time, model-based sensing and control applications and integration.

However, the trade-o�s between the more sophisticated implementations that

require more computer CPU time and the data sampling rate have to be consid-

ered.
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3.2 Lamp Control Signal Correction

In the ULVAC CVD system, the power is supplied to the tungsten lamp �laments

by sending a 0 to 10 V signal from the system wafer temperature controller to

the power supplies that drive the lamps. As indicated by Schaper et. al. [7], the

relationship between the lamp power control signal applied to the power supplies

and the power actually sent to the lamp is not necessarily linear. To understand

this nonlinearity is important because it directly relates to the radiative power

from the lamp bank and should be considered for future temperature controller

design and improvement.

Because the power level cannot be set directly from the ULVAC control panel,

a 50 oC step increment of the wafer temperature setpoints in the I/O mode was

designed to characterize the lamp power control signal at those temperature

levels. The true current through, and voltage across the lamp �laments were

observed and recorded from the corresponding meters on the ULVAC control

panel when the ULVAC wafer temperature came to steady state at each tem-

perature step. A smaller decrease step of the setpoints during the temperature

ramp-down period was used to verify the power values previously recorded in

the temperature ramp-up phase. The ULVAC wafer temperature trajectory and

the lamp bank control signal over the entire process are shown in Figure 3.4.

The lamp current and voltage data are also listed in Table 3.1.

The relationship between the lamp control signal and the lamp power output,

computed as the product of lamp current and voltage, is plotted in Figure 3.5,

where the power factor cos � was omitted from the power computation [106]

Power = Vrms Irms cos�:
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Figure 3.4: Relationship of the ULVAC wafer temperature (top) and the steady-

state lamp power control signal (bottom) at 0.2 Torr total chamber pressure

and 100 sccm N2.
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Table 3.1: Values of the lamp current and voltage and the lamp control signal.

Temp SP (oC) Current I (amp) Voltage V (V) I*V Control Signal

19 4.2 14 58.8 1.01

50 6.05 30 181.5 1.66

100 7.34 44 322.96 2.2

150 8.34 55 458.7 2.67

200 9.28 67 621.76 3.16

250 10.18 78 794.04 3.63

300 10.9 89 970.1 4.11

350 11.68 99 1156.3 4.57

400 12.38 111 1374.2 5.06

450 13.1 122 1598.2 5.56

500 13.82 134 1851.9 6.1

550 14.56 147 2140.3 6.67

600 14.12 140 1976.8 6.35

575 13.76 133 1830.1 6.06

550 13.38 126 1685.9 5.77

525 12.98 121 1570.6 5.51

500 12.58 114 1434.1 5.23

475 11.84 103 1219.5 4.71

425 11.04 92 1015.7 4.23

375 10.34 81 837.54 3.77

325 9.49 70 664.3 3.28

275 9.07 64 580.48 3.05

250 8.6 61 524.6 2.82

225 8.17 53 433.01 2.58

200 7.64 47 359.08 2.35

175 6.48 35 226.8 1.84

125 5.14 22 113.08 1.31

75 3.8 12 45.6 0.86
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Figure 3.5: Relationship of the lamp control signal and the true lamp power

(computed by the product of lamp current and voltage).

The Vrms and Irms were the root-mean-square voltage and current as mea-

sured from the ULVAC system transducers, respectively. The true lamp power

can be modeled as a nonlinear function of the control signal by a forth order

polynomial

c0 + c1 u+ c2 u
2 + c3 u

3 + c4 u
4 = PV�I; (3.1)

and the �tted values of the polynomial coe�cient ci are listed in Table 3.2.

The full range of the lamp power control signal is 0 to 10 V . However,

because of safety concerns for the CVD reactor operations, the wafer temperature

setpoints cannot be raised higher than 600 oC, thus limiting the highest available
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Table 3.2: Values of the �tting coe�cients ci in Equation (3.1).

c0 c1 c2 c3 c4

-10.8901 -14.3743 96.2330 -10.8691 0.6028

value of the steady state control signal to less than 7 V . Therefore, the use of

the nonlinear function to predict radiative lamp power outputs is limited since

the control signal can reach 10 V at the beginning of the wafer temperature fast

ramp-up. An alternative method is to relate the maximum values of the lamp

power signal in each step to corresponding voltage and current products, but

the maximum lamp control signal data (Figure 3.4) did not provide consistent

values as those obtained from the steady-state data.

3.3 In
uence of Gas Composition on Wafer Temperature

Two sets of experiments were conducted to investigate the in
uence of gas com-

position and total 
ow rate on wafer temperature in the ULVAC system. The

thermocouple wafer was intentionally shifted about 3.8 cm from susceptor center

in the downstream direction, and slightly rotated so that thermocouple 5 was

not located on top of the susceptor (see Figure 3.2). This shifting was designed

to study the conductive heat transfer from wafer to the underlying susceptor.

The �rst experiment, designed to study the e�ect of gas mixture composition

at constant total 
ow rate, began by changing the initial reactant gases feed rates

of 100 sccm pure hydrogen (Case 1), to several di�erent combinations: Case 2:

80 sccm H2/20 sccm N2; Case 3: 60 sccm H2/40 sccm N2; Case 4: 40 sccm

69



H2/60 sccm N2; and Case 5: 100 sccm N2. The gas 
ow rates/composition were

changed only after the instrumented wafer temperature reached steady-state in

each period (approximately 20 minutes). The wafer temperature set point and

chamber pressure were maintained at 500 oC and 500 mTorr throughout the

experiments. The lamp power was observed to remain constant after the initial

fast ramp-up despite the true wafer temperature variations attributable to the

changes in gas composition, as shown in Figure 3.6. This lack of movement

of the system controller to compensate for true wafer temperature losses can be

understood in terms of the following two reasons: �rst, the system thermocouple

is located outside the reactor chamber, thus any gas composition change will

have no e�ect on its temperature measurement; second, the �xed look-up table,

designed to factor in the feed gas 
ows and chamber pressure when converting

system thermocouple temperature to wafer temperature, was inactive in the I/O

operation mode. Therefore, the system wafer temperature used as the feedback

signal in the temperature control loop remained constant, producing no net set-

point deviation. Detailed discussions regarding the ULVAC temperature control

system can be found in [107].

The wafer temperature time histories for the �rst experiment are shown in

Figure 3.6. The wafer temperature indicated by the ULVAC control system

(measured by the lamp thermocouple) is also plotted for reference. Generally,

the steady-state wafer temperature was found to be lower in pure hydrogen than

for pure nitrogen, and it gradually increased with nitrogen fraction. Because

the lamp power output was maintained at a constant level, these temperature

di�erences are due to the changing gas mixture properties, most importantly the

gas thermal conductivity: we note that the pure hydrogen thermal conductivity
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Figure 3.6: The temperature response of the wafer to reactant gas composition

variations.

is about six times larger than that of nitrogen at 500 mTorr. This gas property-

related temperature di�erence is more signi�cant in the measurement of TC No.

5, where the backside of the wafer contacts reactant gas instead of the quartz

susceptor. The temperature deviation of TC No. 4 from TC No. 1-3 is due to

the positioning of TC No. 4, which is close to the susceptor edge and is a�ected

by the edge heat loss of the susceptor.

The second experiment was designed to study the e�ect of gas bulk velocity

on wafer temperature, as well as to verify the observations made in the �rst
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Figure 3.7: The temperature response of the wafer to reactant gas 
ow rate and

composition changes.

experiment. In this experimental sequence, wafer heating was begun in pure

nitrogen, and the compositional and total 
ow rates were changed according to

Case 1: 100 sccm N2; Case 2: 60 sccm N2; Case 3: 40 sccm H2/60 sccm N2;

Case 4: 40 sccm H2; and Case 5: 100 sccm H2. The experimental results are

plotted in Figure 3.7. We note that when the wafer temperature responses are

compared for the di�erent 
ow rates of Case 1 and 2 in pure nitrogen, as well as 4

and 5 in pure hydrogen, only insigni�cant di�erences were observed. This result

indicates the gas convective heat transfer modeling terms can be neglected in the
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low pressure processing condition of the ULVAC system. Also, by comparing the

temperature measurements of the second experiment to the �rst one at three

di�erent gas compositions (100 sccm N2, 60 sccm N2/40 sccm H2, and 100

sccm H2,) the temperature di�erences are found to be less than 5 oC for pure

nitrogen gas 
ow and are almost equal in the other two cases, demonstrating the

repeatability of the experiments.
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Figure 3.8: The temperature trajectory of a slightly shifted wafer during a pro-

cess cycle at 0.5 Torr and H2/N2 = 40/10 sccm.

In addition, it should be noted that the TC No. 5 measurement, represented

as the dashed curve, responded faster during the initial heating ramp phase

while the other thermocouples, positioned in the wafer area above the susceptor,
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Figure 3.9: Comparison of the wafer temperature in the �rst �ve minutes at

di�erent gas composition and 0.5 Torr. Dash-dotted curve (from Figure 3.15)

was found using H2/N2 = 40/10 sccm and the solid curves (from Figure 3.6)

correspond to 100 sccm H2.

showed slower temperature increases due to the additional energy absorbed by

the underlying susceptor during the ramp-up phase. This phenomenon was also

demonstrated by the wafer temperature response through a single processing

cycle, as shown in Figure 3.8, in a hydrogen dominated environment (H2=N2 =

40/10 sccm). Note that in this experiment, the wafer was only slightly shifted

such that the TC4 temperature did not deviate from TC1-3 measurements. Due

to the large portion of hydrogen in the gas phase, the temperature measurement
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from the thermocouple No. 5 dropped to below the measurements from the re-

maining thermocouples after the fastest increase during the initial process. This

result was consistent with our �rst experiment and could be explained by the

stronger heat conduction from wafer to gas phase in the hydrogen rich environ-

ment provided that this e�ect was larger than the conductive heat transfer from

the wafer backside to the susceptor during the soak phase.

It was also interesting to observe the time point when the gas conduc-

tion/convection began to impact the wafer temperature during the process.

When plotted against the averaged temperature measurements of a well-positioned

wafer at H2=N2 = 40/10 sccm in Figure 3.9, the wafer temperature from the �rst

experiment (at 100 sccm H2) showed almost identical response in the �rst 60

seconds ramp-up period. When the lamp power decreased and approached to

a steady-state value (the SP:500 oC power curve in Figure 3.17) after 60 sec-

onds, the large temperature gradients formed at the wafer/gas interface and the

averaged wafer temperature measured in the experiment using the H2=N2 gas

mixture began to deviate from the TC1-3 measurements obtained using pure

hydrogen.

3.4 Wafer Thermal Dynamics

In addition to the steady-state study of wafer temperature responses to process

parameters in Section 3.3, the dynamic wafer temperature data provide another

viewpoint to observe the interactions between di�erent heat transfer mechanisms.

The in
uence of chamber pressure on wafer temperature is introduced in the

�rst subsection, followed by the development of process windows that provide
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constant deposition temperature. The wafer temperature dynamic responses to

single and multiple heating cycles are discussed in the last subsection.

3.4.1 In
uence of the Chamber Pressure

The chamber pressure was another important factor a�ecting wafer temperature.

Two experiments were conducted at di�erent total chamber pressures and used

a 2000 sccm H2 
ow to magnify the gas conduction/convection heat transfer

e�ects. Because the experiments were conducted in the I/O mode, the lamp

power should have the same pro�les due to the identical wafer temperature

setpoints at 400 OC used in both experiments (the lamp control signal during

these experiments were not recorded). The experimental results at both 0.17 and

0.5 Torr are presented in Figure 3.10 and the thermocouple wafer measurements

are plotted together in Figure 3.11 for comparison.

The in
uence of the chamber pressure were demonstrated by the lower overall

wafer temperature at the higher pressure level of 0.5 Torr. The larger amount of

energy lost from the wafer/gas conductive/connective heat transfer was believed

to be responsible for the wafer temperature reduction at higher pressure because

the lamp radiation should be the same for identical temperature setpoints in the

I/O operation mode. At the lower pressure of 0.17 Torr, the wafer temperature

showed a faster increase during the ramp-up phase and slower decrease during

temperature ramped-down compared to the responses of wafer temperature at

higher pressure, con�rming that less energy was removed from the wafer by

conduction/convection into the gas phase. This result is consistent with general

trend found in the other CVD modeling literature listed in the Chapter 2, for

example Lord [108] and Campbell et. al. [109], that the wafer temperature

76



0 2 4 6 8 10 12 14
0

50

100

150

200

250

300

350

400

450

Time  (min.)

T
em

pe
ra

tu
re

  (
o C

)

ULVAC T
w

TC Wafer

0 2 4 6 8 10 12 14
0

50

100

150

200

250

300

350

400

450

Time  (min.)

T
em

pe
ra

tu
re

  (
o C

)

TC Wafer

ULVAC T
w

Figure 3.10: The ULVAC adjusted wafer temperature and the �ve thermocouple

measurements of the instrumented wafer during a process cycle at (top) 0.17

Torr and (bottom) 0.5 Torr total chamber pressure in 2000 sccm H2.
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from Figure 3.10.

became lower when the chamber pressure went higher.

3.4.2 Deposition Processing Window

As shown in Figure 1.1, the large temperature di�erence between the test wafer

measurements and the ULVAC adjusted wafer temperature, especially during the

ramp-up period would result less tungsten deposition than predicted based on the

ULVAC system temperature. This de�ciency hindered the process status metrol-

ogy, for example, the detection of the process end-point using mass spectrometry.

One cost-e�ective solution that did not require changing the equipment param-

eter settings or designing a new temperature controller was to develop a speci�c
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Figure 3.12: Process recipe found by adjusting initial heating sequence at 0.2

Torr and N2 = 100 sccm.

process sequence that could provide a �ve to ten minute processing window dur-

ing which the desired wafer temperature was achieved and only varied within 5

to 10 degree Kelvin. Thus, the reactant gases are introduced into the chamber

during the processing window so that a good relationship between the processing

time and the total deposited �lm weight could be developed.

Two such processing recipes were developed and plotted in Figures 3.12 and

3.13 along with a power pro�le for the second recipe. In the �rst recipe, where

the 100 sccm N2 
ow and 0.2 Torr pressure were used, the ULVAC wafer tem-

perature setpoint was kept at 550 oC for the �rst three and half minutes to

provide more energy before it was reset to 500 oC for a desired 400 oC true
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wafer temperature process. The wafer temperature was measured to approach

the target 400 oC after six minutes and had a 4 minute processing window with

temperature deviations less than 10 oC.

A similar recipe was developed for a process at 0.5 Torr and the gas mixture


ow rates of H2/N2 = 40/10 sccm. The initial 550 oC heating period lasted for

5 minutes and then the system temperature was reset to 500 oC. This produced

a relatively constant true wafer temperature pro�le for tungsten deposition be-

tween the sixth to thirteenth minutes. Applications using this recipe in the

development of the process monitoring using spectrometer achieved successful

results in the work of Gougousi et. al. [31].

3.4.3 Wafer Temperature Response of Single and Multiple Heat-

ing Cycles

For our transport model development and veri�cation purposes, a single heating

cycle process was conducted at three di�erent system temperature setpoints of

450, 500, and 550 oC. The gas 
ow rates were chosen as H2/N2 = 40/10 sccm

for the comparison of the true process gas mixture of H2/WF6 = 40/10 sccm

used in Gougousi et. al. [31]. The wafer temperature response, along with the

ULVAC system temperature, are presented in Figures 3.14, 3.16, and 3.15. To

compare the temperature trajectories, we overlapped the temperatures measured

at the wafer center as well as the lamp power control signals from these three

experiments in Figures 3.17 and 3.18.

All three temperature trajectories showed a \dip" behavior after two ini-

tial small \bumps", and continuously increased after the \dip" in each exper-
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Figure 3.13: Process recipe (top) and corresponding lamp power signal (bottom)

found by adjusting initial heating sequence at 0.5 Torr and H2/N2 = 40/10 sccm.
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Figure 3.14: The wafer temperature responses to ULVAC temperature setpoints

450 oC at 0.5 Torr and H2/N2 = 40/10 sccm.

iment. The two small temperature \bumps" were found to be related to the

lamp power variations during the �rst two minutes of the processes as shown

in the Figure 3.18. The lamp power curves in these experiments had similar

pro�les but di�ered in the length of the initial high power output periods cor-

responding to the wafer temperature fast ramp-up. In addition to the direct

in
uence of the lamp radiation on the wafer temperature during the �rst 60 to

80 seconds, the temperatures measured by the individual thermocouples were

observed intercepting each other at about the same time period (see the bot-

tom plot of Figure 3.17), indicating that there was no net thermal conduction

across the wafer regions between the corresponding thermocouples at this point

in time. Therefore, we believed these initial temperature \bumps" give evidence
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Figure 3.15: The wafer temperature responses to ULVAC temperature setpoints

500 oC at 0.5 Torr and H2/N2 = 40/10 sccm.

of a fast thermocouple transient phase before reaching a thermal balance with

the neighboring regions of the instrumented wafer.

After the �rst 60 to 80 seconds, the lamp powers approached the correspond-

ing steady state values for each temperature setpoint and the measured tem-

perature corresponding to experiments with higher setpoints increased at faster

rates. The showerhead and chamber heating were also thought to contribute

to the di�erent temperature ramp-up rates. Because the showerhead also ab-

sorbed lamp radiant energy and wafer emission, the longer processing time and

the higher wafer temperatures resulted in higher showerhead temperatures and

less radiative energy loss from the wafer to the showerhead.

The long term heating provided by the showerhead and reactor chamber
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Figure 3.16: The wafer temperature responses to ULVAC temperature setpoints

550 oC at 0.5 Torr and H2/N2 = 40/10 sccm.

components can be observed in Figure 3.19. The wafer temperature setpoints

were programmed to switch between 450 and 550 oC every four minutes after

the initial ramp-up period. The maximum and minimum temperature of the

alternating ramp up and down processes were found to gradually increase in

time and showed the same increasing rates when the experimental data from

Figures 3.14 and 3.16 are superimposed as in Figure 3.19.

Figure 3.20 presents the wafer temperature response in a similar multiple

heating cycles experiment. Unlike the experiment conducted in Figure 3.19, the

temperature setpoints were reset to 0 oC for the ramp-down phases and the

lamp power was shut down during those periods. This process recipe provided

less lamp heating to the showerhead and was shown in the insigni�cant long-
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Figure 3.17: (Top) The TC wafer temperature responses to three di�erent tem-

perature setpoints at 0.5 Torr and H2/N2 = 40/10 sccm. (Bottom) The tem-

perature trajectories of each thermocouple at the beginning of the soak phase

for the SP: 500 oC experiment.
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Figure 3.18: The TC wafer temperature responses during the �rst two minutes

to three di�erent temperature setpoints (top) and the corresponding lamp power

signal (bottom) at 0.5 Torr and H2/N2 = 40/10 sccm.
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Figure 3.19: The wafer temperature identi�cation trajectory (top) and the long

term temperature drift comparison (bottom) at 0.5 Torr and H2/N2 = 40/10

sccm.
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Figure 3.20: The wafer temperature responses to multiple heating cycles for

model validation at 0.5 Torr and H2/N2 = 40/10 sccm.

term heating e�ect where only small di�erences were observed between the peak

temperature values.
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Chapter 4

Numerical Solution Procedures

This chapter addresses the numerical solution techniques used to solve the bound-

ary value problems (BVPs) describing the CVD reactor transport model. In

general, a set of partial di�erential equations (PDEs) is formulated to describe

the time evolution and/or the spatial distribution of the states in CVD systems.

To solve these transport equations numerically, appropriate spatial discretization

methods are needed to transform (semi-discretize) the PDEs into sets of ordi-

nary di�erential equations (ODEs) and/or algebra equations (AEs), and then

the resulting equations can be solved by the time integration methods or the

Newton-Raphason method. Global weighted residual methods are adopted in

this study to perform the discretization and a MATLAB-based toolbox, MWR-

tools [110, 111, 112, 113], developed at the University of Maryland by Dr. Ado-

maitis et. al. is used for the numerical implementation of the weighted residual

methods. The introduction of the method of weighted residuals and MWR-

tools are presented in Sections 4.1 and 4.2, respectively. It should be noted

that weighted residual methods are used both for spatial discretizations and
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collocation-based time integration.

A subset of the system dependent parameter values can only be determined

by �tting the experimental data to the modeling equations. The parameter

estimation is formulated as a nonlinear least-squares problem in this research

and the Gauss-Newton method is implemented to estimate the parameter values;

they are introduced in Section 4.3.

4.1 Introduction to Method of Weighted Residuals

The method of weighted residuals (MWR) consists of methods for approximat-

ing the physics-based partial di�erential equation models. The solution is �rst

approximated by a �nite sum of trial functions, the combination of which ap-

proximately satis�es the governing equation and the boundary conditions. The

residual, or the solution discretization error arises because the truncated expan-

sion does not exactly satisfy either the equation itself or the imposed conditions

on the boundaries. Di�erent test functions are used to minimize the residual

with respect to a suitable norm to ensure the approximate solution converges

to the di�erential equation. There are two main issues to be determined when

applying the weighted residual methods: which truncated sequence should be

chosen for the trial functions; and what kind test functions should be employed,

or equivalently, how should the expansion coe�cients of the trial functions be

determined. The basic principles of the computational method are summarized

as follows. For details and the underlying theories, see Fletcher [114], Gottlieb

and Orszag [115], MacCluer [116], or Fornberg [117].
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Consider the following partial di�erential equation describing a physical model

@v

@t
= L(v) + S(v; t)

with the initial and boundary condition

v(0; x) = v0

M(t; 1) = 0

where L is some di�erential operator and S is the source term. The general

solution procedure begins by approximating the solution v(x; t) as a sum u(x; t)

of basis functions, or trial functions �k:

u(t; x) =
KX
k=0

ak(t)�k(x)

where t and x represent the time and spatial variable, respectively. In the case

of time-independent problem, v(x) is approximated by u(x) and ak.

There is a wide variety of trial functions �k from which to choose. Finite-

di�erence [118, 119], �nite-volume [119], and �nite-element [114, 120] methods

use local basis functions as trial functions that de�ne the function values at

each grid point, control volume, and element, respectively. The MWR methods

implemented in this research are distinguished from those local basis functions-

based discretization schemes by the use of globally based trial functions, such as

polynomials (e.g. Chebyshev), sinusoidal functions (e.g. Fourier series), Bessel

functions, and Legendre functions. A summary of each of these orthogonal

function sequences can be found in Funaro [121].

Because the choice of the trial functions is usually problem-dependent, the

generic orthogonal functions are not necessarily the optimal selection for a par-

ticular set of equations and boundary conditions. Therefore, techniques used
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to �nd an optimal basis (the emperical eigenfunctions) have been developed

based on statistical theories such as proper orthogonal decomposition (POD) or

Karhunen-Lo�eve expansion [122, 123, 124, 125, 126] and balanced realizations

[86].

Substituting the approximated solution u into the governing equation and

boundary condition de�ne the residuals R and R@
, respectively,

R =
@u

@t
� L(u)� S(u; t)

R@
 = M(t; 1):

These residuals are indications of how successfully the solutions satisfy the math-

ematical model and, in general, are not equal to zero but are functions of the

spatial variables. If the trial functions are constructed such that the boundary

residualR@
 is satis�ed exactly, it is called the interior method. However, if both

the equation and boundary condition are not satis�ed exactly by the selected

trial functions, a supplementary set of trial functions is necessary to satisfy the

boundary conditions exactly and is referred to as a mixed method.

The minimization of the residuals is achieved by projecting them onto the

selected test functions to yield a set of ordinary di�erential equations/algebraic

equations for time-variant problems or an algebraic equation system for steady-

state problems. The resulting ODE and/or AE systems can be solved using time

integration schemes such as the Runge-Kutta method or the Newton-Raphason

method to �nd expansion coe�cients of the approximated solution. This com-

pletes the solution procedure.

The projection procedure can be written as an inner product over the entire
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domain if L2-norm is adopted:

hR; wki =
Z
V
R(x) wk(x) dx k = 0, 1, : : : , K

where V is the domain of interest and wk is the test function, or the weighting

function. The choice of the test functions is another important implementation

issue and distinguishes between several method of weighted residuals schemes,

namely, Galerkin, collocation, least-squares, subdomain, and moment versions.

A brief review of the �rst three methods is given as follows and the details can

be found in Flecther [114].

� Galerkin method

The test functions are selected from the family of the trial functions.

wk = �k(x)

The Tau method is used when the trial functions do not satisfy the bound-

ary conditions by construction.

� Collocation method

In this method, the test functions are translated Dirac delta functions

centered at the collocation points,

wk = �(x� xk)

where xk is the k-th collocation point. The property of the Dirac delta

function leads to Z x+
k

x�
k

f(x) �(x� xk) dx = f(xk):

In the orthogonal collocation method, the collocation points are chosen as

the roots of the highest-order trial function.

93



� Least-Squares method

The weighting function is derived from the minimization of the L2-norm

of the square of residual with respect to each expansion mode coe�cient,

i.e.,

d k R k22
dak

=
d

dak

Z
V
R2dx

=
Z
V
2R

dR

dak
dx

wk =
@R
@ak

:

The least-squares projection is the optimal discretization technique for a

given trial function expansion and is better suited to solving steady-state

problems.

4.2 MWRtools

MWRtools [110, 111, 112, 113] is a set of MATLAB v5.x based functions devel-

oped for solving boundary-value problems using globally de�ned trial functions

and weighted residual methods (MWR). The numerical techniques form a com-

putational toolbox consisting of a common set of numerical tools for implement-

ing the di�erent MWR techniques used in the numerical solution and analysis

of systems described by ordinary and partial di�erential equations.

The �rst version of the MWRtools focused on identifying the common compu-

tational modules which form a one-to-one correspondence between the MWR-

tools functions and the elemental steps of an MWR solution procedure [110,

111, 112, 113]. However, it only has limited computational capability to solve

problems described in two or three dimensions. Improvements are made in the

94



following version that strongly enhance the ability to compute the higher di-

mensional projections and solve the heterogeneous systems, de�ned by multiple

boundary value problems (BVPs) on one or more spatial domains [127]. This en-

hancement is made by implementing the object-oriented programming concepts

where variables and methods are encapsulated in the hierarchical classes. The

introduction of the operator/function overloading provides the computational


exibility to work with variables of di�erent data structures and is the major

reason to accomplish e�cient computations for multiple dimensional systems.

A collocation method based ODE/AE system time integrator is also devel-

oped and is externally integrated with a Gauss-Newton method based minimiza-

tion function for parameter estimation applications. Although there is not a

single function designed speci�cally for model reduction purposes, the proper

orthogonal decomposition and other model reduction algorithms can be imple-

mented by some combination of the individual functions.

The current MWRtools functions are listed in Tables 4.2, 4.2, and 4.2. Three

object classes, Loper, Tfun, and S�eld, are de�ned with individual constructors

to process methods provided by the corresponding linear operator, trial function,

and scalar �eld classes.
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Table 4.1: List of current MWRtools functions used for initialization, collocation

methods, and solution reconstruction.

MWR Elements [Output] = Function (Required Input, Optional Input)

Specify geometry x̂; ŵ; Â; B̂; Q̂ pd 'geom', M

Trial functions 	 gdf x̂, 'f(x̂,p)', 'x̂' f'p', pg

Eigenfunctions �, 	, �, sl 'geom', Â, x̂, ... v̂, p̂, q̂, ĝ, �, ...

wef , wad a, b, c, d, ŵ a1, b1, c0, d0

Collocation Q;w;A;B colmat �;x; x̂; ŵ; Â B̂

methods x colpts �; x̂ ŵ;xp; Â

Solution T sp2pd A, �

reconstruction

Spectral �lter s fsf �, N
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Table 4.2: List of the MWR functions especially designed for solving problems

de�ned in higher dimensions.

MWR Elements [Output] = Function ( Input )

Projection Ip wip F̂, Ĝ, ŵ

Orthogonalization � gs 	̂, ŵ

Array multiplication C mprod A, B, p, q, r

Ax = B Solver x msolve A, b

Diagonal array B mdiag A

Extract elements B extract A , n

Jacobian array J makejacobian T ,Jc

Operator multiplication y moper A,f ,dir

Term-by-term sums C msum A,B

ODE/AE solver [tout,Y,Q, odaepc fn, tint,y0,param,

t�ne,phi,dYdp] �un,C,T,M
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Table 4.3: List of classes in MWRtools and their corresponding methods.

Classes Methods [Output] = Method ( Input )

Loper Constructor L loper v, dir

Get �elds p, q get L

Obj. multiplication c mtimes L , B

Tfun Constructor F tfun t, dir, w

Get �elds p, q, w get F

tfun times loper C tfunset F , L

Obj. multiplication c mtimes a , F

Obj. dot product S times a , F

Inner product c wip A , F

S�eld Constructor S sfield A, dir

Get �elds p, q get S

Inner product c wip S, F
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4.3 Introduction to Nonlinear Least-Squares Parameter Es-

timation

The nonlinear least squares (NLS) problems studied in this research arise from

the need to estimate some of the CVD model parameter, where the objective

function, de�ned by the sum of squares of the di�erences between the experi-

mental data and model predictions, is nonlinear with respect to the parameters

instead of the independent variables. The parameter estimation problem gives

rise to an overdetermined system that has more observations (equations) than

the parameters (variables) to be estimated. When optimization proceeds, the Ja-

cobian matrix, the �rst derivatives of functions with respect to the parameters, is

not a square matrix due to the overdetermined system and several optimization

techniques that require square Jacobian matrix fail to apply.

There are two di�erent approaches to solve the NLS problems based on the

Newton method: the small-residual and the large-residual methods [128]. They

are given these particular names because these algorithms are more e�cient

when small or large function residuals exist, respectively. In the small-residual

algorithms, the second derivatives of objective functions are approximated by

ignoring the second-order derivatives terms. The large-residual algorithms retain

the second-order derivative terms but approximate them using schemes such as

the Quasi-Newton updating formula. In this introduction, we only introduce the

Gauss-Newton method. The detailed algorithms on nonlinear optimizations are

summarized in Scales [128] or Bard [129].
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4.3.1 Nonlinear Least Squares Problem Formulation and the New-

ton Method

The general form of a least squares problem formulated for parameter estimation

is as follows,

min
p
jjT(t)� T̂(t;p)jj22

� min
p

MX
i=1

wi

h
T (ti)� T̂ (ti;p)

i2
� min

p
F (p)

= min
p
f(p)T W f(p) (4.1)

where p is parameter vector to be estimated, f(p) = [f1; f2; : : : ; fM ]
T , and W

is the weighting matrix. In the ordinary least squares method, W = I. The

function fi, in general, represents the di�erence or the error between the expected

or predicted value (T̂) and the measurement (T):

fi(p) = ei(x) = T (ti)� T̂ (ti;p)

and ti is the independent variable such as time.

Applying the Newton method to NLS objective function F in Equation (4.1),

we obtain the iterative solution procedure

(JTk Jk + Sk)�pk = �JTk fk
pk+1 = pk +�pk (4.2)

where the �rst and second derivatives g(p) and G(p), the Jacobian matrix J,
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and the matrices T;S are de�ned as

gj = 2
MX
i=1

fi
@fi
@pj

or g(p) = 2JT (p)f(p)

Jij =
@fi
@pj

Gkj = 2
MX
i=1

"
@fi
@pk

@fi
@pj

+ fi
@2fi
@pk@pj

#
or

G(p) = 2JT (p)J(p) + 2
MX
i=1

fi(p)Ti(p)

= 2JT (p)J(p) + 2S(p)

Ti(p) = r
2fi(p)

S(p) =
MX
i=1

fi(p)Ti(p):

The main problems associated with using the Newton method are its some-

times unpredictable convergence properties and the need to compute the second-

order derivatives. Regarding convergence, because the objective function F (p),

in general, is not a quadratic function, the Newton algorithm will not reach

the minimum in a single step. Moreover, outside the neighborhood of the min-

imum the Hessian matrix G(p) is not necessarily positive de�nite and thus the

convergence is not guaranteed. Computationally, the Newton method requires

evaluation of the second-order derivative Sk and sometimes this is numerically

impractical because of the lack of analytical expressions or the computational

expanse of updating Sk in every iteration in the complicated parameter esti-

mation problems [128]. Therefore, the Newton method-based algorithms such

as the Gauss-Newton method have been developed to neglect the second-order

derivative Sk when either it is very small compared to the product of Jacobians

or the error fi(p) is very small [130]. This approach that ignores the second-

order terms has also been reported advantageous for parameter estimation when
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the models �t badly or the data are contaminated by outlier points, a case where

the second-order terms tend to destabilize the numerical procedure [130].

4.3.2 The Gauss-Newton Method

The Gauss-Newton method is one of the small-residual algorithms that approx-

imates the Hessian matrix only with the �rst-order derivatives and neglects the

second-order term Sk completely. Derived from Equation (4.2), it can be written

as

JTk Jk�pk = �JTk fk
pk+1 = pk +�pk: (4.3)

The Gauss-Newton method can be implemented to a broader range of prob-

lems than the Newton scheme because the product of the Jacobians, JTk Jk, is

always positive semi-de�nite, and it becomes the actual Newton scheme in the

neighborhood of the minimum, achieving a quadratic convergence rate. How-

ever, away from the minimum, the objective function value F (p) is not neces-

sarily reduced during each iteration because the step size (=1) maybe too large

due to the second-order term approximations. The convergence rate thus can

be enhanced by controlling the step size h with algorithms such as doubling

and halving or Box-Kanemasu (interpolation-extrapolation) method [131] in the

updating equation pk+1 = pk + h�pk.

When a large residual is present in the problem where the objective func-

tion value F (p�) is substantially larger than zero at the minimum p�, the error

functions f(p�) are not zero. The rank de�ciency is expected in the Jacobian
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matrix J(p�), or equivalently, JT (p�)J(p�) is singular because the �rst derivative

g(p�) = JT (p�)f(p�) should be zero at the minimum p� [128]. When this large-

residual case occurs, the convergence rate will become slow for the Gauss-Newton

method discussed above. One should switch to the singular value decomposition

to decompose the Jacobian and solve the problem as

Jk = Uk�kV
T
k

�pk = �Vk�
�1
k UT

k fk: (4.4)

The MWRtools function gnstep.m is written to perform the Gauss-Newton

method for the parameter estimation problems used in this research.
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Chapter 5

Simulation Results

In this chapter we present several model simulation results and their comparisons

with the experimental data provided in Chapter 2. A steady-state wafer tem-

perature model is constructed in Section 5.1 to study the gas composition e�ects

on wafer temperature and the interactive heat transfer mechanisms between the

reactor chamber components. Three dimensional gas 
ow and temperature �elds

are solved to provide the information of the energy exchange at the gas/wafer

interface and the heat transfer parameters are estimated and validated.

A dynamic wafer temperature simulator is built and tested in Section 5.2.

Multiple modeling equations are used to accommodate the di�erent thermal time

constants observed in the experimental data. The guide values of several model

parameters are identi�ed in a linearized form and serve as the initial guesses in

the nonlinear model parameter estimation procedure.
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5.1 In
uence of Gas Composition on Steady-State Wafer

Temperature

To describe the across-wafer temperature variations observed in our experimental

data, we use di�erent steady-state modeling approaches for wafer areas located

above and beyond the susceptor outer edge. For the wafer region positioned

above the susceptor (TC No.1-3), the governing equation (2.7) at steady-state

becomes

Qlamp +Qrad +Qtop +Qbot = 0: (5.1)

The value of Qtop is computed by numerically di�erentiating the gas temperature

at wafer/gas boundary as described in equation (2.8). Because the wafer is

not clamped against the susceptor, there is no real solid-solid contact [89], and

therefore an e�ective heat transfer coe�cient heff is used to approximate the

combined heat transfer between wafer backside surface and chamber 
oor. This

empirical, temperature-dependent heat transfer coe�cient can be approximated

by

heff(Tw) = heff;0 + �0(Tw � Tw;N2
);

which includes the nominal heat transfer coe�cient heff;0 and constant of pro-

portionality �0, that must be determined by �tting the experimental data to

the model. Modeling the heat transfer in this form is equivalent to the Taylor

series expansion of the true function, evaluated at Tw;N2
. The wafer thermal con-

duction term �Zw�wr2Tw is neglected because the averaged wafer temperature

measurement from thermocouples No. 1-3 is used for data analysis. However,

this conduction term proves to be small compared to other energy transfer mech-
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anisms when estimated for the TC No. 5 location and we should expect even

smaller amount of energy conducted for measurement points above the suscep-

tor. Temperature data from thermocouple No. 4 is not considered here because

it is a�ected by the susceptor edge heat transfer.

In the wafer region where thermocouple No. 5 is located, the wafer backside

surface is in contact with reactant gas. The steady-state model takes the form

Qcond +Qlamp +Qrad +Qtop +Qbot = 0: (5.2)

Qcond is approximated using �nite-di�erence formula

Qcond � �Zw�w(Tw;5)

"
Tw;1�3 � Tw;5

�R
� 0

#
=�R

where �R is the distance between thermocouple No. 5 and the averaged position

of thermocouples No. 1-3.

Under low pressure processing conditions, the heat conduction between two

parallel solid surfaces is proportional to the molecular mean free path in the gas

phase. Because the gap distance between wafer and chamber 
oor is comparable

to the gas molecular mean free path in the ULVAC system, the continuum 
ow

model of the heat transfer must be modi�ed and the correction of heat transfer

coe�cient is expressed as [89, 42]

heff � �g
�Zw;f + 2�w;f�

(5.3)

where �g is the mean thermal conductivity evaluated at Tw;f = (Tw + Tf)=2,

�Zw;f is the wafer-
oor gap distance, and � is the mean free path de�ned by gas

mixture molecular weight M , viscosity, and pressure p [96] as

� = 3:2
�

p

 
RTw;f

2�M

!1=2

:
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The constant �w;f is de�ned by thermal accommodation coe�cient � and the

ratio of speci�c heats 
 = Cp=Cv at constant pressure and volume [89, 42]

�w;f =
2� �

�

9
 � 5

2
 + 2
;

and is on the order of unity.

5.1.1 Parameter Estimation

There are several parameters in the wafer energy balance model for which values

are di�cult to compute accurately using published correlations or other a priori

approaches. The lamp radiant 
ux intensity at the wafer surface, Qlp, depends

on the true emissive power of the heating lamps, the geometry of the reactor

and chamber walls, and the adsorption characteristics of the quartz showerhead

window. The upper limit ofQlp of the ULVAC system, however, can be estimated

by dividing the product of measured maximum lamp current and voltage by an

approximated 0.3 m diameter circular area of the chamber 
oor.

The thermal accommodation coe�cient �, used to de�ne the constant �w;f in

the conductive 
ux relation for the thin gas gap between the wafer and chamber


oor, can deviate from the theoretical value calculated using the hard sphere

molecular collision assumption [89]. Here we take the approach of Kleijn and

Werner [42] to estimate the value of �w;f instead. As discussed in the previous

section, the temperature dependent heat transfer coe�cient heff must also be

identi�ed by using experimental measurement to accommodate the overall heat

transfer coe�cient that combines thermal conduction from wafer to susceptor,

thermal conduction across the susceptor, and reactant gas thermal conduction

between susceptor and chamber 
oor. The representative guide values of the
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system parameters to be estimated are listed in Table 5.1 for reference.

5.1.2 Solution Procedure

To estimate the system parameters Qlp, �w;f , heff;0, and �0, we developed an

iterative solution procedure that solves equations (2.12)-(2.8) to resolve the inter-

actions at the wafer/gas phase boundary. The overall solution algorithm begins

by using the gas composition and measured wafer temperature to compute cor-

responding physical properties and to set the 
ow velocity and temperature �eld

boundary conditions. The gas 
ow velocity �eld is computed using a Galerkin

discretization technique [132] based on globally de�ned eigenfunctions; this solu-

tion approach determines the 
ow velocity component vx and the pressure drop

term �gt.

By de�ning the gas temperature as a linear combination of gas temperature

inside the gas domain (T
) and at the chamber top and bottom boundaries

(T@
;t, T@
;b),

Tg = T
 + T@
;t + T@
;b

=
L;M;NX
l;m;n=1

blmn�l(x) m(y)�n(z) +
L;MX
l;m=1

alm�l(x) m(y)z

+
L;MX
l;m=1

dlm�l(x) m(y)(1� z); (5.4)

we can formulate the residual of the gas temperature equation by substituting

the corresponding trial function expansions into equation (2.13) to de�ne the

residual function

R = LT
 + L(T@
;t + T@
;b)� vx
@Tg
@x

: (5.5)
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In equation (5.4) the blmn, alm, and dlm are mode amplitude coe�cients, and

�l,  m, and �n are eigenfunctions in the three physical directions that satisfy

L� � = �� � and the homogeneous form of boundary conditions (2.14). The

values of alm and dlm are computed by projecting the gas temperature boundary

conditions at z = 0; 1 onto (5.4). The residual function (5.5) is then projected

onto the eigenfunctions using Galerkin's method. Because the eigenfunctions are

de�ned by the eigenvalue problem L� � = �� �, we simplify the �rst term in

(5.5) by replacing it with
PL;M;N

l;m;n=1 �lmnblmn�l m�n.

Because of the relative minor contribution of the convective term vx @Tg=@x,

the mode amplitude coe�cients can be determined by the convergent, iterative

algorithm:

bi;j;k =

*
L(T@
;t + T@
;b)� vx

@Tg
@x

; �i j�k

+
=�i;j;k: (5.6)

The weighted inner product is de�ned as

< f; g >=
Z 1

0

Z 1

0

Z 1

0
f g dxdydz:

The representative gas temperature contours and wafer/gas energy transfer rate

are displayed in Figure 5.1 for the simulation condition corresponding 100 sccm

N2.

Taking the wafer-average gas/wafer heat transfer rate (Figure 5.1(b)) as

the Qtop in equation (2.8), we compute the wafer temperature using Newton's

method to solve equation (5.1) for the TC No. 1-3 region and (5.2) for the TC

No. 5 region. The updated wafer temperature is then fed back to the gas tem-

perature computation as a new boundary condition at the chamber 
oor, and

the entire computation is performed again. This iterative wafer temperature
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Figure 5.1: (a) Gas 
ow �eld and temperature contours where each contour

represents 50 K temperature di�erence. (b) Wafer/gas heat transfer rate at

centerline of the reactor chamber. Simulation performed at N2 = 100 sccm and

500 mTorr. (c) Di�erence of heat 
ux across wafer/gas boundary between N2

= 100 and 60 sccm, where �q = qN2=100 � qN2=60.
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computation scheme stops when a pre-speci�ed temperature error tolerance is

satis�ed.

The parameter estimation procedure is based on minimizing the sum of the

squared errors (SSE), where the error is de�ned by the di�erence between the

experimentally measured and predicted wafer temperature at each gas compo-

sition. A Matlab optimization toolbox function minsearch.m is used for this

parameter identi�cation method. The total identi�cation procedure consists of

the two optimization substeps:

1. Estimate the values of Qlp and �w;f by minimizing the objective function

de�ned by temperature data from TC No. 5.

2. Using the value of Qlp estimated in �rst step, calculate the e�ective heat

transfer coe�cient parameters heff;0 and �0 based on the minimizing the

objective function de�ned by mean temperature measurement of TC No.

1-3.

The empirical showerhead temperature Tsh and 
oor temperature under the

wafer Tf are assumed to be a constant 150 oC and 60 oC at steady-state, respec-

tively. These values were obtained after a number of parameter identi�cation

runs and are consistent with observations made during the experiments. Fig-

ure 5.2 shows the steady-state temperature measurements taken from Figure 3.6;

an extra wafer temperature point at 20% hydrogen was interpolated and used

along with these measurements in the parameter estimation procedure. The

estimated results are listed in Table 5.1.
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Figure 5.2: Wafer temperature from experimental data (solid curves with circles

at data points) and model prediction (dot-dash curves and squares).
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5.1.3 Model Validation and Discussion

We approach the problem of assessing the validity of our CVD simulator from

two directions. The �rst test consists of a direct comparison of the model pre-

dictions over the entire gas composition range to the interpolated experimental

data curves. Because the observed wafer temperatures demonstrate a nearly

linear correlation with gas H2 fraction, this test provides a good indication of

whether the model structure and parameter values correctly re
ect the balance

between the highly nonlinear contributions of radiative heat transfer terms and

the composition-dependent heat transfer mechanisms. Comparing the model

predictions and experimental data reveals a mean model prediction error of less

than 3 K for each data set (Figure 5.2). The heat transfer contributions from

each terms in equation (2.8) are plotted in Figure 5.3. In both wafer regions, the

radiative heat 
uxes (Qlamp and Qrad) dominate in the high temperature range

(> 300 oC) and show nonlinear variations relative to the other heat transfer

mechanisms because of the temperature dependency of wafer emissivity (ab-

sorptivity). The heat loss from Qbot, which is more signi�cant in the wafer area

outside the susceptor (Figure 5.3(b)), increases in higher hydrogen fractions due

to gas thermal conductivity increases and becomes equivalent to wafer irradia-

tion around 300 oC (corresponding to 80% H2 in Figure 5.3(a) and 60% H2 in

(b)). The thermal conduction through the wafer resulting from wafer tempera-

ture nonuniformity is negligible (Figure 5.3(b)), justifying our decision to ignore

this term in the more temperature-uniform wafer interior region.

As the second test of model validity, we compare identi�ed parameter values

to values used in other studies, or compare our identi�ed values to a range of

values that can be theoretically justi�ed. The guide and identi�ed parameter
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Table 5.1: A list of model parameter values, their estimated values or range, and

the �nal values obtained from the identi�cation procedure.

Variables Guide values Reference Values identi�ed

Qlp 46740 W=m2 Maximum value 30341.6 W=m2

�w;f � 1 [42] (Theoretical value) 17.820

30 [42] (Estimated value)

heff;0 > 0 3.409 W=(m2K)

�0 �0 < heff;0=(120K) -0.048 W=(m2K2)

values are compared in Table 5.1. The system dependent maximum incident

lamp radiant 
ux Qlp, as computed in previous section, is found to be about 1.5

times the value we estimated. The constant parameter �w;f , on the other hand,

is an order of magnitude larger than the theoretical value, but it is close to the

value that was identi�ed by Kleijn and Werner [42] using data obtained from

their low pressure CVD reactor. Finally, the overall wafer/chamber 
oor heat

transfer coe�cient must be positive. Because Tw � Tw;N2
< 0, the requirement

heff > 0 translates into an upper limit of �0 as de�ned in Table 5.1; we note

that the identi�ed value satis�es this condition.

Solution Insensitivity to Flow Field

In Figure 5.1(c), we compare predicted gas/wafer heat transfer rates at 100 and

60 sccm nitrogen gas 
ows, corresponding to the experimental conditions used

in Figure 3.7. While these simulations are computed based on the averaged
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region, and (b) region outside the susceptor.
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thermocouple temperature measurements of TC No. 1-3, similar results are

obtained when TC No. 5 measurements are used in the computation. The dif-

ferences of the energy 
ux across the wafer/gas boundary of both gas 
ow cases

are less than 7 W=(m2K) and are small compared to the magnitude of the gas

heat transfer rate itself. These simulation results corroborate with our experi-

mental observations that the convective heat transfer e�ects are negligible when

compared to gas conduction. The combination of the model predictions and

experimental observations of the relative insensitivity of the wafer temperature

to the gas velocity �eld justi�es our omission of detailed 
uid 
ow simulations

of the combined side inlet and showerhead inlet streams.

Extrapolation of Model Predictions

The validated model predictions can be directly or indirectly extrapolated to

actual processing condition. For example, because the convective heat transfer

has only an insigni�cant e�ect on the wafer temperature, we can expect our

wafer temperature predictions will not be a�ected by the 4 rpm wafer rotation

used during process operation.

The use of the instrumented wafer limited experimental observations to tests

only with non-reacting gas species. However, because wafer temperature was

directly correlated to gas thermal conductivity in our modeling work, the results

can be directly extrapolated to process gases containing WF6 and H2 and/or

SiH4 with adjustments made to wafer emissivity due to the deposited tungsten

�lm. Our current blanket tungsten deposition processing recipe [31] consists of

10 sccm WF6 and 40 sccm H2 with a 15 to 20 minutes pre-conditioning period;

our simulation predicts Tw = 322 oC at the start of deposition.
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5.2 Wafer Thermal Dynamical Simulation

One of the motivations and main topics of this research is to improve the large

wafer temperature di�erence between the system readings and the temperature

measurements from the test TC wafer. Although alternative methods such as

the experimentally developed processing window described in Section 3.4 can

provide relatively constant steady-state wafer temperature during a limited time

period for the tungsten deposition, a validated wafer temperature model that

can predict the true wafer transient behavior is required to improve or redesign

the temperature control system.

The wafer thermal dynamics model presented in this section is developed

based on the heat transfer mechanisms studied for a steady-state model in Sec-

tion 5.1 and the dynamic wafer temperature experimental data shown in Sec-

tion 3.4.

5.2.1 Single Equation Wafer Temperature Model

Because the wafer energy balance model developed in Section 5.1 was based on

steady-state data and ignored the transient term in Equation (2.7), the corre-

sponding thermal mass Mw, originally de�ned as the product of wafer mass and

the heat capacity, (Aw�zw�w)Cpw , for the wafer temperature equation had to be

determined from the dynamic experimental data for unmodeled fast transient

e�ects.

We also noted (Section 3.2) that the true lamp power was not a linear function

with respect to the lamp control signal recorded from the experiments during the

fast transient conditions. Moreover, the lamp radiation actually emitted from
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the lamp bank varied with lamp tungsten �lament temperature. Therefore, an

additional scaling factor �w;ref was used in the lamp heating term to correct the

lamp power level, giving the wafer temperature modeling equation

Mw
@Tw
@t

= �w;ref�w(Tw)Qlpu(t) + F�;topFA;top�
�
T 4
sh � T 4

w

�

F�;botFA;bot�
�
T 4
f � T 4

w

�
+ hg(Tw)(Tg � Tw)

+hw;f(Tw)(Tw � Tf): (5.7)

A linear model of the form

d Tw
d t

= Alin;w Tw +Blin;w u(t) (5.8)

is used to �nd the guide values of Mw and �w;ref . It can be derived by using

the Taylor series expansion of the nonlinear wafer energy balance equation (5.7)

subject to the reference wafer temperature Tw;ref and power signal uref and

truncating after the �rst term. The linear model parameter Alin;w and Blin;w

were given as

Alin;w(Tw;ref) =

8<
:�

"
@F�;topFA;top�T

4
w

@Tw

#
Tw;ref

�
"
@F�;botFA;bot�T

4
w

@Tw

#
Tw;ref

�
"
@hw;gTw
@Tw

#
Tw;ref

+

"
@hfTw
@Tw

#
Tw;ref

9=
; 1

Mw

=
n
�4F�;top(Tw;ref ; Tsh;ref)FA;top�T 3

w;ref

�4F�;bot(Tw;ref ; Tf)FA;bot�T 3
w;ref

�hw;g(Tw;ref) + hf (Tw;ref)g 1

Mw

Blin;w(Tw;ref ; uref) =
1

Mw

"
@�w;ref �wQlp u

@u

#
Tw;ref ;uref

=
�w;ref �w(Tw;ref) Qlp

Mw
:
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The solution to the linear equation is given by

Tw(t) = eAlin;wt Tw(0) +
Z t

0
eAlin;w(t��) Blin;w u(�) d� (5.9)

where Tw(0) is the initial condition. In this single equation model, the model

parameter Alin;w is the process eigenvalue that characterizes the system temper-

ature dynamics and Blin;w represents the lamp controller gain.

The computations for the parameters Alin;w and Blin;w were performed in

two steps. By using only the ramp down wafer temperature data in Figure 3.16

where the lamp was shut down, the process eigenvalue Alin;w can be estimated

by solving the linear least-squares problem formed by multiple measurement

points. The lamp power gain constant Blin;w was then approximated using the

steady-state wafer temperature data

Blin;w � Alin;w
Tw;ss
uss

because for constant u in Equation (5.8),

Tw(1) = �Blin;w

Alin;w
u:

The thermal mass Mw was then estimated from Alin;w at the reference tem-

perature and the scaling factor �w;ref was obtained using Blin;w and Mw. The

values of Mw and �w;ref were used as guide values in the nonlinear model and

several model prediction results for a multiple heating cycles process (from Fig-

ure 3.19) were compared in Figure 5.4.

There were three predicted temperature curves with the scaling factor, or

the power gain, adjusted such that the model predictions �t the averaged ex-

perimental temperature trajectory during the ramp-up or ramp-down periods

119



0 10 20 30 40 50
0

50

100

150

200

250

300

350

Time  (min)

T
em

pe
ra

tu
re

  (
 o C

)

T
w,1

  
T

w,2
  

T
w,3

  
T

w,exp

Figure 5.4: Comparison of the wafer temperature between the experimental

measurements Tw;exp (from Figure 3.19) and the single equation nonlinear wafer

temperature model predictions Tw;1; Tw;2 and Tw;3 for a multiple heating cycles

process.

around the �rst and second setpoints change in Figure 5.4. Although the mod-

els predicted the temperature response relatively accurately in the ramp-down

phase, the wafer temperatures in these three cases failed to capture the true

thermal dynamics when lamp heating was used in the process.

There were two other physical phenomena observed in the experimental data

that cannot be predicted by the single equation wafer temperature model. The

fast transient response, shown as the initial temperature \bump", was ignored by

the wafer model. This was understandable because, as discussed in Section 3.4
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for Figure 3.17, the initial \bump" behavior mainly resulted from the thermo-

couple heating that re
ected the immediate lamp power variations. These fast

thermocouple responses to the lamp radiation could also been observed experi-

mentally in the subsequent setpoint changes, such as those shown in Figure 5.5

from the experimental data provided in Figure 3.19.

The second phenomena that the single wafer model failed to predict was the

long term temperature increase from the slow reactor chamber heating, especially

the temperature increase of the transparent quartz showerhead, as discussed

in Section 3.4. Therefore, a new model that included the thermocouple and

showerhead energy balance equations was developed as the new temperature

simulator.

5.2.2 The Three Equation Temperature Simulator

In the new temperature simulator, the measurements from the instrumented

wafer were compared to the thermocouple temperature predictions. The thermo-

couple and showerhead equations (2.10), (2.11) were rearranged to the following

forms

Msh
@Tsh
@t

= �sh;ref�sh(Tsh)Qlpu(t) + F�;sh�wFA;sh�w�
�
T 4
w � T 4

sh

�

F�;sh�fFA;sh�f�
�
T 4
f � T 4

sh

�
+ hsh(Tsh)(Tg � Tsh) (5.10)

@TTC
@t

=
�TC0 + �TC1(u(t)� uss)

MTC
Qlpu(t) +

hTC
MTC

(Tw � TTC)

(5.11)

where uss was the reference power level and was set to the steady state value of

0.56 used in the gas composition experiments from Section 5.1.
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Figure 5.5: The wafer temperature (thermocouples) fast response to the lamp

power variations during setpoint changes. Data are taken from Figure 3.19.
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Several model parameters from all three equations had to be estimated us-

ing the experimental data. We chose to identify the power scaling factors for

wafer �w;ref and showerhead �sh;ref , the showerhead conductive/convective heat

transfer coe�cient hsh, and the three thermocouple absorptivity and conductive

heat transfer parameters divided by the thermocouple thermal mass, �TC0=MTC ,

�TC1=MTC , and hTC=MTC.

The identi�cation of the wafer power scaling factor was needed because the

nonlinear behavior of the true lamp radiant power and the control signal as well

as the constant showerhead temperature used in the steady-state model, while

the showerhead power scaling factor was mainly used to model the true nonlinear

lamp power output. Although the showerhead heat transfer coe�cient could be

computed from the gas temperature gradients near the gas/showerhead interface

in a similar procedure used to compute the heat transfer coe�cients for wafer,

we chose to estimate its value because the hydrogen gas used in our dynamic

experiments passed through the showerhead and added an additional cooling

e�ect.

The wafer thermal mass Mw used the value identi�ed from the linearized

model while the empirical showerhead thermal mass Msh was estimated from

the numerical experimental studies.

The parameter estimation problem was formulated as in equation (4.1) with

parameter vector p containing six elements described in above paragraphs. The

averaged temperature measurements in Figure 3.19 was used for the identi�ca-

tion procedure and interpolated at total 60 nonequally distributed time points.

Thermocouple temperature predictions were used to compare with the experi-

mental data in the nonlinear least-squares problem.

123



0 10 20 30 40 50
0

50

100

150

200

250

300

350

400

Time  (min)

T
em

pe
ra

tu
re

  (
 o C

)

T
w
    

T
TC

 
T

sh
 

T
exp

Figure 5.6: The wafer temperature prediction from the identi�ed model. Results

are compared with experimental data shown in Figure 3.19.

The identi�ed parameter values and the wafer and showerhead empirical ther-

mal masses were listed in Table 5.2 and the model prediction was plotted along

with experimental data in Figure 5.6. The initial condition used in the simulation

for the thermocouple temperature was the same with the initial wafer temper-

ature and 50 oC was used for the showerhead temperature from experimental

experience. The predicted wafer temperature (dash-dotted curve in Figure 5.6)

had good agreement with the experimental data during the ramp-down period in

each heating cycle but had large temperature di�erences in the ramp-up phase.

The long-term wafer temperature heating phenomena was successfully captured

by the addition of the slowly increased showerhead temperature.

On the other hand, the thermocouple temperature successfully predicted the
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Table 5.2: A list of identi�ed model parameter values.

Parameters Values identi�ed

�w;ref 1.13

�sh;ref 0.05

hsh 3.56 W=(m2K)

�TC0=MTC 0.0018

�TC1=MTC 0.0224

hTC=MTC 1.20

Mw 2500 J=(m2K)

Msh 13332 J=(m2K)

TC wafer measurement data over the entire process. Large temperature oscilla-

tions were generated at the beginning of each setpoint change due to the lamp

power ampli�cation, where large values of the lamp control signals were ampli�ed

more by the lamp power signal squares (u(t)2) of the lamp radiation absorption

term when compared to its small steady-state values. However, it should be

noted that good agreements achieved between the data and predictions in the

remaining process were more important for the simulator applications.

5.2.3 Model Validation and Simulation Results

The three equation temperature model was validated by comparing the model

predictions with the instrumented wafer measurements in another process with
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Figure 5.7: The wafer temperature prediction from the identi�ed model. Results

are compared with experimental data shown in Figure 3.20.

multiple heating cycles (see Figure 3.20). Although the high temperature set-

points were the same with those used in the identi�cation experiment that

switched between 450, 500, and 550 oC, they were reset to zero instead of 450

oC for the ramp-down periods and thus reduced the overall heating to the show-

erhead. This di�erence of energy transfer to the showerhead between these two

experiments provided a good test for the showerhead temperature model and the

di�erence was showed both in the slower temperature increase in Figure 5.7 com-

pared to Figure 5.6 and the waving behavior between ramp-up and down phases

of the showerhead temperature. Except the consistent underpredictions of the

thermocouple responses to all 550 oC setpoints, the slow increase of the shower-

head temperature proved to successfully capture the long term heating dynamics
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of this process and explained the small increases of the peak temperature values

in the experimental data over the entire process.

Because the temperature was relatively low at the beginning of each small

heating cycle, the large temperature \bumps" can only qualitatively predicted by

the current model. Peak temperatures for the 450 oC setpoints were predicted

accurately, and the di�erences of peak temperature for the 500 and 550 oC

setpoints were about 4 and 10 oC, respectively. Those di�erences mainly resulted

from the current form of the thermocouple absorptivity and the selection of

the steady-state lamp control signal value, and could be improved should more

accurate absorptivity model developed.

Process Simulation

The simulation results for the three single heating cycle processes with temper-

ature setpoints at 450, 500, and 550 oC were shown in Figures 5.8, 5.9, and

5.10, respectively. The model predictions of the thermocouple temperature had

good agreements with the temperature data in the 450 oC case but showed dif-

ferences in other two processes, as those di�erences found in the predictions of

the validation experiment.

When compare the di�erence between the thermocouple and wafer tempera-

ture predictions, the predicted wafer temperature was almost the same with the

thermocouple temperature in the 450 oC process. However, there were 10 to 25

oC di�erences when the processes approaching the end of ramp-up periods in

the other two cases and also di�ered from the measurement data. These o�sets

can be explained by the structure of the thermocouple modeling equation (5.11)

that when the process approached the steady-state, there were always some dif-
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Figure 5.8: The wafer temperature prediction from the identi�ed model. Results

are compared with experimental data shown in Figure 3.14.

ferences between the wafer and thermocouple temperatures if the lamp power

signal was di�erent from the reference value uss at the steady-state.

The simulation of the process window which discussed in Section 3.4 was

presented in Figure 5.11. The steady-state deposition period was predicted with

about 4 to 7 oC di�erence with the experimental data during the constant tem-

perature deposition period.
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Figure 5.9: The wafer temperature prediction from the identi�ed model. Results

are compared with experimental data shown in Figure 3.15.
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Figure 5.10: The wafer temperature prediction from the identi�ed model. Re-

sults are compared with experimental data shown in Figure 3.16.
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Figure 5.11: The wafer temperature prediction from the identi�ed model for

processing window shown in Figure 3.13.
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Chapter 6

Conclusions and Future Work

6.1 Concluding Remarks

In this thesis, the fundamentals of chemical vapor deposition equipment model-

ing were reviewed and a mathematical model for the ULVAC ERA-1000 tungsten

chemical vapor deposition reactor was developed. A data acquisition system was

built for the tungsten CVD system and several sets of experiments were con-

ducted to investigate the e�ects of process parameters such as gas composition

and chamber pressure on the wafer temperature. A large temperature di�erence

was found during the process between the system reported wafer temperature

and measurements from a thermocouple instrumented wafer placed inside the

reactor. Recipes providing constant wafer temperature for tungsten deposition

in �nite time periods were experimentally developed.

A three dimensional steady-state gas 
ow and temperature model was devel-

oped and used to compute the energy transferred across the gas/wafer interface.

Several weighted residual methods based on globally de�ned basis functions were
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used for the discretizations of the PDE modeling equations. Parameter estima-

tion techniques were implemented to identify the system dependent wafer heat

transfer parameters from the experimental data in an iterative computational

scheme that considering the interactive energy exchanges between the wafer and

gas temperature �elds. Good agreement was found between the model predic-

tions and experimental measurements at various gas compositions while esti-

mated parameter values were comparable to those published in the literature.

Wafer temperature was found to be a strong function of the gas compositions

indicating the model predictions could be extended to the processes with reac-

tive gases. Both experimental and simulation studies showed the gas 
ow �eld

had little e�ect on wafer temperature at the low chamber pressure.

A dynamic temperature simulator was built based on the steady-state wafer

temperature model that uses only the experimentally recorded lamp control sig-

nals to predict the temperature trajectories. Empirical wafer thermal mass and

lamp controller gain were estimated using a linearized wafer temperature model

from a single heating cycle experiment. A three-equations model was devel-

oped to represent the fast transient temperature dynamics and long-term show-

erhead/chamber heating phenomena. Several heat transfer parameters of the

model were identi�ed using the Gauss-Newton method and the simulator suc-

cessfully predicted the temperature trajectories for several single or multiple

heating cycles experiments.
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6.2 Suggested Future Work

The dynamic wafer temperature model presented in this thesis provides valuable

information on the heat transfer mechanisms and can be used to improve the

temperature control system. Several research topics that can be built on this

work are suggested as follows:

Thermocouple Model Re�nement

The current thermocouple modeling equation only considers heat conduction

from surrounding wafer regions to the thermocouples and the lamp radiation

absorption. The absorptivity used in the model is a linearized function of the

lamp power control signal and the deviations between the wafer and thermo-

couple temperature predictions will arise when process has di�erent steady-state

power level from the reference value used in the linearization. Improvements to

reduce temperature o�set and the temperature oscillations at the beginning of

setpoint changes could be made by developing better absorptivity model and/or

the addition of thermocouple emission heat transfer term.

Model Extension to True Process Conditions

The models developed and validated in this research are based on the experimen-

tal data obtained in processes using non-reacting gases due to the limitation of

the instrumented wafer. Although research results indicate the model predictions

can be extended to the true process conditions, e�ects of the wafer emissivity

and absorptivity changes due to the deposited tungsten �lms has yet to be an-

alyzed. To extend model for processes with reactive gases, experiments should
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be conducted to quantify the temperature di�erences resulted from emissivity

changes.

Model Reduction Studies

Model reduction is a means to arrive at simpli�ed descriptions of the behavior

of a complex system that is computationally ine�cient for real-time simulation

applications. Optimal trial functions can be obtained by applying the statistical

based methods to either simulation results or experimental data. The three

dimensional gas temperature �led computation can be simpli�ed and accelerated

if the optimal trial functions are obtained and used.

Wafer Temperature Control Improvement

The developed dynamic temperature simulator can be integrated with the data

acquisition system using LabVIEW interface, the predicted wafer temperature

thus can be used to replace the ULVAC adjusted wafer temperature as the feed-

back signal for the system temperature controller. After �ne tuning the PID

controller parameters, the new system could provide better control of the wafer

temperature. However, the implementation issues such as inaccurate tempera-

ture information given by the simulator due to process drifts should be carefully

studied.
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