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ABSTRACT

Adaptive arrays are a key technique for mazimizing the ca-
pacity of wireless multimedia CDMA networks. In this pa-
per, we present two approaches for blind adaptive weight con-
trol in @ CDMA environment which offer low implementa-
tion complezity. The first method is based on the concept
of a self-generated reference signal combined with traditional
LMS and RLS adaptive algorithms. The second method is
an eigenspace algorithm which is based on eigenvalue decom-
position and interference cancellation. Simulation results for
both methods are presented for a low-mobility multipath envi-
ronment and show reliable convergence with significant SINR
improvements in the reception of a desired signal.

INTRODUCTION

Adaptive antenna arrays are a promising technique for max-
imizing the capacity of wireless CDMA networks. The ma-
jor challenge to implementing adaptive arrays in a CDMA
network is the development of robust adaptive array tech-
niques capable of acquiring and tracking a desired user’s sig-
nal in a time-varying environment with a large number of
active users. Blind adaptive array techniques are particu-
larly attractive because they eliminate the need for training
sequences which often reduce overall transmission rates and
require additional synchronization between the transmitter
and receiver. However, existing blind adaptive array meth-
ods focus on scenarios for which the number of signals arriv-
ing at the array is small (i.e., less than the number of antenna
elements), and thus are not suitable for a CDMA environ-
ment. Therefore, recently there has been growing interest
in blind adaptive array techniques for CDMA. Furthermore,
the current trends toward multimedia services requires ro-
bust adaptive methods suitable for both high and low data
rate users. Blind methods have been proposed in {3, 4] for
DS/CDMA networks, but suffer from high complexities.
With this motivation, we have been pursuing two promis-
ing approaches for blind antenna weight control in CDMA
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systems which offer low implementation complexity. We will
begin with a brief description of the signal model. Then,
present each approach along with simulation results. Finally,
we conclude with some brief remarks.

SYSTEM MODEL

Consider a single cell CDMA network supporting S types of
service characterized by data rates (R;, Rs,. .., Rs) and cor-
responding quality of service requirements (Q1,Q2,...,Q@s)-
For simplicity, the k" user of service type-i is denoted as user
(i,k). The CDMA network under consideration employs a
Variable Spreading Gain (VSG) technique for accommodat-
ing different data rate services. In VSG, each user has a
common carrier frequency, f. and common chip duration,
T.. This means all users in the network have their signals
spread over the entire available bandwidth, B = TL As a
result, the processing gain for each service type (N;) is de-
pendent on its data rate (i.e., N; = g3).

The cell base station is sectorized and each sector has a
uniformly spaced linear array of M elements. If we consider
a CDMA system for which the maximum signal propagation
time across the array, Tprop, satisfies the condition: 7pr0p <
B~!, we can make a narrowband array approximation and
model time delays across the array as phase shifts. Under
this assumption, the complex baseband representation of the
received signal from user (i, k) can be written as:

L
-a(1)
%ix(t) = S/ Pt = TiDbir(t = ) ral) (1)
=1 v~

e
xﬁ_l(t)

where L is the number of signal paths received from each

user. Pi(’l,z, Ti(f,z, 952, and agfi represent the received power,
propagation delay, signal phase, and antenna response vector
for the I** signal path of user (i,k). b;x(t) represents the

data waveform of user (¢, k) and consists of an i.i.d sequence

of rectangular pulses of amplitude +1 with duration Tb(i) =
Ri'l. Similarly, ¢; x (t) represents the code waveform for user
(i, k) consisting of an i.i.d sequence of rectangular pulses of
amplitude +1 with duration T.. In this model, we assume
that each signal path from a user arrives at the array from a
random angular direction and that all signal paths for a user
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Figure 1: Proposed Adaptive Array Implementation.

have arrival times separated by greater than a chip duration
. !
(e, Jrl) =72 > 1)
Now, suppose the number of active users of each service
type are given by (K1, Ka, ..., Ks). The total received signal
vector at the array is:

x(t) =

i=1

x

%ik(t) + 1) (2)

1

a
1]

where n(t) represents the noise at each antenna element.

SELF-GENERATED REFERENCE SIGNAL
APPROACH

Description of Implementation

Our first proposed approach to blind antenna weight con-
trol for an adaptive antenna array in a CDMA network is
based on a self-generated reference signal concept. Our pro-
posed implementation is illustrated in Figure 1 and consists
of a reference signal generator and antenna weight controller.
The reference signal generator samples and processes the re-
ceived signal from one antenna element over a portion of the
nth data bit of the desired user’s signal to obtain a refer-
ence signal #(tJ) for some future time #™ in the nt* data
bit (see Figure 2). The antenna weight controller in Fig-
ure 1 employs adaptive algorithms that recursively compute
the antenna weights which minimize the mean square error
between the array output y(t(Gn)) =wH x(tg1 )) and our gen-
erated reference signal f(t(c?)). This process of reference sig-
nal generation and antenna weight update can be repeated
for each data bit of the desired signal. However, to reduce
computational requirements we could also update antenna
weights every N** data bit. Since our proposed approach ob-
tains a reference signal from the received signal and does not
require a training sequence, this represents a blind method
of antenna weight control.

ndata bit of desired user

T T 1T

Process G samples .
LYRL
of received signal - (1)

Figure 2: Conceptual illustration of reference signal genera-
tion process.

Without loss of generality assume our desired signal is

iglg(t) and assume we have a code lock on it. The process-

ing performed to obtain f(tg)) from the received signal of
antenna element 1 is summerized as:

(1) The received signal from antenna element 1 is sampled

once per chip over G chips of the nt" data bit of iﬁ (t)
where G | N;.

(2) Each sample is multiplied by the corresponding desired
user’s code for that sample time.

(3) The G samples are averaged and the result is multiplied

by the desired user’s code chip for time tg’).

Based on this philosophy, our generated reference signal
is given by:

(n)
~ L3 gt t . n
#5)) = PR Mibames (12D + i) @)

~

r(tg))

where r(t(c?)) is a replica of i&lz (t) at time tg‘)

and represents
an ideal reference signal. The interference i.(t(G")) is a zero-
mean random variable which represents the contribution of
other user interference and noise to our generated reference
signal. Since it is assume that the code sequences for each
user are i.i.d sequences and ITi(f,Z - Ti(f:)] > T, for I # m,
it can be verified that E[x(t(c?))i*(t(cn))] = 0. Thus, i(t(c?))
is uncorrelated with x(tg‘)). We define a reference signal
quality metric denoted as Qs as the ratio of the power of
r(t(c?)) to the power of i(t(c?)) in 7°(tgl )). An ideal reference
signal has Qres = 0.

The optimal antenna weights, w;, which minimize the
mean square €rror between f(t(G")) and y(t(G")) are given by
[2] as

ws = R Elx(tG))7 (t67)] (4)

where Ryp = E[x(tS))x (5

trix. Substituting (3) into (4) and using that i(tg1 )) is un-

)] is the signal correlation ma-
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correlated with x(tg‘)), we see that
Wi = R;;E[x(t(él))r" (t(c?))] =w, (5)

where w, are the optimal antenna weights associated with
an ideal reference signal. Thus, the optimal antenna weight
associated with our generated reference signal are equivalent
to the optimal antenna weights associated with an ideal ref-
erence signal (training). Furthermore, since igli (tgl)) is un-
correlated with iili (t(G")) for (i,k,1) # (%,IE,[), the antenna
weights w; will also maximize the SINR at the output of the
array for the desired signal igfz(t).

Simulation Results

With the description of our proposed implementation com-
plete, we are now prepared to examine its performance for a
multimedia CDMA network. In our simulations we consider
two classical reference signal-based adaptive algorithms for
the antenna weight controller: Least Mean Square (LMS)
and Recursive Least Squares (RLS) [1]. For simplicity, let us
denote our proposed implementations as illustrated in Fig-
ure 1 employing RLS and LMS algorithms for the antenna
weight controller as Array System I(RLS) and Array System
I(LMS). The criteria we will use to evaluate array system
performance is SINR at the array output. Using this perfor-
mance criteria, we compare the performance of Array Sys-
tem I(RLS) and Array System I(LMS) to the performance
of baseline adaptive array systems employing RLS and LMS
algorithms with an ideal reference signal. These baseline sys-
tems denoted as Array System II(LMS) and Array System
II(RLS) are representative of an adaptive array system us-
ing training for antenna weight control and provide an upper
bound on the performance of Array System I.

The communication network for which we will evaluate
array performance is a 1.25 MHz two-media CDMA sys-
tem with M=7 antenna elements. We assume each user has
two signal paths arriving at the base station antenna array
(i.e., L=2), and both signal paths arrive with equal power,

Pi(i) = Pi(i). Further, we assume perfect power control such
that Pi(j:) + Pi(i) = P,, where P; is chosen based on type-i
service requirements. Table 1 provides a brief overview of
our multimedia network’s specifications.

service type R; EJ{(;:)- = 5%—)
(i) (Kbps) | (No) (dB)
1 9.6 128 7
2 19.2 64 10

Table 1: Multimedia network specifications.

For our simulation, we have chosen a randomly generated
user scenario comprised of 30 service type-1 users and 10
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Figure 3: Array Performance for an arbitrary service type-2
user’s signal.
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Figure 4: Array Performance for an arbitrary service type-1
user’s signal.

service type-2 users. The signal paths from each user are as-
sumed to arrive at the base station antenna array from a ran-
dom angle uniformly distributed over [~60°,60°]. Since each
service type has distinct characteristics (i.e., signal power
and processing gain), we evaluate array performance for both
service types.

Figure 3 shows the SINR results averaged over 100 trials
for an arbitrarily selected signal path of a service type-2 user
arriving from a angle of —41.5°. The single antenna SINR for
this selected path is -16.7 dB and is illustrated in the Figure
3 along with the maximum SINR obtained using the optimal
antenna weights. Since Ny = 64 and G is constrained by Na,
we have chosen G=60 giving a maximum reference signal
quality, Qres, of 1 dB. Similarly, Figure 4 shows the SINR
results for an arbitrarily selected signal path of a service type-
1 user arriving from an angle of 7.6°. The single antenna
SINR for this selected path is -22.8 dB. Since N; = 128, we
have chosen G=125 giving Qres= -1.8 dB. In both cases the
RLS forgetting factor (}) is 1, and the LMS step (w) is .001.

From our simulation results given by Figures 3 and 4,



we observe the SINR gains of our proposed implementation
over a single antenna, as well as array convergence proper-
ties. In addition, by comparing Array System I performance
to Array System II performance, we can note the effect of
our self-generated reference signal on array performance. In
Figure 3, we observe that Array System I(LMS) converges
in approximately 200 iterations to an average SINR of -10
dB. This represents a 6 dB improvement over a single an-
tenna element. Note that both Array System I(LMS) and
Array System II(LMS) converge to an average SINR which
is below the maximum SINR. This represents a misadjust-
ment commonly associated with the LMS algorithm. The
misadjustment of Array System I(LMS) is determined by a
combination of the SINR at the antenna elements and the
reference signal quality, and is lower bounded by Array Sys-
tem II{LMS) misadjustment.

The RLS algorithm does not suffer from a misadjust-
ment and converges asymptotically to the maximum SINR.
From Figure 3, we observe Array System II(RLS) provides
approximately an additional 2 dB SINR improvement over
Array System I(LMS). Furthermore, the effect of the self-
generated reference signal results in a slightly slower con-
vergence than the ideal reference signal case given by Array
System II(RLS).

Figure 4 illustrates the impact of lower SINR and de-
graded reference signal quality associated with service type-1
on array performance. For LMS, the lower SINR results in
slower convergence, and both lower SINR and degraded ref-
erence signal quality contribute to a larger misadjustment.
As a result, Array System I(LMS) provides only a 2 dB gain
over a single antenna element. Array System II(RLS) expe-
riences a decrease in the convergence rate, but still appears
to be converging to the maximum SINR. After 800 iterations
Array System II(RLS) yields about a 6 dB improvement in
SINR over a single antenna element which is 4 dB better
than Array System I(LMS).

The SINR gains obtained with our array implementation
translate directly to increases in communication system per-
formance. Although reference signal quality does determine
the closeness of our proposed array implementation perfor-
mance to the upper bound given by Array System II, array
performance is primarily limited by the SINR at the antenna
elements. In a future paper, we will discuss modifications
to our proposed implementation intended to improve array
performance by utilizing spread-spectrum processing gains
to increase the SINR at the individual antenna elements.

EIGENSPACE METHOD

Our second approach to blind adaptive weight control is
based on eigenvalue decomposition and interference cancel-
lation (EDIC). Figure 5(a) illustrates our proposed receiver
implementation for which adaptive weight control is accom-
plished by a combination of code filtering, interference can-
cellation, and Dominant Mode Determination. Also, de-
picted is the concept of combining spatial and temporal pro-
cessing of the received signal to improve performance in a

multipath environment. In this section, we describe our pro-
posed EDIC approach to antenna weight control and present
simulation results for a single-media CDMA network.

At the receiver, the received signals at the antenna ele-
ments are processed by a new code filter (shown in Figure
5(b)) which uses the known spreading code of the desired
user to generate a signal v, and an interference signal 2. The
desired signal is a major component of y, while not present
in z. If we consider the first path of user 1 as the desired
signal, the discrete time of signal xﬂ(n) can be obtained by

M,
W,y _ [T 1)
X1 1(”) = x(t)Cra{t — 14 )dt (6)
’ A4 (n=-1)T. ’

1.1

The signal space is constructed by yﬁ (mn) which is the sum-

mation of signal xgli over a bit duration.

n=N
vy m) = 3 x{{(Nm+n)

n=1
- (1)
= /POTb; i (m)e*ial) +ul)(m) (7)

The covariance matrix of yﬂ can be written as

Ely] (m)y{(m)”)
= T2(AD, A" + o)

R(1)1,1(m)

vy,
(8)

where the columns of the channel matrix A consists of the
channel response vector for each user,aglgc, and o2 represents
the thermal noise power at each antenna element. The ma-
trix D, is a K L-by K L power matrix consisting of K nonzero
L-by-L matrices along its diagonal. The (1,1) element of D,
is equal to N Pl(,ll) which is the received power of the desired
user’s signal amplified by the processing gain. The interfer-
ence subspace is constructed by the signal zgli (n) which is
defined as

2 (n) = x{) (2n) - x()(2n - 1). )

The reader can easily verify that the desired signal is not

contained in zﬂ {(n). We now introduce beamforming algo-

rithms that utilize the information contained in signals yglz

and zglz to generate the antenna weights maximizing the
SINR.

Beamforming Algorithms
GED method

If the total interference uglz (m) in equation (7) is known, the
beamformer which maximizes the signal to interference and
noise ratio (SINR) equals to the dominant eigenvector of the
matrix pencil (R&)’m - )\RSJYM)[S] [6]. However, since the

exact interference can not be obtained in practical systems,

we estimate it as zﬂ and compute the antenna weights as the

dominant eigenvector of (RSJ’M - )\RS:),M). When applied
adaptively, the GED will suffers from high hardware cost and

unreliable convergence speed.
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EDIC Beamformer

The received signal from M antenna elements generates a
power field in CM space. The power of desired signal is O(N)
times larger than any other signals in DS/CDMA system.
The largest power direction 4 in this C* space is known as
the dominant eigenvector in the covariance matrix R;ly),l,l.

Assume the (A1,...,}p) and Q = [qi,...,qp) Tepresent
the eigenvalue (power) and the eigenvector (directions) of
the interference correlation matrix Rilz),l’l. We compute the
antenna weights as a projection of & on the domain of the

least interference.

AT NP a)q + -+ A (af 8)ap

WEDIC
QA IQFa
= R7},, 2 (10)

If 4 is correctly estimated as a scalar factor away from
the desired channel response and RSZ{U equals to the exact
interference, the above beamforming weights will be the same

as the ideal maximum SINR solution.

EDIC Recursive Algorithms

Since we are interested in antenna weight adaptation in a
time-varying environment, a recursive algorithm is developed
for our proposed EDIC approach. We assume that the cor-
relation matrix R.;(n) and Ryy(n) can be estimated over
an exponential window. A forgetting factor u(n) can be ei-
ther time varying or a constant value between 0 and 1. For
convenience of notation, we let

P(n) = R} (n) (11)
and cite the updating equations of matrix P(n) from the
RLS algorithm [1]. The dominant mode (Amaz,4) of matrix
R,,(n) can be found by using the power method [7). If Ay
denotes the second largest eigenvalue, it is shown that the
power iterations will converge in exponential rate with factor

A1’11,0.:2 Ama:z:

Ay Ao+ ...+ Ay

~ SINR, (12)

The power method should converge from several to ten iter-
ations. The recursive algorithm is summarized as follows:
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Initialize : n =1
e R, (1) =061+ v(1)y" (1), and § is small.
e P(1)=R:M1) = (ST+2(1)z7 (1))

2 _ oy
o &(1) = yaom
o Amaz = [y
‘When n=2,3,...

1. if (n=2), then p(n) =1
else p(n) = a"(n—2)-a(n-1).

_ 2~ 1 (n)P(n-1)z(n)
C(TL) = 14n- Y (n)zH (n)P(n—1)z(n)"

CP@)=p" (n)[I- c(n)z? (n)|P(n - 1).
Ry () = p(W)Rys(n = 1) + Y (W)™ ().

Calculate a(n) from (Ryy(n) & a(n — 1)) using
power iteration.

6. w(n) = P(n)-a(n).

oo W

Table 2 shows the total number of multiplications in each
updates of the EDIC recursive algorithm. As a comparison,
the flops used in GED [3] are (27 +14)M? + (13 +2¢) M where
i is the power iteration number. We note that our EDIC
approach offers significant reductions in hardware complex-
ity (about 70%) when compared to the GED beamformer.
Another advantage of the EDIC beamformer over the GED
beamformer is the convergence rate of the power iteration. In
equation (12), we indicated the convergence rate of the EDIC
beamformer depends on the SINR of the receiving signal and
the antenna number, which is fixed by the power control and
the architecture of the antenna. However, the GED algo-
rithm finds the dominant mode of the matrix R} (n)Ryy(n)
in the power iteration, which is adversely affected by the
condition of the interference matrix R} (n). Therefore, the
convergence factor becomes variable in every update. Sim-
ulation results will compare the performance of these two
updating methods in the next section.

Simulation Results

To study the performance of the algorithms in the above sec-
tion, we first assume a single cell DS/CDMA system which
uses DQPSK as the modulation scheme with K = 20 users
randomly distributed in azimuth around the basestation over
[0,7]. The arrival angle diversity [8] is assumed to be Af =



Step # Number of Flops
1 M
2 oM? +2M
3 M?
4 2M?
5 i(M? +2M)
6 M?
Total (6 +9)M° + {3+ 20)M

Table 2: Number of multiplication in EDIC recursive algo-
rithm

[ Path# [ 1st [ 2nd |
Arriving angle || 7/4 | 57/8
Relative delay 0 4T,

Receiving power 1 0.8

Table 3: Desired user’s arrival parameters

75 At the basestation, we consider the different cases in
which antenna array has M = 2,4, 6,8, 10 elements separated
equally by a half carrier wavelength. Each user has two sig-
nal paths arriving at the base station array, and we assume
perfect power control such that Pl(,ll) + Pl(,zl) = constant. In
addition, the power in each path is assumed to be Rayleigh
distributed. We assume the spreading codes of each user are
known and arriving delay is well estimated. The desired sig-
nal to thermal noise ratio is 3 dB, and the receiving SINR
equals -14.8 dB. The processing gain, N = 64. In Table 3,
we provide the simulation parameters for the desired users’
received signals.

When simulating the adaptive algorithms, we fix the for-
getting factor u = 1 and show the mean square error (MSE)
of the estimated signal versus bit iterations. Fig. 6 shows
that the EDIC recursive algorithm has better performance
and converge faster than the GED beamformer. A lower
bound on MSE performance can be found from the Wiener
solution assuming that the desired channel response and the
training bits can be obtained accurately. An upper perfor-
mance bound is taken as the Maximum Ratio Combining
(MRC) of each antenna output. In Figure 7 we plot the
performance of our proposed EDIC method and the GED
method along with the upper and lower bounds for M =10.
From these results, we note EDIC offers a 5 dB performance
improvement over the GED method.

CONCLUSION

In this paper, we have presented two new adaptive array
approaches for communications in a DS/CDMA network.
The proposed approaches offer significant improvements in
communication system performance and/or network capac-
ity through SINR gains realized by array beamforming. In
addition, both approaches blindly update antenna weights

Mean Square error {pi)*2

. s s s i . " i :
[+] 10 20 30 40 50 60 70 80 90 100
Iteration

Figure 6: The EDIC and GED beamformer.

MRC COmb:ining

Mean Square error {pi)*2
3
T

: ) i < : . L
0 10 20 30 40 50 60 70 80 90 100
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Figure 7: The EDIC and sub-EDIC method to the upper
and lower bound.

and offer reasonable convergence rates with low computa-
tional complexity. Although, up to this point we have fo-
cused on applications for a centralized network with a base
station, the adaptive techniques have obvious extensions to
a distributed network.

While the techniques proposed here have applicability to
commercial cellular/PCS systems, they also have appeal for
maximizing the capacity of future wireless army communica-
tion systems. Our current proposed implementations address
operation in a multi-user access interference (MAI) environ-
ment only. Military systems have the additional requirement
to operate in a hostile jamming environment which we expect
will degrade our array’s performance. Thus, we are currently
investigating modifications which are intended to provide im-
proved performance in a MAI/jammer environment.!

17The views and conclusions contained in this document are those of
the authors and should not be interpreted as representing the official
policies, either expressed or implied, of the Army Research Laboratory
or the U.S. Government.
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