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#### Abstract

Preference judging has been proposed as an effective method to identify the most relevant documents for a given search query. In this thesis, we investigate the degree to which assessors using a preference judging system are able to consistently find the same top documents and how consistent they are in their own preferences. We also examine to what extent variability in assessor preferences affect the evaluation of information retrieval systems. We designed and conducted a user study where 40 participants were recruited to preference judge 30 topics taken from the 2021 TREC Health Misinformation track.

The research study found that the number of judgments needed to find the top-10 preferred documents using preference judging is about twice the number of documents in that topic. It also suggests that relying on just one non-professional assessor to do preference judging is not sufficient for evaluating information retrieval systems. Additionally, the study showed that preference judging to find the top-10 documents does significantly change the rankings of runs as compared to the rankings reported in the TREC 2021 Health Misinformation track, with most changes happening among the lower-ranked runs rather than the top-ranked runs.

Overall, this thesis provides insights into assessor behaviour and assessor agreement when using preference judgments for evaluating information retrieval systems.
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## Chapter 1

## Introduction

The concept of relevance is fundamental in information retrieval, where it is defined as the degree a document answers a user's query [17, 57, 7, 16]. In order to find the most relevant documents for a query, many retrieval models have been built throughout the years to run information retrieval systems and search engines [40, 60, 17]. Evaluation is the process of assessing the performance of these systems [23, 13, 17]. Offline evaluation is evaluation that is not done in real-time and requires a fixed data set beforehand [17]. This data set is called a test collection and comprises of a set of queries, a set of documents and a set of relevance judgments, also called qrels [9]. Relevance judgments are made by assessors who need to judge whether a document is relevant or not to a query. The three most common relevance judgments are binary judgments, graded judgments, and preference judgments. Binary judgments are made by assessors judging a document as either "relevant" or "not relevant" [5]. But this method doesn't identify the most relevant documents to a query as a large number of documents can be, to some extent, relevant [26]. Graded judgments addresses this problem by having more categories, or grades, to judge a document's relevance. Documents are considered one-by-one and are then assigned a grade from a scale, such as "Highly Relevant", "Relevant", and "Not Relevant" [26, 24]. A problem with graded judgments however, is that there is no standard on how to design a judgment scale, which has the potential to lead to problems of assessors mislabeling documents if there are too many grades or if the grade descriptions are not clear or well understood. If there are multiple assessors, inconsistencies in judging documents might arise as well [13, 10, 57, 22]. Preference judgments asks assessors to compare two documents at a time and select the document that they prefer [10, 14, 21, 25, 38, 41, 43, 57]. It has been considered a great alternative to graded judgments as it is easier for assessors to do and faster for assessors to judge documents [10].

When multiple assessors work on the same topic, disagreement is bound to arise as individual's have different experiences and topic knowledge [ $2,3,37$ ]. These disagreements can lead to doubts on the evaluation of the effectiveness of retrieval systems [19]. Inter-assessor agreement is the measure of how much agreement there is between multiple assessors who make relevance judgments for the same topic [19, 32]. Intra-assessor agreement is the measure of how much assessors agree with themselves [42]. In both cases, we want agreement to be high so that the relevance judgments are more reliable. Many studies have been done to assess the impact of assessor disagreement on the evaluation of retrieval systems. These studies have shown that assessor disagreement only has a limited impact on the evaluation of the performance of retrieval systems [31, 8, 50].

The Text REtrieval Conference (TREC) ${ }^{1}$ is a workshop hosted yearly by the National Institute of Standards and Technology (NIST) to advance research in information retrieval [52]. The TREC Health Misinformation track aims to retrieve reliable and correct healthrelated information from the web. For the 2021 TREC Health Misinformation track ${ }^{2}$ [12], NIST assessors used graded judgments to create qrels for the evaluation of retrieval systems. Documents were judged in terms of usefulness, supportiveness and credibility. With these relevance judgments, each document was given a preference ordering, as shown in Figure 1.1.

### 1.1 Research Motivation

The motivation for this research study comes from studying the qrels produced by NIST for the 2021 Health Misinformation track. The first observation we made from the qrels was that many topics had a large number of documents marked "Very Useful, Correct, Excellent". The second observation was that some of the documents we thought should be ranked highly (should be part of the top 10 documents for the topic) were given lower rankings. Thus, we decided to investigate the following points:

- How to use the 2021 Health Misinformation track test collection to do preference judging?
- How do assessors behave when preference judging?
- When multiple non-professional assessors perform preference judging tasks, to what extent do they agree with each other?

[^0]| Preference Value | Usefulness | Correctness | Credibility |
| :---: | :---: | :---: | :---: |
| 12 | Very Useful | Correct | Excellent |
| 11 | Useful | Correct | Excellent |
| 10 | Very Useful | Correct | Good |
| 9 | Useful | Correct | Good |
| 8 | Very Useful | Correct | Low or Not Judged |
| 7 | Useful | Correct | Low or Not Judged |
| 6 | Very Useful | Neutral or Not Judged | Excellent |
| 5 | Useful | Neutral or Not Judged | Excellent |
| 4 | Very Useful | Neutral or Not Judged | Good |
| 3 | Useful | Neutral or Not Judged | Good |
| 2 | Very Useful | Neutral or Not Judged | Low or Not Judged |
| 1 | Useful | Neutral or Not Judged | Low or Not Judged |
| 0 | Not Useful | Not Judged | Not Judged |
| -1 | Very Useful or Useful | Incorrect | Low or Not Judged |
| -2 | Very Useful or Useful | Incorrect | Good |
| -3 | Very Useful or Useful | Incorrect | Excellent |

Figure 1.1: Preference ordering for documents in TREC 2021 Health Misinformation track, as written in the paper by Clarke et al. [12]

- Can preference judging to find the top-10 documents for topics affect the ranking of runs produced by graded judging?


### 1.2 Thesis Overview

In this thesis, we conducted a user study where participants were recruited to perform preference judging tasks on 30 topics chosen from the 2021 Health Misinformation track. The aim of the study was to examine assessor behavior and assessor agreement in preference judging, as well as the impact of preference judging on the ranking of retrieval systems generated by graded judging. Chapter 2 comprises the related work in information retrieval evaluation, relevance judgments, assessor agreement and TREC. Chapter 3 talks about our user study, including information on the data and preference judging system we used, the study design, and the participants recruited. In chapter 4, we report our results and provide analysis on assessor behaviour, assessor agreement, and the effects of preference judging on the ranking of runs. Finally, we conclude our thesis in chapter 5.

### 1.3 Contributions

The contributions of this thesis are as follows:

- Conducted a study to collect preference judgments from 40 participants for 30 topics, where each topic was judged by 3 participants. Additionally, the study also collected data about preference judgment time, assessor behavior, and how participants reordered their top 10 documents after preference judging.
- Showed that the number of judgments needed to find the top-10 preferred documents for a topic using preference judging is about twice the number of documents in that topic.
- Participants rarely change their mind about their initial preferences, as the study showed only a very tiny portion of the total judgments collected involved an "Undo" action. Of the judgments that did involve an "Undo" action, participants maintained their original preferences $75 \%$ of the time.
- Insufficient agreement among assessors, varying levels of assessor self-agreement, and the variability in ranking systems as reported by our study simulations suggest that 1 non-professional assessor is not enough to perform evaluation of information retrieval systems through preference judging.
- As measured by Kendall's tau and AP correlation, preference judging to find the top-10 documents does significantly change the ranking of runs, with the majority of changes happening between lower-ranked runs rather than top-ranked runs.


## Chapter 2

## Related Work

### 2.1 Evaluation in Information Retrieval

In the field of information retrieval, the concept of relevance is fundamental. Relevance can be defined as how well a document answers a user's query, where if a user finds that the document has answered or contains the information the user was looking for, then the document is deemed relevant, and irrelevant otherwise [17, 57, 7, 16]. As identified in previous research, there are two types of relevance called topical and situational relevance [16, 17]. Topical relevance refers to how well the retrieved document answers the user's query. Situational relevance refers to the idea that whether a document is relevant to a user's query or not depends not only on if the document answers the user's query, but also on the user's information needs, interests and overall situation at that specific point in time. As there are many factors that affect whether a document is relevant to a user's query or not, the task of retrieving the most relevant documents to a user's query is difficult.

To address this retrieval task, numerous retrieval models have been built throughout the years, including vector space models, probabilistic models such as the popular BM25 or BM25F models, and language models-based methodology [40, 60]. These models serve as the basis of ranking algorithms in information retrieval systems or search engines [17]. To further promote and push research in the field, workshops are hosted to gather researchers to tackle retrieval questions. The Text REtrieval Conference (TREC) is one such workshop that is hosted by the US government's National Institute of Standards and Technology (NIST) to advance research in information retrieval [52]. From these workshops and in research in general, we get many new ranking algorithms and information retrieval systems. In order to measure how well information retrieval systems perform in terms of the quality
of documents they return, and to compare the ranking algorithms against each other, we perform evaluation [17, 9, 33].

### 2.1.1 Online and Offline Evaluation

Evaluation can be divided into online evaluation and offline evaluation [23, 13, 17]. According to Hofmann et al. [23], online evaluation is defined as the evaluation of information retrieval systems based on real users working on the system in a natural usage setting. Online evaluation allows collecting more immediate, real-time data that can be argued as giving us a more true indication of the quality of an information retrieval system. It also may make it cheaper and faster to collect user-system interaction data [23]. However, the feedback from online evaluation are more inconsistent and requires researchers to make more inferences, making it harder to analyze [13, 6, 1, 28].

Offline evaluation, on the other hand, is evaluation that is not done in real-time with training and test data fixed ahead of time [17]. Offline evaluation allows repeated running of experiments with the same data. In turn, information retrieval systems can be analyzed in different angles and performance can be tested at different times [13]. For offline evaluation, the dataset is static [23]. This fixed dataset is called a test collection and consists of a set of queries or topics, a set of documents and a set of relevance judgments, also known as qrels [9]. The set of relevance judgments are normally created by humans who judge each document a certain way to decide if the documents are relevant or not relevant to the query.

### 2.1.2 Relevance Judgments

To our knowledge, the three most common relevance judgments used in most studies today are binary judgments, graded judgments, and preference judgments.

## Binary Judgments

Binary judgments are the most traditional form of relevance judgments collection. It is considered a classification problem [5] where a document is judged as either relevant or irrelevant to a query. This decision then becomes the "gold standard" or ground truth judgment of that document [33]. However, there are countless numbers of documents on the web today. The problem is that information retrieval systems can retrieve very large
amounts of documents that are to some degree relevant to the query [26]. A user would not be able to read all the relevant documents and would only want to see the most relevant documents. Thus comes the need to more finely distinguish between these documents which ones are most relevant.

## Graded Judgments

The judgment scale for graded relevance judgments has more categories than just relevant or irrelevant. Here, documents are considered individually one-by-one and are assigned one of the predefined categories, also known as grades, from the scale [24]. An example of this is a document can be classified as either "Highly Relevant", "Relevant" or "Non-relevant" to a query. Graded relevance judgments has been shown to address the issues of binary judgments to yield more relevant documents to queries [26]. As such, many studies today use graded relevance judgments for their evaluation. For example, Saracevic et al. and Zhu et al. both used in their respective research studies a scale with 3 grades, where Saracevic et al. used the grades "Relevant", "Partially relevant" and "Non-relevant" [45], and Zhu et al. used "Poor", "OK", "Good" [61]. Some research uses a combination of scales, such as for TREC 2022 [11] where NIST assessors were instructed to judge documents in the first phase in two steps, each step utilizing a scale with 3 grades. Assessors judged the usefulness of a document in the first step using the grades "Very Useful", "Useful" and "Not Useful", and judged the document's answer in the second step using the grades "Yes", "No", "Unclear". There are also studies that use scales with more than 3 grades. Damessie et al. used a scale with the 4 grades "Highly Relevant", "Relevant", "Marginally Relevant" and "Not Relevant" [19]. Dalton et al. used a 5-grade scale with grades "Fully Meets", "Highly Meets", "Moderately Meets", "Slightly Meets" and "Fails to Meet" [18].

A problem with graded relevance judgment, is that there is no uniform standard on how to design the scale [13], which leads to the problem of whether these different scales can be compatible [57]. Additionally, as stated by Carterette et al., the more grades there are in the scale with finer descriptions for assessors to consider, the more difficult it will be for assessors to make relevance judgments [10]. As Yao notes [57], the work by French [22] shows that too many grades also increases the likelihood of assessors mislabeling documents.

## Preference Judgments

Preference judging compares two documents at a time. An assessor is shown two documents along with the query and is asked to decide which document is more relevant to the query
[10, 14, 21, 25, 38, 41, 43, 57]. Preference judging has been shown by multiple research studies that it is a great alternative to graded relevance judgments. Carterette et al. showed that using preference judgments gives assessors an easier time relevance judging and judgments are made faster [10]. In the study conducted by Kazai et al., preference judgments produced better quality of judgments as they agreed more with actual user click preferences [29]. Kim et al. presented that preference judgments can encompass not only topical relevance, but also other factors such as authority, diversity, etc. [30].

Preference judgments can be strict or weak. Strict preferences force assessors to pick one document over the other, whereas weak preferences does not force assessors to pick one document over the other and allow for ties [15, 14, 57]. The three relations, as noted by Kai and Klaus, is "better than", "worse than" and "tied with" [25]. While recent studies now consider ties [49, 61, 55], prior studies usually considered strict preferences [38, 21, 41].

With the fact that the document that an assessor prefers can be deduced based on the assessor's click [27, 43], many unique systems and interfaces have been built to collect preference judgments for studies. Researchers usually design their own interfaces for their studies to meet their needs (e.g. [49,56]). The system we decided to use for our study was built by Seifikar [47], which stated it was a unified framework advantageous to both researchers and assessors. With this system, we slightly modified it to fit our needs.

As effective as it is to find the best documents, there are some problems with preference judgments. The first problem is that more effort is required to judge all documents in the collection [41]. More specifically, preference judging might need $O\left(n^{2}\right)$ preferences to complete judging all n documents in the document collection. With the property of transitivity (if $A>B$ and $B>C$, then $A>C$ ) [24], preference judging might still take $O(n \operatorname{logn})$ judgments to complete $[10,14,38]$. The other problem is that there are no well established evaluation measures for preference judgments, making it hard to properly evaluate information retrieval systems [10]. To address the first problem, suggested solutions have said to focus on ranking the top-k documents in order to cut down judgment cost $[15,36,54]$. Several studies have also proposed evaluation measures to address the second problem [13, 43].

In this study, we reference the solutions proposed by Clarke et al. for the stated preference judgment problems. Specifically, Clarke et al. proposed using partial preferences to rank the top-k best documents and then group the rest of the documents into larger equivalence classes, just as they were grouped for graded relevance judgments [15]. They also propose a new evaluation measure called "compatibility", which we use in our analyses of results.

### 2.2 Assessor Agreement

In information retrieval evaluation, when test collections are made, traditionally one assessor is assigned to each topic so that the judgments for that topic can be consistent [32]. However, studies have been done where more than one assessor is assigned to the same topic. Assessor's relevance judgments can be affected by various factors, as investigated in many studies [44]. For example, Park identifies that individuals' experiences, perceptions, and knowledge of the topic are variables that affect their relevance judgments [37]. Bailey et al. shows that expert assessors make more accurate relevance judgments than non-experts and divide assessors into three groups: gold, silver and bronze. Ultimately, they show that assessors' topic familiarity affects the quality of relevance judgments [3].

Inter-assessor agreement refers to the degree of agreement between multiple assessors who make relevance judgments for the same topic, where the higher the inter-assessor agreement, the more reliable the overall assessment for the topic is [19, 32]. Because assessors are different, disagreement may arise in regards to their relevance judgments. These disagreements can lead to different conclusions about how effective information retrieval systems are at finding and ranking relevant documents [19]. The big question then is to study whether low inter-assessor agreement would impact the evaluation of information retrieval systems. In 1968, Lesk and Salton reported that the low percentage of assessor agreement (only $30 \%$ ) on relevance judgments do not affect performance of retrieval systems [31]. As summarized by Alharbi [2], Lesk and Salton states this is because evaluation scores are averaged over all topics, variations in relevance judgments are caused by lower-ranked documents, and the measures used to rank systems (recall and precision) rely on the relative positions of documents in the ranking list [31]. Burgin also came to the same conclusion that retrieval systems are not impacted by low inter-assessor agreement [8]. In 2000, Voorhees studied the effect of varying inter-assessor agreement on the performance of retrieval systems but with a larger test collection. Her study confirms that assessor disagreement has only a limited impact on the evaluation of retrieval systems' effectiveness [50]. In studying assessor agreement, there is also the notion of intra-assessor agreement, which is how much do assessors agree with themselves [42]. High intra-assessor agreement shows that assessor's judgments are consistent and reliable.

The basic idea to measure agreement is to compute how much assessor's judgments overlap with each other [46]. There are various measures that have been used in past studies to measure agreement, including variance, standard deviation, Krippendorff's $\alpha$, Fleiss's kappa, Cohen's kappa, entropy, RBO, Kendall's tau, AP correlation, compatibility, Jaccard's similarity, etc. We discuss the measures we used to analyze our results in Chapter 3.7.

## Chapter 3

## Methods and Materials

To study assessor behaviour and assessor agreement in preference judging, as well as the effect of preference judging on the ranking of information retrieval systems, we conducted a study where we invited participants to do preference judging on a specifically-designed system using the 2021 TREC Health Misinformation track's test collection. In this chapter, we first talk about the TREC, then we detail the data that we used for the study followed by an explanation of the study design, and finally give insight on our study participants.

### 3.1 Text REtrieval Conference (TREC) Health Misinformation Track

The Text REtrieval Conference (TREC) ${ }^{1}$ is a workshop hosted by the National Institute of Standards and Technology yearly to advance research in information retrieval. TREC started in 1992 and has since doubled retrieval effectiveness. It has created many large test collections aiding in the task of retrieval evaluation [52]. Each year, TREC has multiple tracks that participants could join. The track of our interest is the Health Misinformation track, previously called the Decision track, which aims to promote reliable and correct health-related information on the web. We specifically used the test collection from the TREC 2021 Health Misinformation track ${ }^{2}$ [12], where assessors performed graded relevance judgments. There were 50 topics of the format, "Does a specific treatment help with a specific disease?", with 25 topics being labeled helpful and 25 topics being labeled unhelpful.

[^1]An example of a topic is shown in Figure 3.1. Documents were judged in terms of usefulness, supportiveness, and credibility. For the aspect of usefulness, assessors were asked to judge documents based on how useful the information was in answering the topic, with grades "Very Useful", "Useful" and "Not Useful". For the supportiveness aspect, assessors had to determine if the document supported or dissuaded the use of the treatment for the health issue, with grades "Supportive", "Neutral" and "Dissuades". For the credibility aspect, assessors were asked to indicate whether they thought the document was credible or not with the grades "Excellent", "Good" and "Low". Due to budget constraints, NIST assessors only judged 35 topics, and thus there were qrels for only 35 topics. The C4 noclean ${ }^{3}$ web collection, which was extracted from the April 2019 snapshot of the Common Crawl corpus ${ }^{4}$, was used for the track. It has over 1 billion documents [39]. Results of the evaluation of the retrieval systems submitted to the track can be found in the 2021 TREC Health Misinformation track's overview paper [12].

### 3.2 Data

For this study, we used data from the TREC 2021 Health Misinformation track ${ }^{5}$ [12]. Data includes topics which have qrels, documents from the noclean version of the C4 dataset ${ }^{6}$, and runs created by participants of the track for that year. This section is divided into two subsections. The first subsection talks about the topics used in the study and the second subsection talks about the document collection. Note that the runs are not used as part of the study but will be used in analysis to investigate what effect preference judgments have on the ranks of runs as compared to graded relevance judgments.

### 3.2.1 Topics

There are 50 topics in the TREC 2021 Health Misinformation track. Topics are numbered from 101 to 150 , and comprise of the following fields: query, description, narrative, disclaimer, stance and evidence. The query field contains keywords on the topic. The description field is the topic written out as a question where we ask if a treatment is helpful/harmful for a disease. The narrative field gives more information about the topic including a guideline on how to judge a document's relevance to the topic. The disclaimer,

[^2]which is the same for every topic, informs the reader that any information in the topic is not medical advice. The stance field answers the topic question where:

1. Helpful - based on a credible source, track organizers labelled the topic's treatment as helpful for the specified health issue
2. Unhelpful - based on a credible source, track organizers labelled the topic's treatment as unhelpful for the specified health issue

Lastly, the evidence field provides a link to a trustworthy source that supports the stance given. An example of a topic is shown in Figure 3.1.

> Topic Number: 102
> Query: tepid sponge bath reduce fever children
> Description: Is a tepid sponge bath a good way to reduce fever in children?
> Narrative: Fever can boost the immune system and therefore is a defense against infection. A very useful document would discuss the effectiveness of taking a sponge bath to reduce fever in children. A useful document would help a user make a decision about the use of a sponge bath for reducing fever in children by providing information on recommended treatments for fever in children, the effects of sponge baths on children with fever, or both.
> Disclaimer: We do not claim to be providing medical advice, and medical decisions should never be made based on the stance we have chosen. Consult a medical doctor for professional advice.
> Stance: unhelpful
> Evidence: https://pubmed.ncbi.nlm.nih.gov/9115527/

Figure 3.1: Example of a topic in TREC 2021 Health Misinformation track
In this study, we use the topic number, description, narrative and stance fields to show to participants, however we call the description field as question and the narrative field as background. Additionally, for the stance field, instead of using the words "helpful" and "unhelpful", we use the words "Answer is Yes" and "Answer is No".

Of the 50 topics, NIST assessors were only able to judge 35 topics, and thus only these 35 topics have graded relevance judgments (qrels). Of these 35, NIST assessors couldn't
find harmful documents for 3 topics. Therefore, we only considered 32 topics in our study. To get the final number of topics for our study, we filtered out all topics that had no documents with a preference ordering of 9 or more ( 2 topics were filtered out). More details about this filtering process is given in subsection 3.2.2. Note that the preference ordering for a document is created from a combination of the qrels, as shown in Figure 1.1. Hence, we had a total of 30 topics for the main phase of the study. The list of the final 30 topics is shown in Table 3.1. As for the tutorial phase, we selected two topics from the topics where NIST assessors couldn't find harmful documents for. Table 3.2 shows the topics chosen for the tutorial phase.

Table 3.1: List of 30 topics used for the study

| Topic <br> Number | Topic Question | Number <br> of Docs |
| :--- | :--- | :--- |
| 102 | Is a tepid sponge bath a good way to reduce fever in <br> children? (Answer is No) | 29 |
| 103 | Can folic acid help improve cognition and treat demen- <br> tia? (Answer is No) | 27 |
| 104 | Does duct tape work for wart removal? (Answer is No) | 2 |
| 105 | Should I apply ice to a burn? (Answer is No) | 130 |
| 106 | Can vitamin b12 and sun exposure together help treat <br> vitiligo? (Answer is Yes) | 21 |
| 107 | Does yoga improve the management of asthma? (An- <br> swer is Yes) | 36 |
| 108 | Is starving a fever effective? (Answer is No) | 38 |
| 109 | Does selenium help prevent cancer? (Answer is No) | 48 |
| 110 | Will taking birth control pills treat an ovarian cyst? <br> (Answer is No) | 6 |
| 111 | Will taking zinc supplements improve pregnancy? (An- <br> swer is No) | 7 |
| 114 | Can applying vitamin E cream remove skin scars? (An- <br> swer is No) | 5 |
| 115 | Can magnesium help prevent migraine? (Answer is Yes) | 61 |
| 117 | Can fermented milk help mitigate high blood pressure? <br> (Answer is No) | 2 |
| 118 | Can dupixent treat eczema? (Answer is Yes) | 122 |
|  | Continued on next page |  |


| Topic <br> Number | Topic Question | Number <br> of Docs |
| :--- | :--- | :--- |
| 120 | Can the drug Imitrex (sumatriptan) treat acute mi- <br> graine attacks? (Answer is Yes) | 37 |
| 121 | Will buying a light therapy lamp help treat depression? <br> (Answer is Yes) | 10 |
| 122 | Does Aleve relieve migraine headaches? (Answer is No) | 6 |
| 128 | Does steam from a shower help croup? (Answer is No) | 24 |
| 129 | Can minoxidil treat hair loss? (Answer is Yes) | 83 |
| 131 | Can l-theanine supplements reduce stress and anxiety? <br> (Answer is Yes) | 71 |
| 132 | Does inhaling steam help treat common cold? (Answer <br> is No) | 6 |
| 134 | Can I remove a tick by covering it with Vaseline? (An- <br> swer is No) | 95 |
| 136 | Can eating dates help manage iron deficiency anemia? <br> (Answer is Yes) | 50 |
| 137 | Will drinking vinegar dissolve a stuck fish bone? (An- <br> swer is No) | 5 |
| 139 | Can copper bracelets reduce the pain of arthritis? (An- <br> swer is No) | 33 |
| 140 | Can fungal creams treat athlete's foot? (Answer is Yes) | 169 |
| 143 | Does Tylenol manage the symptoms of osteoarthritis? <br> (Answer is Yes) | 111 |
| 144 | Can music therapy help manage depression? (Answer is <br> Yes) | 157 |
| 146 | Can vitamin D supplements improve the management <br> of asthma? (Answer is Yes) | 110 |
| 149 | Will at-home exercises manage hip osteoarthritis pain? <br> (Answer is Yes) | 122 |


| Topic Number | Topic Question | Number of Docs |
| :---: | :--- | :---: |
| 127 | "Can aromatherapy massage help manage <br> rheumatoid arthritis? (Answer is Yes)" | 6 |
| 133 | "Does exercise improve the symptoms of de- <br> pression? (Answer is Yes)" | 14 |

Table 3.2: Topics Used in the Tutorial Phase

### 3.2.2 Documents

The documents used in this study were extracted from the C4 noclean ${ }^{7}$ web collection, where the collection is an April 2019 snapshot of the Common Crawl ${ }^{8}$ corpus. As mentioned previously, we only used topics with qrels in this study. To decide on how to build our document collection, we first questioned whether the current preference orderings were able to capture the differences in quality between documents. To answer this question, we modified our preference orderings from the original scale between -3 to 12 , as used in the TREC 2021 Health Misinformation track [12] shown in Figure 1.1, to a scale between -1 to 1 , where all preference orderings below 0 were set to -1 and all preference orderings above 0 were set to 1 . After computing compatibility scores for all the runs using our new preference orderings, we found that the ranking of runs remained similar to the ranking computed with the original preference orderings. Figure 3.2 shows the helpful minus harmful compatibility scores of runs using the original preference orderings versus the helpful minus harmful compatibility scores of runs using the new preference orderings. As we can see, there is a linear relationship between the two, indicating that the ranking of runs are approximately the same. This showed, to some extent, that the current preference orderings were not good enough at showing the differences between documents.

We next had to decide if we wanted to collect preference judgments for all documents in a topic or if it would be enough to collect preferences for just the correct documents in a topic. Please note, according to Clarke et al. [12]:

- A document is correct if it supports helpful treatments and dissuades harmful treatments.
- A document is incorrect if it supports unhelpful treatments and dissuades helpful treatments.
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Figure 3.2: Scatter plot of helpful minus harmful compatibility scores of runs using original preference ordering ( -3 to 12) vs. helpful minus harmful compatibility scores of runs using new preference ordering ( -1 to 1 )

- Neutral documents are neither correct nor incorrect.

To investigate this, we replaced all the preference orderings below 0 to be -1 (all the incorrect documents have the same preference orderings), calculated the compatibility scores for all the runs and ranked them again. We saw that even though all incorrect documents were weighted the same, the ranking remained similar to the original preference orderings suggesting that not collecting preference judgments for incorrect documents won't affect our overall study. Additionally, we believed that it makes sense to want to find the best (most relevant, credible and correct) documents as these documents are most helpful for search users. In order to find these best documents, preference judging might help find the minute details between documents. However, we would not want to show bad (less relevant, less credible, incorrect) documents to search users at all. As such, preference judging to find the minute differences between which documents is worse is unnecessary. Therefore, we concluded to only use correct and neutral documents in this study.

Finally, using the qrels for these 32 topics' correct and neutral documents, we constructed HTML pages to show each topic's top 100 documents as well as the document URLs, the qrels as judged by NIST assessors (usefulness, supportiveness, credibility, correctness), the assigned preference orderings, and the documents' content. An example of an HTML page constructed for a topic can be seen in Figure 3.3. Please note that we used the term "grade" to mean preference ordering.

Looking at the HTML pages for all the topics, we made the following observations:

- There were cases where documents with higher preference orderings (ranked higher) were not as relevant to the topic question as documents given lower preference orderings (ranked lower).
- There were cases where documents with higher preference orderings (ranked higher) did not answer the topic question as well (e.g. readability, quality of content, etc.) as documents given lower preference orderings (ranked lower).
- There were cases where documents with preference orderings (ranked higher) did not seem as credible as documents given preference orderings (ranked lower). This was noticeable when looking at the document URLs.

The observations made above were more apparent between documents with higher preference orderings (ranked higher in the list) than those documents with lower preference orderings (ranked lower in the list), as documents with lower preference orderings were

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Description: Is a tepid sponge bath a good way to reduce fever in children? <br> Narrative: Fever can boost the immune system and therefore is a defense against infection. A very useful document would discuss the effectiveness of taking a sponge bath to reduce fever in children. A useful document would help a user make a decision about the use of a sponge bath for reducing fever in children by providing information on recommended treatments for fever in children, the effects of sponge baths on children with fever, or both. <br> Disclaimer: We do not claim to be providing medical advice, and medical decisions should never be made based on the stance we have chosen. Consult a medical doctor for professional advice. <br> Stance: unhelpful <br> Evidence: https://pubmed.ncbi.nlm.nih.gov/9115527/ |  |  |  |  |  |  |  |
| doc_id | document URL | grade | usefulness | supportiveness | credibility | correctness | document content |
| 02964-of-07168.28884 | https://patiented solutions.ap.orgh hand | 12 | very-useful | dissuades | excellent | correct | Open |
| 03120-of-07168.57146 | https://what0-18.nhs.uk/parentscarers/wo | 11 | useful | dissuades | excellent | correct | Open |
| 07031-of-07168.93859 | https://www.nps.org.au/consumers/vaccine | 11 | useful | dissuades | excellent | correct | Open |
| 01612-of-07168.70278 | https://what0-18.nhs.uk/professionals/ch | 11 | useful | dissuades | excellent | correct | Open |
| 04834-of-07168.54817 | https://what0-18.nhs.uk/parentscarers/wo | 11 | useful | dissuades | excellent | correct | Open |
| 04803-of-07168.36329 | https://what0-18.nhs.uk/parentscarers/wo | 11 | useful | dissuades | excellent | correct | Open |
| 05613-of-07168.77083 | https://pediatrics.aappublications.org/c | 11 | useful | dissuades | excellent | correct | Open |
| 06798-of-07168.124415 | http://www.cy. ${ }_{\text {com/ }}$ | 11 | useful | dissuades | excellent | correct | Open |
| 02996-of-07168.34113 | https://raisingchildren.net.au/babies/he | 11 | useful | dissuades | excellent | correct | Open |
| 06908-of-07168.111563 | https://bpac.org._nz/bpj/2013/october//nsa | 11 | useful | dissuades | excellent | correct | Open |
| 03132-of-07168.56327 | https://what0-18.nhs.uk/professionals/ho | 11 | useful | dissuades | excellent | correct | Open |
| 04412-of-07168.136449 | https://patient.info/signs-symptoms/feve | 11 | useful | dissuades | excellent | correct | Open |
| 03234-of-07168.89237 | https///what0-18.nhs.uk/professionals/gp | 11 | useful | dissuades | excellent | correct | Open |
| 04370-of-07168.69073 | http://rossa-editorial.kidshealth.orglen | 11 | useful | dissuades | excellent | correct | Open |
| 03430-of-07168.42790 | http://www.kidzaid.com.au/category/fever | 11 | useful | dissuades | excellent | correct | Open |
| 03455-of-07168.2461 | http://corffordhouse.org/info.aspx? $\mathrm{p}=18$ | 11 | useful | dissuades | excellent | correct | Open |
| 03202-of-07168.59992 | https://adc. bmj.com/content/93/11/9182 ij | 11 | useful | dissuades | excellent | correct | Open |
| 04618-of-07168.35174 | https://www.warkworthmedicalcentre.co.nz | 9 | useful | dissuades | good | correct | Open |
| 05597-of-07168.5619 | https://patient.info/childrens-health/fe | 9 | useful | dissuades | good | correct | Open |
| 04272-of-07168.119320 | https://medcaretips.com/nice-suidelines- | 9 | useful | dissuades | good | correct | Open |
| 00558-of-07168.12367 | https://what0-18.nhs.uk/professionals/he | 9 | useful | dissuades | good | correct | Open |
| 05774-of-07168.88862 | http://m.newkidscenter.com/Fever-in-Chil | 9 | useful | dissuades | good | correct | Open |

Figure 3.3: Example of an HTML page for one topic. Please note this is a screenshot of what the page looks like. There are more documents with lower rankings at the bottom of the page which is not depicted here.
indeed usually not great documents in terms of usefulness, supportiveness, credibility, and correctness. Hence, we decided that the document collection in the main phase of our study would only include documents from each topic with a preference ordering of 9 or more. The total number of documents to preference judge for each topic is shown in Table 3.1.

For the documents used in the tutorial phase, we carefully selected each pair of documents that participants had to judge because we wanted each pair to have a correct answer (a clearly better document) so that we could teach participants how to preference judge and test their preference judging accuracy as detailed in subsection 3.3.5.

### 3.3 Study Design

The study consisted of two phases. The first phase, which is called the tutorial phase, served to help participants learn how to do preference judging and to allow us to screen for and select participants who performed well at the preference judging task in order to invite them to participate in the main phase (based on predefined criteria explained in subsection 3.3.5). The second phase is the main phase of the study, where selected
participants do preference judging on our preference judging system in order to create a final ranking of top documents for the topic(s) they were assigned. They also reordered the top documents generated from their preference judging from most-preferred to least-preferred using a Google form ${ }^{9}$. We provide more details about these two phases in subsections 3.3.5 and 3.3.6 respectively.

This section is ordered as follows: we first talk about the tools we used to conduct the study, followed by some pre-study procedures taken to begin the study. Then, we describe the pilot study we conducted for the tutorial phase and finally we explain the study design in detail.

### 3.3.1 System Interface

We used the preference judging web application called "Judgo" built by Mahsa Seifikar [47] and modified it to our needs for the study. This system was used by participants to complete the preference judging tasks of the study. In this section, we provide explanations of the system's features along with screenshots of what they look like.

Figure 3.4 is the first screen that participants see, which is the login page of the system. We provide them a username and password beforehand. They are not allowed to create a new account by themselves.

Upon successfully logging in, participants will see the home page of the system as shown in Figure 3.5. Here, participants can see all the topics assigned to them by clicking on the drop down menu. They can then select which topic they would like to work on, and then click the "Start" button to start preference judging. Participants can start with any topic, and if participants log out or switch topics, the work they have already done will be retained. If participants complete a specific topic, that topic will no longer appear in the drop down menu for selection.

Figure 3.6 shows what the preference judging interface looks like. The first thing participants do when they get to this page is click the "Topic Information" button at the top right corner. This opens up a pop-up window as shown in Figure 3.7 where participants can read more information about the topic in this pop-up box, including the topic title and topic description. Whenever participants need a refresher about the topic, they can click on this button again to review the question and information.

After participants have read both the left and right documents and made their decision, they can record their preference using the preference widget at the top left corner of the
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Figure 3.4: Login page of the system


Figure 3.5: Home page of the system
page. Participants click "Left" if they prefer the left document, "Right" if they prefer the right document, and "Equal" if they think the documents are of similar quality or are near-duplicates of each other (e.g. documents have the same content or the same source, etc.) and they don't prefer either of the documents.

If participants make a judgment and decide it was a mistake, they can press the "Undo" button to go to the previous judgment that they would like to fix. This button is at the top left-most corner of the page. If participants feel the font size of the texts in the documents are too small or too big, they can increase or decrease the font size of the texts by clicking the plus and minus buttons in the middle of the header. The progress percentage is located beside the "Topic Information" button. This number shows approximately how many percent of judgments are done until all documents are judged. Please note this feature was inaccurate during the study.

If participants would like to take a break from judging or pick another topic to judge, they can either log out or go back to the home page by clicking the three-dash icons at the top right of the page, as shown in Figure 3.9. All judgment work that they have done will be retained.


Figure 3.6: Preference judging interface
Figure 3.8 shows highlighting features that aid participants in preference judging. Par-


Figure 3.7: Topic information pop-up
ticipants can drag their mouse over the text they think are important, and the text would be highlighted in yellow. At the top of the page is a box that allows participants to enter in keywords that would help them read the document better. The system will automatically highlight all occurrences of that specific word in unique colors so that participants can find those words more easily while reading the documents.

As shown in Figure 3.10, if participants spend more than 5 minutes judging a pair of documents or would like to take a break but forgot to log out, a popup will appear asking them to confirm if they would like to continue judging or not. They can click "OK" to continue judging or click "Cancel" to log out.

### 3.3.2 Reordering Task Google Form

This Google form is used in the main phase of the study where after participants have completed preference judging a topic, they were asked to rank the top documents generated from their preference judging from most-preferred to least-preferred. Documents were not allowed to be ranked equal in this task. Participants did not know the rank of each document given by the preference judging system. They only knew that the documents


Figure 3.8: Highlighting features of the system


Figure 3.9: Clicking the three-dash icon at the top right of the page allows participants to either log out of the system or go back to the home page


Figure 3.10: Pop-up that appears if participants spend more than 5 minutes judging a pair of documents
given to them were the top documents produced by the preference judging system.
As shown in Figure 3.11, the Google form first explains to the participant what their task is and reminds them of the topic they are working on. Next, participants are to input the date and time they started working on this ranking task so that remuneration can be calculated accordingly. Figure 3.12 shows the section of the Google form that allows participants to input their document rankings. Please note that the letters of the alphabet at the top represent the documents (documents shown to participants in this task are named alphabetically).

### 3.3.3 Pre-study Procedures

To recruit participants for the study, we first applied for ethics approval from the university. After receiving approval, we put up posters across the university campus to recruit participants. Interested participants filled out a screening questionnaire which determined if they were fluent in the English language, if they had access to a computer/laptop/desktop with internet access and a mouse, and if they were willing to spend 5 to 13 hours judging documents in the main phase of the study.

All participants who passed the screening questionnaire were sent emails containing an information letter regarding the study, a consent form to participate in the study's tutorial phase to sign, and a link to book their preferred time slot to complete the tutorial phase. The time slot was confirmed only if the participants gave their written consent. We also sent participants a preference judging instructions manual which detailed what is preference judging, how to do preference judging, what to consider when preference judging, how to judge using our system, the list of features in our system and how to use them, a brief overview of the main phase's tasks and an email participants could contact in case they run into problems while participating in the study.

### 3.3.4 Pilot Study for the Tutorial Phase

We conducted a small pilot study with three participants to make sure our preference judging system worked the way we intended it to and to go over details we might have missed during our planning. The pilot study was conducted in the same steps detailed in subsection 3.3.5. After the pilot study concluded, we were convinced that every detail was covered and the study was ready to begin. The only detail we had to modify in our recruitment documents and ethics application was the total time that the tutorial phase took. We originally thought the tutorial phase would take at most 1 hour to complete and

## Phase 2 - Task Part 2

You have just completed preference judging the topic assigned to you using the preference
judging system.
In this next step, I have emailed you a zip folder containing the top documents generated
from your preference judging for that topic.
Your task now is to order these top documents from most-preferred (rank 1) to least-
preferred. To do this, please open each document file and read through them, and then
assign them a rank in this google form, where rank 1 is the most-preferred document. Note
that documents cannot be ranked equal in this part.
Please press submit as soon as you are done. Thank you!
If you have any questions or concerns, please contact me at Inphanmi@uwaterloo.ca
@P Inphanmi@gmail.com (not shared) Switch account

* Required


## Topic Information

Topic Number: 111
Topic Title: "Will taking zinc supplements improve pregnancy? (Answer is No)"
Topic Description: "Zinc is an essential mineral, and pregnant women require more zinc."

What date did you start filling this google form? [Doing the ordering documents * from most-preferred to least-preferred task?]

```
Date
```

yyyy-mm-dd $\square$

What time did you start filling this google form? [Doing the ordering documents * from most-preferred to least-preferred task?]

Time
: AM *

Figure 3.11: First section of the Google form for the reordering task in the main phase that provides information about the task and the topic and asks participants to input the date and time they started working on the task.


Figure 3.12: Second part of the Google form for the reordering task in the main phase that participants use to input the ranks for the documents they are reordering
decided to remunerate participants $\$ 15$ for their work. The pilot studies showed however, that the tutorial phase takes the full 1 hour to complete, and therefore we had to modify the recruitment documents to reflect this and consequently increased the remuneration for the tutorial phase to be $\$ 20$.

### 3.3.5 Tutorial Phase

The tutorial phase helped us achieve two goals. The first was to teach participants how to do preference judging and to help them familiarize with the judging interface. The second was to allow us to screen for and select those participants who performed well at the preference judging task in order to invite them to participate in the main phase.

The criteria to determine how well participants performed at preference judging in the tutorial phase to thus select them for the main phase was made known to participants before their participation in the study via the information letter. The criteria is listed as follows:

1. Accuracy : During phase 1, participants preference judge 2 topics. For the first topic, the researcher will guide the participants on how to judge. For the second topic, participants will judge 7 pairs of documents by themselves. Each pair has a correct answer (either the left document is better, the right document is better, or they are both equal). Accuracy is the measure of how many correct judgments participants make out of 7 judgments. In order to be selected for the main phase, participants have to make at least 4 correct judgments out of 7 .
2. Efficiency : Efficiency is how long participants take to make judgments. We want participants to not take too long judging each pair of documents.
3. Cooperativeness and suitability for judging tasks : We want to select participants who read documents carefully to make good judgments and show care for the task.

The tutorial phase was conducted via an online Zoom ${ }^{10}$ call. We first asked participants whether they were all right with working for 1 full hour and being remunerated $\$ 20$. This was because some participants already signed up for the study before the pilot study concluded so these participants might not have known the change in details regarding the

[^5]tutorial phase. We also asked them for consent to share their computer/laptop/monitor screen with us as we needed to observe their interactions with our preference judging system.

After consents were given, we asked them to fill out a demographics questionnaire. Information collected include age, gender, race or ethnic background, whether they were students, and field of study. To begin the tutorial, we first asked participants to watch an instruction video ${ }^{11}$ that covered all the instructions written in the preference judging instructions manual that we sent them before. This was done to make sure participants knew what the instructions were in case they didn't read the manual, as well as to make sure all information given to all participants during the tutorial phase was uniform. After participants finished watching the video and have asked any questions that they had, we next provided them with the link to the system (run on Heroku ${ }^{12}$ ) and a set of login credentials to enter the system. Two topics were assigned to participants, as shown in Table 3.2.

Once participants successfully logged in, they were instructed to start working on topic 127 "Can aromatherapy massage help manage rheumatoid arthritis? (Answer is Yes)". For this topic, we guided them on what to do. Specifically, participants were directed on what buttons to press, what kinds of keywords to input into the system, how to highlight important texts, and how to do preference judging. Details about the system interface is given in subsection 3.3.1. In this topic, for each pair of documents shown to the participants, there was a correct answer. After participants made a judgment, we told them whether their decision was correct or wrong. In the case that their decision was wrong, they were given an explanation as to why their answer was wrong so that they could learn how to preference judge better. Working on the first topic gave participants a better understanding of how to do preference judging and how to use the system to complete the tasks.

After participants completed the first topic and have asked any questions they had, they were instructed to start working on the second topic, topic 133 "Does exercise improve the symptoms of depression? (Answer is Yes)". For this topic, participants worked by themselves with no help from us. They were instructed to preference judge 7 pairs of documents. As with the first topic, each pair of documents in this topic had a correct answer. Participants' preference judgments for each pair were recorded to be compared to the correct answer later on to determine their judgment accuracy. After participants completed preference judging the two topics, they were given an opportunity to ask any last

[^6]questions that they had after which the tutorial phase of the study concluded. Participants were then remunerated for their work and were instructed to wait for 2 business days for a decision about whether they were selected to participate in the main phase of the study or not. Decisions were made using the criteria detailed above.

It is to be noted that midway through conducting the tutorial phase, for one of the seven judgments in the second topic (topic 133), we found that all participants had judged differently compared to our correct answer, which led us to eliminate this specific pair of documents. To elaborate, participants still had to judge this specific pair of documents, but we did not count this judgment towards the accuracy score. Hence, for the remainder of the participants participating in the tutorial phase, instead of making 4 out of 7 correct judgments, they now had to make 4 out of 6 correct judgments in the second topic to be selected for the main phase.

### 3.3.6 Main Phase

All participants selected to participate in the main phase of the study were sent an invitation email with a consent form to fill, the preference judging instruction manual for reference and a guidelines manual reiterating what participants needed to do in the main phase. After participants signed the consent form, they were assigned topics to complete and received their login credentials via email to access the preference judging system. Participants performed preference judging at their own time and place and were allowed to take breaks as needed.

When they completed the assigned topic, they were asked to reorder the top documents (usually top-10 documents) that were generated from their preference judging for that topic from rank 1 being their most-preferred document to rank 10 being their least-preferred document. Documents were not allowed to be ranked equal. The reordering task was done using Google forms. To be specific, the top documents for the topic were zipped into a folder and a Google form was created where participants could input their ranking for those top documents. These were then sent to the participants via email. Details and screenshots of the Google form is given in subsection 3.3.2.

Participants were allowed to work for a maximum of 13 hours in the study. Hence, if participants completed preference judging and reordering for a topic and did not work for more than 13 hours yet, they were allowed to request for more topics to work on. In this study, there are 30 topics to collect preference judging data for. Each topic was preference judged by 3 participants independently. Assignment of topics to participants was on a random, first-come-first-serve basis. To be specific, participants who gave consent for the
main phase first were assigned topics first. Participants who completed work on a topic and requested more work first were assigned more topics first, as long as topics were available. The topics were assigned as in Figure 3.13, with columns being filled one-by-one.

All actions participants made while interacting with the preference judging system was logged along with the time that those actions were made. To be specific, the system created a $\log$ when:

1. the participants logged in to the system and landed on the homepage
2. the participants started judging a specific topic
3. the participants started working on a pair of documents
4. the participants made a preference judgment for a pair of documents
5. the participants decided to change their preference judgment and hit the "Undo" button
6. the participants completed judging the topic
7. the participants logged out of the system
8. anytime the participants landed on the homepage

The study ended once all topics had preference judgments done by 3 participants. All participants were remunerated for the work they completed. Although all participants were allowed to work for a maximum of 13 hours, only 5 participants worked for more than 10 hours. This was because there were more participants willing to work than there were topics available. Lastly, all preference judgment data from the main phase was stored and used for analysis, which is discussed in chapter 4.

### 3.4 Participants

For the pilot study for the tutorial phase, the participants included my supervisor and two fellow graduate students.

To recruit participants for the actual study, we put up posters across the university campus. Interested participants filled out a screening questionnaire linked on the poster, as detailed in subsection 3.3.3. We received a total of 121 responses of which 3 responses were

| Topic Number | Assessor 1 | Assessor 2 | Assessor 3 |
| :--- | :--- | :--- | :--- |
| 102 | participant58 | participant3 | participant33 |
| 103 | participant3 | participant25 | participant55 |
| 104 | participant4 | participant53 | participant5 |
| 105 | participant33 | participant5 | participant21 |
| 106 | participant32 | participant33 | participant40 |
| 107 | participant42 | participant26 | participant39 |
| 108 | participant17 | participant47 | participant9 |
| 109 | participant23 | participant54 | participant34 |
| 110 | participant32 | participant45 | participant61 |
| 111 | participant27 | participant4 | participant9 |
| 114 | participant18 | participant2 | participant39 |
| 115 | participant17 | participant13 | participant8 |
| 117 | participant8 | participant20 | participant42 |
| 118 | participant21 | participant29 | participant9 |
| 120 | participant7 | participant20 | participant22 |
| 121 | participant29 | participant15 | participant39 |
| 122 | participant13 | participant32 | participant5 |
| 128 | participant9 | participant4 | participant13 |
| 129 | participant39 | participant21 | participant34 |
| 131 | participant12 | participant41 | participant53 |
| 132 | participant41 | participant9 | participant8 |
| 134 | participant43 | participant40 | participant39 |
| 136 | participant19 | participant20 | participant33 |
| 137 | participant39 | participant27 | participant2 |
| 139 | participant22 | participant29 | participant9 |
| 140 | participant18 | participant57 | participant54 |
| 143 | participant42 | participant29 | participant53 |
| 144 | participant8 | participant45 | participant27 |
| 146 | participant5 | participant56 | participant8 |
| 149 | participant6 | participant49 | participant54 |
|  |  |  |  |
| 1 |  |  |  |

Figure 3.13: Topic Assignment for the Main Phase
removed due to being a duplicate response to another and another 3 responses were removed as they didn't satisfy one of the three necessary requirements stated in the screening questionnaire.

Participants who passed the screening questionnaire were asked to read an information letter detailing the study and fill out a consent form if they agreed to participate in the tutorial phase. A total of 83 participants gave their consent and booked a time slot to participate in the tutorial phase of the study, however only 67 participants actually showed up and completed the tutorial tasks.

Participants' demographic information were collected during the tutorial phase. Of the 67 total participants, 36 participants identified as Woman, 30 participants identified as Man, and 1 participant identified as Non-binary/Non-conforming. Participants were aged between 17 to 31 years old, with 23 participants less than 20 years old, 35 participants between 20 to 25 years old, and 9 participants older than 25 years old (average age of 21). All participants except one were students. Participants were from different majors, specifically 20 from mathematics, 15 from engineering, 14 from science, 10 from arts, 4 from environment, 3 from health, and 1 unanswered. In terms of race or ethnic background, 27 participants were South Asian descent, 19 were Chinese, Korean, Japanese, Taiwanese descent, 7 were European descent, 5 were Southeast Asian descent, 4 were African, AfroCaribbean, African-Canadian descent, 2 were Arab, Persian, West Asian descent, 1 was Latin American or Hispanic descent, and 2 preferred to self-identify as Turkish/European and Indian/European.

Of the 67 participants who completed the tutorial phase of the study, 2 participants stated they did not want to continue the study, hence we consequently removed their study data. Fifty-one participants passed the tutorial phase and were invited to participate in the main phase of the study, of which 49 participants gave consent to participate. However, not all 49 participants completed the main phase. Three participants were unable to contribute to the study due to time constraints, and 5 participants discontinued their involvement midway through the study, thereby compromising the usability of their collected data. In the latter case, we had to reassign those topics to other available participants. Additionally, one participant who only worked on one topic had their data affected by the system bug mentioned in section 3.5. Therefore, for the main phase of the study, we collected preference judgments from 40 participants in total. Participants were remunerated $\$ 20$ for the tutorial phase and $\$ 20 /$ hour for the main phase of the study rounded up to the nearest half-hour.

### 3.5 System Bugs in the Preference Judging System: Observations and Remedial Actions

During the main phase of the study, we observed certain system bugs due to the utilization of a newly developed preference judging system that had not been extensively tested. One of the identified system bugs resulted in the inadvertent loss of previously identified best documents by the participants, thereby increasing the total judging time for a topic beyond what was necessary to retrieve the top-10 documents. This error was due to the system's inability to manage scenarios where participants rapidly clicked on an action button in the preference widget. Upon discovering this issue, prompt action was taken to fix the bug. We also had to remove all data of topics that were affected by this bug as they were deemed unusable. The affected topics were subsequently re-assigned to other participants for preference judging.

### 3.6 Data Cleaning

After the study's conclusion, we noticed issues with the recorded times for when judgments were created that required correction before data analysis could begin. To elaborate, the system records the timing of judgment creation and completion for each pair of documents presented to the participants. Notably, the created time of a new judgment equals the completed time of the previous judgment, as participants are shown fresh document pairs after rendering their decision by clicking on the preference widget buttons. However, when a participant logs out of the system before clicking the buttons to record their preference judgment decision and subsequently logs back in, the created time for the specific pair of judgments remains fixed at the time the participant initially viewed that document pair, instead of being updated to the log-in time. Consequently, we had to correct the created time of these specific judgments to reflect the respective participant's log-in time.

### 3.7 Measures Used for Data Analysis

In this thesis, we used the following measures to analyze our results:
Kendall's tau is a measure commonly used in information retrieval to measure the correlation between two ordered lists. It is a measure of rank correlation with values ranging from -1 to 1 , where -1 indicates a perfectly negative correlation, 0 means no correlation,
and 1 means perfect correlation [48]. Vorhees used the Kendall's tau measure in her study to analyze inter-assessor consistency using qrels [50]. Scholer et al. also used Kendall's tau in their study of consistencies of relevance judgments [46].

AP correlation is a measure of correlation between two ranked lists, based on the idea of precision and recall. It is based on the notion that documents at the top of the ranking carries more significance. Thus, it is computed by determining the likelihood of each item being ranked correctly in regards to the items above it and then taking the average of all items in the list. The measure ranges from -1 to 1 , where -1 means perfect negative correlation, 0 means no correlation, and 1 means perfect correlation [58].

Rank Biased Overlap (RBO) is a measure of similarity between two ranked lists, where the idea is that items at the top of the list are more likely to be seen by users than those at the bottom. RBO gives different weights to items in the list based on their position in the list. The range for RBO is from 0 to 1 , where 0 indicates no overlap between the two lists and 1 indicates perfect overlap [53]. In our study, we compute RBO using Webber et al. 's formulation for handling ties, except that we stop at rank 10. The code that we used to compute RBO can be found in Appendix B.

Compatibility calculates the maximum similarity between an information retrieval system's ranking and an ideal ranking. Rank biased overlap (RBO) [53] is used to calculate compatibility [14, 15, 13].

Cohen's kappa is a measure of inter-assessor agreement, taking into account the possibility of agreement by chance. Cohen's kappa ranges from -1 to 1 , where Cohen suggests that values $\leq 0$ indicates no agreement, $0.01-0.20$ indicates none to slight agreement, $0.21-0.40$ indicates fair agreement, $0.41-0.60$ indicates moderate agreement, $0.61-0.80$ indicates substantial agreement, and 0.81-1.00 indicates almost perfect agreement [35].

Fleiss' kappa is a measure that extends Cohen's kappa to calculate inter-assessor agreement for more than two assessors. The kappa score ranges from 0 to 1 . A score of 0 indicates no agreement beyond chance and a score of 1 indicates perfect agreement [20].

## Chapter 4

## Results and Discussion

In this chapter, we initially report results from the tutorial phase (section 4.1), and then make three analyses on the collected data from the main phase (sections 4.2, 4.3, 4.4). From the data from the main phase, we first look at assessor behavior when preference judging. Second, we measure assessor agreement to see how consistent they are at making preference judgments. Third, we observe how much preference judging to identify the top documents can affect the ranking of runs compared to the ranking produced by NIST assessors' graded relevance judgments as reported in the TREC 2021 Health Misinformation track.

### 4.1 Analysis of Results from Tutorial Phase

In this section, we report results about participants' performance measured using the criteria listed in chapter 3.3.5. As mentioned previously in chapter 3.4, of the 67 participants who participated in the tutorial phase, 51 participants passed and were invited to participate in the main phase of the study. Of the 16 participants who were not invited to participate in the main phase, 2 participants stated they did not want to participate in the main phase of the study and had their data consequently removed from the study. Additionally, there was one participant who completed the tutorial phase in our preference judging system that was, at the time, undergoing system maintenance. Hence we cannot include the participant's tutorial data in this analysis. Thus, we report statistics for only the 64 participants who participated in the tutorial phase.

In terms of accuracy, we measured participants' preference judging performance by looking at how many correct judgments they made out of 6 total document pairs in the
second topic (topic 133) they worked on (note that we disregarded one pair as mentioned in chapter 3.3.5). Of the 64 participants, 13 participants judged less than 4 pairs correctly and 51 participants judged 4 or more pairs correctly. Table 4.1 shows the frequency of participants' preference judgment accuracy for the second topic of the tutorial phase. The table shows that only 6 participants were able to judge all pairs of documents correctly, where the majority of participants judged 4 out of 6 pairs correctly. None of the participants judged less than 2 pairs of documents correctly. In general, we can see that participants did well in the tutorial phase.

| Number of Correct Pairs | Number of Participants |
| :---: | :---: |
| 0 | 0 |
| 1 | 0 |
| 2 | 5 |
| 3 | 8 |
| 4 | 28 |
| 5 | 17 |
| 6 | 6 |

Table 4.1: Frequency of Participants' Preference Judgment Accuracy for the Second Topic of the Tutorial Phase

In terms of efficiency, as expected, participants in general took approximately 1 hour to complete the tutorial phase. There were 3 participants who took considerably longer (more than 1 hour 30 minutes). Consequently, these participants did not pass the tutorial phase. Lastly, in terms cooperativeness and suitability for judging tasks, all participants were enthusiastic and performed preference judging seriously.

### 4.2 Analysis of Assessor Behaviour

We used the data that we collected on participants' judgment time and interactions with the system to study assessor behavior when preference judging. Each judgment made by a participant is calculated by taking the difference between the time they completed a judgment and the time they started a judgment. We analyze judgments made without an "Undo" action performed and judgments made because of an "Undo" action separately. To reiterate,"Undo" actions happen when participants already made a judgment for a pair of documents but clicked the "Undo" button to go back to that specific pair of documents to change their judgment.

### 4.2.1 Analysis of Judgments Made without "Undo" Actions

For all results and analysis in this subsection, we only consider judgments that participants made without clicking on the "Undo" button. Additionally, we removed all judgments that took more than 600 seconds. From this data, we first looked at how much time participants took to make each judgment for all the judgments collected in the study. Figure 4.1 shows the judgment time distribution for 60 seconds, figure 4.2 shows the judgment time distribution for 180 seconds and figure 4.3 shows the judgment time distribution for 600 seconds. We can see here that all graphs are right skewed, showing that the majority of judgments were made relatively quickly, with fewer cases taking significantly longer. In general, most judgments took less than 20 seconds to make. There are a few judgments that took close to 600 seconds to make, which can be considered outliers. Over all the judgments made in the study, the average time to make a judgment is 57.75 seconds.

Next, we calculated each participant's micro-average judgment time across all the topics that they worked on by taking the total time they worked on all the topics they judged divided by the total number of judgments they made. The histogram in Figure 4.4 shows the trend where most participants took a shorter amount of time to make a judgment and fewer participants took longer to make a judgment. In this study, we see most participants making a judgment within 15 to 70 seconds. There are two participants who took relatively longer than the rest of the participants to make judgments (between 200 to 230 seconds per judgment), which could either be because the topics they worked on had difficult documents to read, the topics were harder to judge, or they were just slow assessors. More research and analysis on the data needs to be made here in order to answer this question. The average of the average of participant's judgment time is 80 seconds.

We also calculated each topic's micro-average judgment time. A topic is judged by 3 participants. We take the sum of all 3 participants' judgment time divided by the sum of all 3 participants' number of judgments. Figure 4.5 reflects this calculation, where we see that the shape of the graph is skewed right, similar to the graph in Figure 4.4. For most topics, it takes less than 50 seconds to make a judgment and fewer topics take longer. The average of the average of topic's judgment time is 83.27 seconds, which is around the same as the average of the average of participant's judgment time.

To have a better idea of how much time it takes to find the top- 10 preferred documents using preference judging, we plotted the number of judgments it took for each participant to judge a topic versus the number of documents in that topic in the scatter plot shown in Figure 4.6. It is evident that as the number of documents in a topic increases, so does the number of judgments required to identify the top-10 documents within that topic. Specifically, the number of judgments needed to find the top-10 documents in a topic


Figure 4.1: Judgment Time Distribution for 60 Seconds


Figure 4.2: Judgment Time Distribution for 180 Seconds


Figure 4.3: Judgment Time Distribution for 600 Seconds


Figure 4.4: Participant Average Judgment Time Across Topics


Figure 4.5: Topic Average Judgment Time Across Participants
is approximately twice the number of documents in the topic. Similar conclusions can be made by looking at Figure 4.7, where we average the number of judgments made for a topic first and then plot it against the number of documents in that topic. This observation may be useful for future studies, as it provides insight into determining the optimal number of documents to judge and estimating the associated costs.


Figure 4.6: Number of Documents Vs. Number of Judgments

### 4.2.2 Analysis of Judgments Made because of an "Undo" Action

Undo actions occur when participants change their initial preference judgment for a document pair by clicking the "Undo" button. In this study, 9940 judgments were made across all topics, with only 126 of them involving undo actions. Of the 40 participants who participated in the main phase of the study, 25 participants performed at least one


Figure 4.7: Number of Documents Vs. Average Number of Judgments per Topic
undo action. Figure 4.8 shows the distribution of undo actions. The graph shows that the majority of participants executed 1-2 undo actions, while a few outliers made up to 20 undo actions. It should be noted that the number of undo actions may have been higher for some participants if a topic had more documents to judge. Figure 4.9 displays the time distribution of judgments that involved undo actions. Note that the time of each judgment made because of an "Undo" action is from the time the "Undo" button was clicked to the time the new judgment was completed. The graph reveals that the majority of undo actions took less than 10 seconds to complete, with a few outliers taking nearly 600 seconds. To calculate the average undo time across all participants and topics, we first calculated the average undo time for each participant across all the topics they made undo judgments on. We then calculated the average of these averages to get the overall average undo time for participants, which was 39.68 seconds. Finally, we also observed that out of the 126 judgments involving undo actions, in 94 cases, participants retained their initial decision before and after the undo action, while only in 32 cases did participants alter their initial decision.

### 4.3 Analysis of Agreement between Assessors

Each topic in our study was preference judged by 3 participants. In this section, we measure inter-assessor and intra-assessor agreement to study assessors' judgment consistency in preference judging.

### 4.3.1 Inter-assessor Agreement

To assess the degree of agreement between assessors in our study, we computed Kendall's tau, Rank Biased Overlap (RBO), Cohen's kappa and Fleiss' kappa. For each topic, we measured similarity of the rankings between:

- participant 1 vs. participant 2
- participant 1 vs. participant 3
- participant 2 vs. participant 3

To figure out how similar assessors' document rankings are to each other, we calculated Kendall's tau scores. For the participants for each topic, we appended the participants' top


Figure 4.8: Undo Action Frequency Distribution


Figure 4.9: Time Distribution of Judgments that Involved Undo Actions
documents from their preferences to the top of the rest of the documents in that topic that was not ranked to be in the top documents. Figure 4.10 shows the Kendall's tau scores for each comparison of assessors by the number of documents in the topic. We see that the majority of the Kendall's tau scores are greater than 0 , indicating a positive correlation between the rankings provided by the assessors. Nonetheless, the variability of these scores implies that the level of agreement between assessors is not absolute. Additionally, there are some ranking comparisons that have negative scores, which shows that some assessors don't agree with each other for certain topics. Another notable observation is that in cases where the number of documents for a given topic is less than or equal to 10 , the Kendall's tau scores tend to indicate an almost perfect positive correlation (1) or negative correlation $(-1)$. This is largely due to the fact that our study seeks to identify the top 10 documents for each topic, but when there are only 10 documents to rank, the assessment focuses more on how the assessors reorder these documents, rather than on their ability to identify the same documents as the top documents.

Next, in order to investigate to what extent participants' preferences overlap, we computed RBO scores by comparing participants' top 10 documents for each topic. Figure 4.11 shows the RBO scores with patience parameter set to 0.7 for each comparison of assessors by the number of documents in the topic. Note the parameter is set to 0.7 to put more emphasis on the top ranked documents. We can see from the plot that for topics with less than or equal to 10 documents, as our study sought to identify the top-10 documents for a topic, the RBO scores are near perfect overlap as all assessors' preferences consist of the same documents. However, for topics with more than 10 documents, the RBO scores drop. A majority of the RBO scores are less than $25 \%$, indicating low overlap between assessors' preferences on a topic. This observation led to the question of whether assessors working on a given topic were even able to identify the same documents as their top-10 documents.

To determine whether assessors working on a given topic were able to identify the same top documents beyond chance or not, we computed Cohen's kappa and Fleiss' kappa. For these calculations, we decided to exclude any topics that had less than or equal to 10 documents as we were more interested in measuring agreement among participants based on their ability to identify and rank the same documents among their top 10, rather than observing how these documents were re-ordered. For each topic, we took all the documents for that topic and asked to what extent participants agreed which documents are considered a "top-10" document and which documents are not. Figure 4.12 shows Cohen's Kappa scores for each comparison of assessors versus the number of documents in the topic. Note that the dashed line is meant to help readers read the plot better. From the interpretation of Cohen's Kappa values given in the paper by McHugh [35], we see that most values are above 0 , which shows that there is, in general, agreement among assessors


Figure 4.10: Kendall's Tau Scores for Inter-assessor Agreement


Figure 4.11: RBO Scores with Patience Parameter Set to 0.70 for Inter-assessor Agreement
beyond that expected by mere chance. Taking the mean of all the Cohen's kappa scores, we get a value of 0.171 which means there is only slight agreement among assessors. To figure out what is the maximum possible agreement among our assessors, we assumed that there is a participant who performed preference judging badly among the three participants that worked on a topic. Hence, we removed this participant for each topic and calculated the mean to get a Cohen's Kappa value of 0.328 . This value indicates that in this study, the maximum possible agreement among our three assessors is fair, which is only a slight increase in agreement.

Figure 4.13 shows the Fleiss' Kappa scores for each topic taking into account all three participants. Note that the dashed line is meant to help readers read the plot better. We see that all the scores except two were above 0 , which shows that there is agreement among assessors although the degree of agreement varies. Assessors agreed more in some topics than others. For two topics, however, there is negative agreement among assessors. The two topics with negative Fleiss' kappa scores are shown in Table 4.2. Upon initial inspection of the documents in these two topics, we noticed that in general, the documents we saw were of poor quality. While the documents did address the topic, they either did not give a clear answer or were not credible enough. We suspect poor document quality might have affected participants and caused them to have a hard time finding the same top documents for the topics. More investigation is needed. The average Fleiss' kappa score for all topics with more than 10 documents is 0.165 .

| Topic Number | Topic Question | Number of Docs |
| :---: | :--- | :---: |
| 108 | "Is starving a fever effective? (Answer is No)" | 38 |
| 136 | "Can eating dates help manage iron defi- <br> ciency anemia? (Answer is Yes)" | 50 |

Table 4.2: Topics with Negative Fleiss' Kappa Scores

### 4.3.2 Intra-assessor Agreement

In addition to measuring the inter-assessor agreement, we also assess the intra-assessor agreement. For this analysis, in order to analyze whether assessors are agreeing with themselves or not, we calculate compatibility scores with patience parameter set to 0.70 between participants' preferences for a topic produced by the preference judging system and their re-ordered preferences for the same topic. For brevity, we call this a participant-topic pair. To reiterate, we have 30 topics in the study and each topic was preference judged by 3 participants. Hence, we have 90 participant-topic pairs in total. Also note the parameter


Figure 4.12: Cohen's Kappa Scores for Inter-assessor Agreement


Figure 4.13: Fleiss' Kappa Scores for Inter-assessor Agreement
is set to 0.70 here to put more emphasis on the top ranked documents. Figure 4.14 shows the distribution of compatibility scores for all participant-topic pairs in the study. The plot shows that one-third of the participant-topic pairs have a high compatibility score of 1.0 , of which 10 are participant-topic pairs with preferences where all documents had the same grade. The compatibility scores for the rest of the participant-topic pairs varies, with some having higher compatibility score than others. The average compatibility score for all the participant-topic pairs is 0.781 . Figure 4.15 shows the distribution of compatibility scores for all topics with less than or equal to 10 documents. The average compatibility score for participant-topic pairs for topics with less than or equal to 10 documents is 0.834 . Figure 4.16 shows the distribution of compatibility scores for all topics with more than 10 documents. The average compatibility score for participant-topic pairs for topics with more than 10 documents is 0.759 . We can see that for topics with less than or equal 10 documents, there is high intra-assessor agreement. This is still apparent for topics with more than 10 documents, but not as frequent. Overall, it can be inferred that the assessors agree with themselves, but the level of agreement is varied and not particularly strong.

### 4.3.3 Summary of Assessor Agreement

To summarize, we find that based on the four measures used to assess inter-assessor agreement, while assessors do agree with each other at a rate greater than chance, this degree of agreement is not significant. We also see from our analysis of intra-assessor agreement that assessors do tend to agree with their own preference orderings, but this level of selfagreement varies.

### 4.4 Analysis of the Effect of Preference Judgments on the Ranking of Runs

To assess how much preference judging affected the ranking of runs compared to that of NIST's, we used the preferences generated from our participants' preference judging to create new rankings for the runs submitted in TREC 2021, and then compared these new rankings to the ranking produced by NIST assessors' graded relevance judgments. In the next few paragraphs, we first detail the process of creating these new rankings and then provide results and analysis.

In our study, each topic was preference judged by 3 different participants, as shown in Figure 3.13. The first participant who judged a specific topic is called "participant


Figure 4.14: Intra-assessor Agreement Compatibility Scores for All Topics with Patience Parameter Set to 0.70


Figure 4.15: Intra-assessor Agreement Compatibility Scores for Topics with $\leq 10$ Documents with Patience Parameter Set to 0.70


Figure 4.16: Intra-assessor Agreement Compatibility Scores for Topics with $>10$ Documents with Patience Parameter Set to 0.70

1 ", the second participant who judged that same topic is called "participant 2", and the third participant who judged that same topic is called "participant 3 ". Thus, 3 sets of top documents were produced for a topic. Using these sets of top documents, we created 3 new qrels corresponding to each participants' preference judgments. Note that in this paper, we refer to the qrels created from NIST assessors' graded relevance judging in TREC 2021 as "NIST qrels" for the sake of brevity. For each participant, we follow the steps described below to create new qrels:

1. First, for each topic, we reverse the preference values of the top documents found by preference judging so that they align with the preference values used in TREC 2021. In TREC 2021, the best documents have higher preference values, whereas worse documents have lower preference values. However, the opposite is true for the preference values assigned by the preference judging system, where better documents have lower preference values and worse documents have higher preference values. To be able to append the documents found using preference judging to the documents in the NIST qrels, we need to invert the preferences values of the top documents found by preference judging. We achieved this by first finding the highest preference value amongst the top documents and then subtracting each document's preference value from this highest preference value plus 1. This way, the best documents will now have the highest preference values and the worst documents will have the lowest preference values.
2. The documents found by preference judging should be considered the best documents in the new qrels. To do this, we determined the highest preference value in the NIST qrels and then added this value to all the preference values of the top documents found by preference judging. Thus, the documents found by preference judging should now have their original preference values in the NIST qrels removed and updated such that their values are higher than the preference values of the rest of the documents in the NIST qrels.
3. We then append the top documents found by preference judging to the top of the NIST qrels.
4. We repeat these 3 steps for all 30 topics using the participant's preference judging data. This results in the new qrels. In this study, we refer to the new qrels created using participant 1's data as "participant1 qrels", participant 2's data as "participant2 qrels", and participant 3's data as "participant3 qrels".

Next, the new qrels were used to calculate compatibility scores for the runs submitted in TREC 2021, with patience parameter set to default at 0.95 . Note that since we only included the correct and neutral documents in the study, the new qrels only changed runs' helpful compatibility scores and not the harmful compatibility scores. Then, we plotted the new qrels' compatibility scores against NIST qrel's compatibility scores. We created the following plots:

- NIST helpful compatibility scores vs. Participant 1 helpful compatibility scores
- NIST helpful compatibility scores vs. Participant 2 helpful compatibility scores
- NIST helpful compatibility scores vs. Participant 3 helpful compatibility scores
- NIST helpful minus harmful compatibility scores vs. Participant 1 helpful minus harmful compatibility scores
- NIST helpful minus harmful compatibility scores vs. Participant 2 helpful minus harmful compatibility scores
- NIST helpful minus harmful compatibility scores vs. Participant 3 helpful minus harmful compatibility scores

From the 6 plots created, we observed that the ranking of runs produced using the participants' qrels were similar to the ranking of runs produced using NIST qrels where the ranking of runs did not change much. The runs that did well with NIST qrels were also the best runs using the participants' qrels, and the lower-ranked runs remained lower in rank. There were some slight changes in ranks between some runs using the participants' qrels, but not enough to significantly change the overall rankings. As all plots showed similar results, we only include two of the plots in this paper. Figure 4.17 shows the helpful compatibility scores of runs calculated using NIST qrels and participant 1 qrels. Figure 4.18 shows the helpful minus harmful compatibility scores for runs. We can see from the figures that there is a linear relationship between NIST compatibility scores and participant 1 compatibility scores for the ranking of runs, demonstrating that the ranking of runs are approximately the same. We also show the top-10 runs using NIST qrels and how their ranks change under each participant's qrels based on the average compatibility scores in Table 4.3 to further elaborate how the ranking of the best runs didn't change much.

Even though the compatibility plots showed that participant1, participant2, and participant3's qrels did not change the ranking of runs much compared to NIST's qrels ranking, there were still slight ranking changes that occurred. These changes mostly happened


Figure 4.17: NIST Helpful Compatibility Scores vs. Participant 1 Helpful Compatibility Scores for Runs


Figure 4.18: NIST Helpful Minus Harmful Compatibility Scores vs. Participant 1 Helpful Minus Harmful Compatibility Scores for Runs

| Run | NIST <br> Rank | P1 Rank | P2 Rank | P3 Rank |
| :--- | :--- | :--- | :--- | :--- |
| vera_mt5_0.5 | 1 | 1 | 1 | 1 |
| vera_mdt5_0.5 | 2 | 2 | 2 | 2 |
| vera_mt5_0.95 | 3 | 3 | 3 | 3 |
| vera_mdt5_0.95 | 4 | 5 | 5 | 5 |
| vera0 | 5 | 4 | 4 | 4 |
| WatSMC-Correct | 6 | 6 | 7 | 7 |
| WatSMT-SD-S1 | 7 | 7 | 6 | 6 |
| mt5_r | 8 | 8 | 10 | 8 |
| WatSMC- <br> CALQAHC2 | 9 | 10 | 8 | 11 |
| WatSMM- <br> CALQAAll | 10 | 9 | 9 | 10 |

Table 4.3: NIST Top 10 Runs and How Their Ranks Change Under the 3 Participants' Qrels Based on Average Compatibility Scores
between the lower-ranked runs. To determine the effectiveness of preference judging to produce the same ranking of retrieval systems with different sets of assessors, we performed 1000 simulations between our participants' rankings and the NIST ranking to obtain a distribution of Kendall's tau scores. We also performed 1000 simulations to obtain a distribution of AP correlation scores, as Kendall's tau scores did not reflect the fact that we care about the top systems' rankings more than the lower systems' rankings. Specifically, we performed the following steps:

1. Each topic in our study was preference judged by 3 participants. So for every topic, we randomly picked a participant.
2. Next, for that specific topic for all the runs, we selected that specific participant's helpful minus harmful compatibility score.
3. After all the topics for every run had a helpful minus harmful compatibility score, we calculated the average score for the run by taking the sum of all the topics' helpful minus harmful compatibility scores and dividing it by the number of topics.
4. Once all runs had an average helpful minus harmful compatibility score, we sorted the scores in descending order (largest to smallest) to create a ranking for the runs.
5. We then calculated Kendall's tau and AP correlation between this ranking and NIST ranking and store the values in two separate lists.
6. We repeated the above steps 1000 times to obtain 1000 Kendall's tau scores and 1000 AP correlation scores.
7. Finally, we plotted these scores to see the distribution of Kendall's tau scores and the distribution of AP correlation scores for our rankings.

Figure 4.19 shows the distribution of Kendall's tau scores between our participants' rankings and the NIST ranking that we ran 1000 times. The mean of the distribution is 0.784 . The range of Kendall tau's values varies from 0.647 and 0.863 , which shows that there is variability between different assessors. Figure 4.20 shows the distribution of AP correlation scores between participants' rankings and the NIST ranking. The mean of the distribution is 0.811 . The range of AP correlation scores varies from 0.702 to 0.876 . Even though the mean of the distribution is higher, the variability remains the same.

This led to the next question, "What impact does this difference in assessors have on evaluation?" To answer this question, we performed 1000 simulations to obtain distributions of Kendall's tau scores and AP correlation scores again, but this time between


Figure 4.19: Kendall's Tau Distribution of Correlation between NIST vs. Participants' Run Rankings


Figure 4.20: AP Correlation Distribution between NIST vs. Participants' Run Rankings
assessor versus assessor. We thus wanted to generate two assessors' rankings from the participants that we have. To do this, we randomly selected 2 out of the 3 participants that we have to be the two assessors for each topic, making sure that the same participant cannot represent both assessors for a given topic. The steps we performed are similar to that of the previous simulation, with slight modifications as follows:

1. Each topic in our study was preference judged by 3 participants. So for every topic, we randomly picked two participants to be the two assessors, making sure that the same participant cannot represent both assessors.
2. Next, for an assessor, for that specific topic for all the runs, we selected the specific participant's helpful minus harmful compatibility score.
3. After all the topics for every run for each assessor had a helpful minus harmful compatibility score, we calculated the average score for the run by taking the sum of all the topics' helpful minus harmful compatibility scores and dividing it by the number of topics.
4. Once all runs had an average helpful minus harmful compatibility score, we sorted the scores in descending order (largest to smallest) to create a ranking for the runs for each assessor.
5. We then calculated Kendall's tau and AP correlation between the ranking of one assessor and the ranking of the other assessor and stored the values in two separate lists.
6. We repeated the above steps 1000 times to obtain 1000 Kendall's tau scores and 1000 AP correlation scores.
7. Finally, we plotted these scores to see the distribution of Kendall's tau scores and the distribution of AP correlation scores for our rankings.

Figure 4.21 shows the distribution of Kendall's tau scores between one assessor and another assessor's rankings. The mean of the distribution is 0.849 . The range of Kendall's tau values varies from 0.746 to 0.928 . According to Voorhees [51], Kendall's tau score must be greater than or equal to 0.9 to declare that the rankings of information retrieval systems are similar. We see however, that the mean value is less than 0.9 and only the tail of the distribution is over 0.9. Thus, the rankings produced by assessors are different. Figure 4.22 shows the distribution of AP correlation scores between one assessor and another assessor's
rankings. The mean of the distribution is 0.850 . The range of Kendall's tau values varies from 0.761 to 0.925 . From this, we observe that even if we care more about the top systems, the mean value is still less than 0.90 and only the tail of the distribution is over 0.9 , giving us the same conclusion that the rankings produced by assessors are different.

Hence, from our simulations, we reach a conclusion that having one non-expert assessor is not enough to do preference judging to evaluate information retrieval systems.


Figure 4.21: Kendall's Tau Distribution of Correlation between Assessor vs. Assessor Run Rankings


Figure 4.22: AP Correlation Distribution between Assessor vs. Assessor Run Rankings

## Chapter 5

## Conclusion

In this thesis, we investigated how assessors behave when preference judging, the level of agreement among multiple assessors, and whether the use of preference judging to find the top-10 documents for topics would affect the rankings of retrieval systems. A user study was conducted with 40 participants who performed preference judging tasks on 30 topics taken from the 2021 TREC Health Misinformation track. Besides the main task of preference judging, participants were also asked to re-order the top documents produced from their preference judging from most-preferred to least-preferred.

Our key findings are:

- The number of judgments needed to find the top-10 preferred documents using preference judging is about twice the number of documents in that topic.
- Participants rarely change their mind about their initial preferences, as the study shows that of the total 9940 judgments collected in the study, only 126 judgments involved an "Undo" action. Additionally, of these 126, participants maintained their original preference 94 times.
- Insufficient agreement among assessors, variable assessor self-agreement, and the variability in ranking systems as reported by our study simulations suggest that preference judging to evaluate information retrieval systems should not be done with just 1 non-professional assessor.
- According to our analysis using Kendall's tau and AP correlation, preference judging to find the top-10 documents does significantly change the rankings of runs as compared to the rankings reported in TREC 2021 Health Misinformation Track. Most
of these changes happen between the lower-ranked runs rather than the top-ranked runs.

Our current study shows low inter-assessor agreement and varying levels of intraassessor agreement. Additionally, different assessors produce different orderings of retrieval systems as shown by the simulations of participants' run rankings. Thus, we cannot be confident with the results produced if we re-ranked runs based on the current preference judgments that we have. More work needs to be done to create a set of preference judgments that we can be confident in. There are various possible directions we can take. One way is to conduct a user study to confirm that the preference judgments already collected are indeed favored by users. Another approach is to have professional assessors preference judge the documents in hopes there will be more agreement. Once we have a set of preference judgments that we are confident in, we can then work on addressing the question of whether preference judgments are better than graded judgments at ranking documents and evaluating retrieval systems.
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## APPENDICES

## Appendix A

## Preference Judging Instructions Manual

# Relevance Judging for Evaluation of Health Search Guidelines 

Version: 12 Sept 2022

## Overview

The purpose of this study is to see if comparing two documents next to each other and selecting the preferred one will create a better final ranking of documents than scoring documents one-by-one separately from each other. In this study, participants will use a specially designed document judging platform. For a specific query given to them, they will be shown two documents at a time and will be asked to keep selecting the document that they prefer until a final ranking of documents is created.

## Detailed Instructions

We need your help to determine which documents would help a searcher (someone who is using a search engine) determine the correct answer to a health-related question. For different tasks, each task will have a unique question, for example, "Does yoga improve the management of asthma?". We will tell you what the correct answer is for each question and present you with documents that should contain the correct answer, but the documents will be of different quality. You will use a preference judging system to compare pairs of documents. The preference judging system will show two documents side by side, their URLs, and provide you tools for finding and marking relevant material in each document. Preference judging systems work by asking you to compare pairs of documents and select the preferred document.

When comparing two documents, you are to prefer the document that would best help the searcher reach a correct decision.

When deciding which document to prefer, consider which document you would want a search engine to show you before the other. Usually, we want to see well written documents that focus on the question at hand from credible sources. Both the quality of the answer and the credibility of the answer source are important, but if in doubt, prefer a more credible website over a less credible site.

- If you clearly prefer one document to the other, then you should record your preference.
- Keep in mind that sometimes you may simply prefer one document to the other because its source is more trusted by you. Other times, you might prefer the content of one document to the other.
- It might seem trivial, but trust your gut feelings about preferences. It is okay to make fast decisions if you know you prefer one to the other.
- If you have a reason to prefer one document to the other, then record your preference.
- If you find yourself struggling to say one is better than the other, you should say they are equal.

Sometimes, you will see two documents that look identical or very similar. This is not a mistake
and you should mark them as equal. Always highlight the title of the document first to help you know that you've seen it previously. Then highlight the portions of the document which you feel are useful for you to make your decision. You must highlight portions of the document that helped you reach your decision. Later in the instructions we detail how to highlight portions of a document.

You are encouraged to take into consideration all factors that you think would matter to a searcher and influence the searcher to make a correct decision. In addition to containing a correct answer, factors may include, but are not limited to the following:

- Quality of explanation for the answer, i.e. searchers may make better decisions when a document has a correct answer with an explanation and reasoning as opposed to simply having the correct answer.
- Presentation quality. Is the answer and document written in a manner that is easy to read and comprehend?
- Some documents will have more expertise, authoritativeness, and trustworthiness ${ }^{1}$. For example, www.cdc.gov has high amounts of expertise, authoritativeness, and trustworthiness. If two documents seem to contain the same information, but one has more credibility, you would assume that the more credible document would influence the searcher more and be preferred.
- An informative document from a credible source would be preferred to a document that is for advertising or marketing purposes.
- Documents written by experts would be preferred to those by non-experts.
- The whole document context should be considered. For example, a single correct sentence embedded in a document filled with scam health treatments is less likely to influence a searcher to make a correct answer than a document filled with credible information.

If you come across a document that contains an incorrect answer, please prefer the other document with its correct answer.

Please note that we will provide you with the URL (web address such as http://www.uwaterloo.ca/ ) of the original web page to help you understand the source of the document. You are encouraged to judge pages based on the document's text and URL without clicking on the URL. In many cases, it is important to consider the URL to help you judge the quality and credibility of the source. URLs from sites you know to be of high quality are better than URLs from unknown or suspicious sites.

The preference judging system will look as follows:

[^7]

You should first click on the "Topic Information" button that will bring up the task's "topic question" and background information. Whenever you need a refresher about the topic, click on this button to review the question and information.


You record your preference judgment using the preference widget:


Thus, if the left document is more likely to influence a searcher to make a correct decision, you would click on "Left", and similarly if the right document is better you would click on "Right". If the documents are the same or near-duplicates with the same source, etc. then you should judge them "Equal".

If after making a judgment, you decide it was a mistake, you can go back to the previous judgment pair using the "Undo" button:
< Undo

To go back to the task/topic selection page, you can click on the three horizontal lines in the upper right corner and select "Home". You can also log out whenever you want.


You can increase the size of text in the documents by the following feature in the middle of the header. It will be kept during the judgment process.


The progress number is beside the topic information button in the right corner, indicating approximately how many percent of judgments are done until all documents are entirely judged.

Progress: 12.5\%

```
Topic Information
```

A fast way to find occurrences of a single keyword in the documents is to use the web browser's "find in page" search feature, which is brought up by typing CTRL-F. For example in Google Chrome's browser it will pop up a widget that allows you to enter a keyword and then use up and down arrow buttons to find the next or previous occurrence. The search will first go through the left document, and then move on to the right document. For example:


The judging system also offers the means to enter search keywords and phrases to highlight all occurrences automatically in documents. Keywords can only contain numbers and letters, and
they are not case sensitive. In the location that says "Search keywords", you can type a keyword or phrase and then press the "Enter" key to add that as a word to highlight:


Besides highlighting keywords through the search box, in the judging system, you can highlight sentences and paragraphs in the documents by mouse down, drag, and mouse up. The system keeps highlighted part of the documents until the end of the judgment session. You also can remove the highlighted part with the mouse by clicking and dragging over a highlighted section.

Sometimes when you select text, it stays selected rather than being converted to a highlight. If this happens, you can simply click the selected text and then it will change to highlighted text.

You should always mark in documents the material that you think a searcher will find useful to make a decision about the search question. By marking the relevant material in a document, you will be able to compare that document faster the next time you see it. You should expect to see some documents many times as you are asked to compare it to many other documents. You do not need to read documents in their entirety. You should read and search the document for what you think is relevant material that a normal searcher would use to help them make a decision. As you know, searchers do not waste their time reading non-relevant material, and nor should you, but it is important that your preference judgments be as accurate as possible while not taking a very long time for you to make a judgment. Try to balance speed and

## accuracy while judging as fast as possible while still making accurate preference judgments.

To help you keep track of which documents you have already seen, first highlight the title of the document at the top of the document. When the document comes up again in the system for a different preference comparison, you'll know you've already seen the document and can scroll to your other highlighting.

The highlighting by the mouse has more priority than the search keywords. For example, in the following picture, "selenium" was entered in the search box, but when the user highlighted the first sentence in the left document, it turned yellow. If you delete highlighting, it will reveal any search keywords.

| < Undo Preference: | Left | Equal | Right |  | Progress: 0.13\% | Topic Information |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Selenium $\times$ health $\times$ sulphur $\times$ |  |  |  |  |  |  |
| https://Link. springer.com/article/10.1007/s13167-010-0033-2 |  |  |  | http://mww.whfoods. com/genpage.php?dbid=95stnane=nutrient |  |  |
| tumours. The unique chemical properties along with metabolism and preventive mechanisms are also discussed. |  |  |  | Title: selenium <br> Document ID: en.noclean.c4-train.05449-of-07168.132747 |  |  |
| Keywords |  |  |  | [The World's Healthiest Foods] |  |  |
| General cancer prevention Carcinogenesis Redox Selenium Selenium metabolism |  |  |  | The World's Healthiest Foods are health-promoting foods that can change your life. |  |  |
| Selenium-chemical properties |  |  |  | Try our WhFoods Meal Plan. |  |  |
| Selenium was discovered by Berzelius in 1818 [1]. Already in the original publication the striking similarity to sulphur and tellurium was described. However, there are few important differences between selenium and sulphur explaining the major biological effects that are observed in biomolecules where selenium is in place of sulphur. |  |  |  | The George Mateljan Foundation is a not-for-profit foundation with no commercial interests or advertising. Our mission is to help you eat and cook the healthiest way for optimal health. |  |  |

To log into the system, you will be given a username and password by the researcher. (You can't create a new account.)


Click here to make a new account.
© 2022-
You will be assigned to one or more tasks/topics, which will appear in a dropdown when you log in. You can start with any task/topic. If you log out or switch topics, any work that you've done will be retained.


Log out


If you would like to take a break, please log out of the system. If you spend more than 5 minutes judging a pair of documents or would like to take a break but forgot to log out, a popup will appear asking you to confirm if you would like to continue judging or not. Please click "Ok" if you would like to continue judging and click "Cancel" if you would like to log out.


Sometimes the system might not show a popup. Instead, it will redirect you to the "Sign Out" page. In this case, please click the browser's "Back" button if you would like to continue judging or click "Sign Out" to log out to take a break.

## Re-ranking Documents

After you complete the preference judging session for a topic, we will present you with 10 randomly ordered documents from those that you have judged and ask you to order them from most-preferred to least-preferred. You will be able to click and view each document and change the order of the documents and decide on a final ranking for these documents from rank 1 to 10 , where rank 1 is the best document and rank 10 is the least. Documents cannot be ranked equal in this part of the study.

## Other Notes

If you have any questions or problems during your study session, please contact the student researcher Linh Nhi Phan Minh at Inphanmi@uwaterloo.ca.

## Appendix B

## Code for Calculating RBO scores (rbo.py)

```
# (2*intersection of S and T to depth d)/(|S to depth d| + |T to depth d})
# Code modified from:
# https://github.com/claclark/Compatibility/blob/master/compatibility.py
def rbo(listA, listB, p=0.75, depth=10):
    score = 0.0
    normalizer = 0.0
    weight = 1.0
    for i in range(1, depth+1):
        listA_set = set_to_depth_d( listA, i )
        listB_set = set_to_depth_d( listB, i )
        score += weight * ((2.0 * len(listB_set.intersection(listA_set))) /
        (len(listA_set)+ len(listB_set)))
        normalizer += weight
        weight *= p
    return score/normalizer
def set_to_depth_d( theList, d):
    if d < 1:
```



```
    return set( elements_to_depth_d( theList, d) )
```

```
def elements_to_depth_d( theList, d):
    if d< < :
```



```
    elts_to_depth= []
    for elt in theList:
        if isinstance(elt, list):
            elts_to_depth.extend(elt)
        else:
                elts_to_depth.append(elt)
        if len(elts_to_depth) >= d:
                return elts_to_depth
    return elts_to_depth
```


## Appendix C

## Code for the Rest of the Data Analysis

All code written for the analysis of collected data in this thesis can be found in the "rbo" folder (written by Professor Mark D. Smucker) and "analysis" folder (written by Linh Nhi Phan Minh) via this link: https://github.com/UWaterlooIR/separate-vs-preferencejudgments.


[^0]:    ${ }^{1}$ https://trec.nist.gov/
    ${ }^{2}$ https://trec-health-misinfo.github.io/2021.html

[^1]:    ${ }^{1}$ https://trec.nist.gov/
    ${ }^{2}$ https://trec-health-misinfo.github.io/2021.html

[^2]:    ${ }^{3}$ https://huggingface.co/datasets/allenai/c4
    ${ }^{4}$ https://commoncrawl.org
    ${ }^{5}$ https://trec-health-misinfo.github.io/2021.html
    ${ }^{6}$ https://huggingface.co/datasets/allenai/c4

[^3]:    ${ }^{7}$ https://huggingface.co/datasets/allenai/c4
    ${ }^{8}$ https://commoncrawl.org

[^4]:    ${ }^{9}$ https://www.google.ca/forms/about/

[^5]:    ${ }^{10}$ https://zoom.us/

[^6]:    ${ }^{11}$ https://youtu.be/QXGn_E0y1Kc
    ${ }^{12}$ https://www.heroku.com/

[^7]:    ${ }^{1}$ The idea of understanding the purpose of a website before judging its quality, determining the amount of expertise, authoritativeness, and trustworthiness (E-A-T), and the cdc.gov example of high E-A-T are ideas based on Google's General Guidelines for search evaluators:
    http://static.googleusercontent.com/media/www.google.com/en//insidesearch/howsearchworks/assets/se archqualityevaluatorguidelines.pdf . Last Accessed: 17/12/2018)

