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Abstract

One of the fundamental requirements in automated driving is having accurate vehicle
localization. It is because different modules such as motion planning and control require
accurate location and heading of the ego-vehicle to navigate within the drivable region
safely. Global Navigation Satellite Systems (GNSS) can provide the geolocation of the
vehicle in different outdoor environments. However, they suffer from poor observabil-
ity and even signal loss in GNSS-denied environments such as city canyons. Map-based
self-localization systems are the other tools to estimate the pose of the vehicle in known
environments. The main purpose of this research is to design a real-time self-localization
system for autonomous driving.

To provide short-term constraints over the self-localization system a multi-modal ve-
hicle odometry algorithm is developed that fuses an Inertial Measurement Unit (IMU), a
camera, a Lidar, and a GNSS through an Error-State Kalman Filter (ESKF). Addition-
ally, a Machine-Learning (ML)-based odometry algorithm is developed to compensate for
the self-localization unavailability through kernel-based regression models that fuse IMU,
encoders, and a steering sensor along with recent historical measurement data. The sim-
ulation and experimental results demonstrate that the vehicle odometry can be estimated
with good accuracy.

Based on the main objective of the thesis, a novel computationally efficient self-localization
algorithm is developed that uses geospatial information from High-Definition (HD) maps
along with observation of nearby landmarks. This approach uses situation- and uncertainty-
aware attention mechanisms to select “suitable” landmarks at any drivable location within
the known environment based on their observability and level of uncertainty. By using
landmarks that are invariant to seasonal changes and knowing “where to look” proac-
tively, robustness and computational efficiency are improved. The developed localization
system is implemented and experimentally evaluated on WATonoBus, the University of
Waterloo’s autonomous shuttle. The experimental results confirm excellent computational
efficiency and good accuracy.
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Notation Conventions

Throughout the thesis, scalars are denoted by small letters (such as a) vectors are
denoted by small and bold letters (e.g. b), matrices are denoted by capital bold letters
(e.g. A), and points are denoted by capital letters (e.g. M). Coordinate frames are
denoted by a capital letter inside curly brackets (e.g. {V }). If {A} and {B} are two
arbitrary frames in the space, the rigid body transformation that transforms a vector from
{A} to {B} is a transformation in (i.e. the transformation in the Lie group of SE(3)) is
denoted as follows:

BTA =

[
BRA

BpA
0, 0, 0 1

]
(1)

where BRA is a 3D rotation matrix from {A} to {B} and BpA is the position of {A} with
respect to {B} while expressed in {B}.

1



Chapter 1

Introduction

In automated driving, a vehicle localization system is necessary for the safe operation of
other modules like motion planning and control systems. Although the geolocation of
the vehicle in various outside settings can be provided by GNSS, however, GNSS suffers
from poor observability in GNSS-denied environments. Therefore, localization systems are
needed for estimating the accurate location and heading of the ego-vehicle.

1.1 Motivation

Given the availability of maps of the environment, map-based localization systems have
become a viable option for automated driving. They fuse multiple landmarks information
with the map for solving the localization problem. However, fusing several noisy measure-
ments in a probabilistic state estimation framework (e.g. Kalman filter) requires proper
uncertainty models of the measurements. In some sensors, the source of noise may arise
from the physical sensing mechanism of the sensor itself. For example, the noise of an
IMU, which measures the angular velocities and linear accelerations by measuring physical
quantities, is statistically interpretable and determined by the manufacturer. However,
sensors such as Lidars and cameras that require data processing to obtain an estimate or
measure a physical quantity (e.g. distance to the landmark) need increasingly complex
and potentially hard-to-specify uncertainty models. It is because numerous factors such
as the presence of dynamic objects, environment structure, level of salient features, the
mutual pose of the sensor to the landmark, etc., contribute to the uncertainty of pro-
cessing the data to arrive at a physical estimation. Therefore, there is a need to develop
some uncertainty models that maps the low-level raw measurements into their uncertainty
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level. Having the uncertainty model will also enable the system to select a subset of the
least uncertain (most informative) measurements, which not only increases the estimation
accuracy but also reduces the computational complexity of the localization.

A map-based localization system relies on the availability of salient landmarks in the
environment. However, challenging conditions such as the sparsity of landmarks in some
areas or occlusion might lead to localization failure that needs to be addressed by estimat-
ing the vehicle’s ego-motion (i.e. change in position over time) as a short-term solution
until the localization becomes reliable. Odometry systems, such as wheel odometry, enable
vehicles to navigate in the environment when localization is not available. Visual Odometry
(VO), particularly, has emerged as a viable substitute for wheel odometry, since it delivers
more precise trajectories with relative position errors (ranging from 0.1 to 2% [1]) than
wheel odometry because it is not impacted by wheel slip in challenging road conditions.
VO techniques, however, fall short in low-textured settings, poor lighting conditions, and
circumstances when visibility is impaired by adverse weather conditions. Utilizing other
sensor modalities, such as IMU, GNSS, and Lidar, can help mitigate some of these con-
straints. The information these sensors provide is often fused in a probabilistic framework
to improve the observability of the problem where the sensors work cooperatively to pro-
vide information that is impossible from individual ones. For instance, in the monocular
Visual-Inertial Navigation Systems (VINS), the motion scale and the IMU’s biases become
observable. Moreover, it is desirable to increase the redundancy to make the whole system
robust to sensors’ failures. Finally, sensor modalities have different noise characteristics;
hence they can work in a complementary fashion to compensate for each other’s noisy
measurements. For instance, in the Lidar-radar-camera odometry system, the Lidar com-
plements the camera in low-light conditions, and the radar complements the camera and
Lidar in adverse weather conditions. A reliable fusion algorithm that can adequately ac-
count for individual sensor characteristics has been a challenge in multi-sensor localization.

1.2 Objectives

The main objective of this thesis is to develop a localization algorithm by achieving the
following sub-objectives:

1. Developing an efficient map-based vehicle localization system that takes into account
the uncertainty of environmental landmarks.

2. Developing a Multi-modal vehicle odometry system to aid the localization system by
estimating the vehicle’s ego-motion.
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1.3 Thesis Contributions

The main contributions of this thesis are the following:

1. Developing an efficient HD-map-based landmark detection and geometrical modeling.

2. Quantifying and incorporating landmarks’ uncertainties into the landmark-based lo-
calization problem.

3. Developing a multi-modal odometry system based on a tightly-coupled fusion of
camera and IMU measurements along with a loosely-coupled fusion of Lidar and
GNSS measurements.

4. Developing a novel learning-based vehicle odometry algorithm that uses the vehicle’s
conventional sensors to aid the self-localization system.

1.4 Thesis Outline

Chapter 2 provides a literature review of techniques/algorithms used for estimating vehicle
self-localization and vehicle odometry. The main features, limitations, and assumptions
for each estimation method are discussed.

In Chapter 3, vehicle odometry systems are proposed. In Section 3.2, a model-based
multi-modal vehicle odometry system is proposed to improve vehicle self-localization in
general settings by estimating the vehicle ego-motion. This algorithm fuses measurements
of different sensors, including IMU, camera, GNSS, and Lidar, to estimate the odometry of
the vehicle (i.e. short-term relative displacement and rotation of the vehicle) through an
Error-State Kalman Filter (ESKF). In this section, the proposed model-based odometry
estimator is validated by experimental and realistic simulation experiments. In Section
3.3, a machine-learning-based odometry estimation system is developed that uses recent
historical data to compensate for the unavailability of reliable self-localization. The per-
formance of the developed odometry system is validated using experimental results with
discussion in Section 3.3.

Chapter 4 presents a new self-localization algorithm that uses geometric information
of reliable landmarks while using the developed situation- and uncertainty-aware atten-
tion mechanisms to fuse various sources of information according to the uncertainty level.
Section 4.2 formulates the self-localization task as an optimization problem. It contains
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the proposed approach for modeling and detecting landmarks along with the integration of
motion models. A landmark-based extrinsic calibration of Lidar is developed and discussed
in Section 4.3. Section 4.4 presents the developed uncertainty quantification procedure for
landmarks detection along with the developed attention mechanisms.

Chapter 5 provides the results and discussions for implementing the self-localization
system using real-world experiments. The details of the experimental setup are presented
in Section 5.2. In Section 5.3, the procedure and the results of obtaining the light HD
Vector map of landmarks are presented. The result of the developed landmark-based algo-
rithm for Lidar extrinsic calibration is presented in Section 5.4. The results of uncertainty
quantification for landmarks are discussed in Section 5.5. The real-time performance of
the developed self-localization algorithm is presented in Section 5.6. The qualitative and
quantitative results for the developed self-localization system are provided in Section 5.7.

Finally, conclusions are made in Chapter 6 with suggestions for future works.
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Chapter 2

Background and Literature

2.1 Introduction

While there is a great catalog of work concerned with map-based self-localization, this
chapter examines related approaches that incorporate some uncertainty models in multi-
sensor fusion in self-localization as well as vehicle odometry. The main features, limitations,
and assumptions for each estimation method are discussed. Additionally, some background
materials and terminologies that are used in the thesis will be covered.

This chapter is organized as follows: In Section 2.2, the literature on map-based vehicle
self-localization and specifically uncertainty-aware approaches are reviewed. Moreover, the
details of vehicle odometry techniques focusing on visual-inertial navigation systems are
reviewed in Section 2.3. Conclusions are provided in Section 2.4.

2.2 Literature Review on Map-Based Vehicle

Self-Localization

According to the availability of maps of the environment, autonomous vehicles may use
map-free or map-based approaches. In the map-free approach, a map that provides accurate
information about the road features is not available. In this approach, a perception module
must locate important nearby objects/features relative to the ego-vehicle while expressed
in the vehicle frame. This is done by fusing the sensors’ online measurements through
the perception module in real-time. In this approach, the perception unit must provide
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the drivable space by detecting static road boundaries accurately and reliably such that
the controller can drive the vehicle safely inside the drivable space [2]. Having a vehicle-
centric self-localization is all that is needed for the safe operation of an Autonomous Vehicle
(AV). In the map-based approach, however, the accurate location of static road features
is known in the map frame. In this approach, an accurate self-localization in the map
frame is necessary for knowing where the road boundary is around the vehicle to obtain
the drivable space without the need to perceive it in real-time. Additionally, the location
of other objects with a fair amount of accuracy is needed for obstacle avoidance [3]. In
comparison, map-based operation of AVs needs an accurate global self-localization. On the
other hand, a map-free approach needs an accurate and highly reliable real-time perception
system.

Recent developments in developing HD maps of urban environments have resulted in us-
ing map-based self-localization algorithms [4, 5, 6, 7, 8]. The idea is to compare information
from existing HD maps with the observed landmarks in the sensors’ online measurements.
Measurements from different sensor modalities have been used in the literature for the
self-localization task.

The camera provides 2D location and RGB information of environmental features in
the image domain. Visual features in an image can be used for map-based self-localization
[9, 10, 11]. However, they are not robust to appearance changes due to different lighting
conditions, seasonal changes, and lack of enough performance in texture-less environments.
Additionally, the nonlinear projection on the image plane makes the problem highly non-
linear and complex to solve. Moreover, imperfect calibration models (e.g. due to image
distortion) can result in additional systematic uncertainty to the system. It is also im-
portant to note that the robustness of visual features to small movements of the camera
makes them a good choice for odometry estimation of the vehicle.

Lidar sensors provide geometric information about the environment in form of the 3D
location of point clouds and their intensity level. Processing Lidar measurement is simpler
since it is given in vector space and no nonlinear projection is involved. Moreover, scans
of a 3D structure are less affected by view angle and illumination variance, which makes
them good for long-term localization without the need to update the map frequently.

One of the popular approaches for HD-map-based self-localization is to register on-
line Lidar 3D point clouds with pre-recorded 3D HD point cloud maps to perform self-
localization. Iterative Closest Points (ICP) and Normal Distribution Transform (NDT)
are two well-used map-matching algorithms [6]. However, processing large-size 3D HD
point cloud maps and large real-time Lidar data streams makes them computationally
expensive with high storage needs. The idea of matching sub-maps is introduced in [12]
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to account for changes in the environment; however, it yields a significant increase in the
overall computation time. Additionally, 3D HD point cloud maps are prone to change over
time due to constructions that need to update the map frequently.

One potential approach to reduce the computational time and the storage need of
map-based self-localization systems is to use sparse landmarks by filtering out unneces-
sary information from online perception data and HD maps while focusing on a subset of
landmarks for the self-localization task. Landmark-based localization is a very well-studied
problem [13]. Visual semantic cues on the road surface such as lane markings can be used to
construct a map for self-localization [4, 8]. Authors in [8] propose a localization algorithm
for parking lots based on HD vector maps. In this approach, road markings are extracted
using semantic segmentation of bird-eye-view of multiple cameras. Then detected and
matched landmarks are fused with IMU in an error-state Kalman filter. Authors in [4]
propose a tightly-coupled fusion of visual odometry and vector HD maps. The algorithm
uses visual and vector HD map landmarks. The disadvantage of using visual landmarks is
that their appearance may change over time by repainting or by being covered by snow.
Road signs can be also used as a sparse semantic map for self-localization [14]. However,
the effectiveness of such approaches depends on the availability of the signs. There also
exist works on vector-map-based self-localization using Lidar measurements.

Urban areas contain a density of various landmarks such as buildings, light poles,
road markings, sidewalks, vegetation, traffic signs, etc., which can be used for the self-
localization task. Buildings and light poles are the two types of static landmarks that
are of higher quality for self-localization [7, 15]. Buildings and light poles are relatively
tall; therefore, they are more likely to be visible from farther distances while not being
obstructed by other objects such as trucks and buses. As a result, the perception system
can observe them throughout a larger section of the road with less chance of losing the line
of sight. Second, the geometry and the appearance of buildings and light poles are less
prone to seasonal and temporal changes in contrast to other landmarks such as trees and
road markings whose geometry and appearance may vary over time. Therefore, building
planes and poles can be observed with consistent simple geometry and appearance over
time. On the other hand, instead of representing buildings and light poles by point clouds,
they can be represented by some simple geometrical models as they are usually in simple
geometrical shapes. Buildings that are constructed mostly by vertical flat walls can be
represented by a set of planes and light poles that have a cylinder-shaped body and can be
represented by lines. As a result, processing their geometrical models is computationally
more cost-effective and requires less space to store compared to unstructured landmarks
in the environment.
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2.2.1 Uncertainty Modelling

Uncertainty refers to situations involving imperfect or unknown knowledge. In the math-
ematical modeling of physical phenomena, the goal is to devise a model with a specific
structure and set of parameters that can predict the desired output given observation
data. There might be some situations that lead to uncertainty on the model’s prediction
values (i.e. low confidence) [16]:

• Noisy data: the observed data might be noisy, which leads to the aleatoric uncertainty

• Uncertainty in model parameters : the designer might be uncertain in selecting the
best set of parameters for the mode

• Structure uncertainty : the designer might be unsure which model structure to use

The latter two uncertainties can be grouped under model uncertainty (also referred
to as epistemic uncertainty). The aleatoric and epistemic uncertainties are involved in
producing predictive uncertainty, the uncertainty in the model’s prediction.

The noise in the data can be classified into two groups, homoscedastic aleatoric uncer-
tainty, when all the observation data involve identical observation noise, and heteroscedas-
tic aleatoric uncertainty when the observation noise can vary with observation data [17].
Figure 2.1 shows the categorization of uncertainty.
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Figure 2.1: Categorization of Uncertainty

An uncertainty model is a function that maps the inputs from the measurement space
to the prediction uncertainty (usually formed as a covariance matrix) associated with the
model’s output in the prediction space.
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In regression analysis, heteroscedasticity (sometimes spelled heteroskedasticity) refers
to the unequal scatter of residuals or error terms. Specifically, it refers to the case where
there is a systematic change in the spread of the residuals over the range of measured values.
Heteroscedasticity in the data is problematic in ordinary least squares (OLS) regression
since it assumes that the residuals come from a population that has homoscedasticity,
which means constant variance.

In some sensors, sources of noise may arise from the physical mechanisms of the sensor
itself. For instance, an IMU sensor has an almost constant accelerometer and gyro noise
characteristics because it measures the angular velocity and linear acceleration by directly
measuring a physical quantity. Therefore, IMU noise is homoscedastic and is usually given
by the manufacturer who had carried out rigorous experiments. Hence, knowing this
information suffices for the algorithm designer to choose a sensor that meets the desired
noise level. Additionally, there is no further need to change the noise characteristic of
the sensor in real-time. In more complicated sensors such as vision and Lidar sensors, the
model of uncertainty is more complex. The reason is two-fold; first, the Lidar measurement
is a multi-dimensional vector of hundreds of ranges and intensities, which makes it complex
and hard to be mapped into its uncertainty. Second, the vehicle itself undergoes different
maneuvers in different environments with different levels of light, dynamic/static objects,
structured/unstructured objects, etc. Therefore, the uncertainty level in the Lidar is non-
uniform in different conditions, so it is heteroskedastic.

Visual attention, in general, is a bio-inspired mechanism, which is selecting the relevant
data from the whole perception information. Authors in [18] comprehensively reviewed vi-
sual attention mechanisms with emphasis on the biological aspects. Attention mechanisms
can be divided into two categories; hard attention mechanisms that filter out the uncer-
tain region of the measurement completely; and Soft attention mechanisms that attend
non-uniformly to different regions of the uncertain measurement.

In visual localization, there is often a great amount of redundancy in the camera mea-
surements, which gives the algorithm the flexibility to attend to only a sub-region of the
whole image in real-time while the localization remains observable; for instance, having
five-point correspondences across two image frames makes the estimation of relative rota-
tion and translation observable [19]. Therefore, the system can filter out uncertain regions
of the image by using a visual hard attention mechanism. On the other hand, the sys-
tem can attend to different regions of the image non-uniformly, based on their level of
uncertainty; this is known as the visual soft attention mechanism.
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2.2.2 Uncertainty in Localization

Some of the localization algorithms considered using attention mechanisms to meet two
objectives, to reduce computational complexity, and to neglect uncertain measurements
to improve localization accuracy. The following will particularly go over the recent visual
SLAM, which uses hard and soft attentional mechanisms for the aforementioned objectives.

Visual hard attention, often known as active feature selection, has been used in most
of the works to enhance the performance of visual localization and odometry algorithms.
Authors in [20] and [21] use a trained heuristic model of the quality of the visual features by
mapping to a scalar value that quantifies the features’ quality for the localization; in [21] the
measurement covariance associated with each observation is rescaled accordingly. Authors
in [22] propose a method to select salient landmarks and constructed a topological map.
Authors in [23] use an appearance-based metric of visual saliency (features that “stand
out”) in the Simultaneous Localization and Mapping (SLAM) loop closing. Authors in [24]
select a minimal subset of landmarks in a graph based on a co-visibility criterion which
is to be seen from multiple camera frames. Authors in [25] propose an attention module
for landmark selection and active gaze control; In their work, feature selection includes
a bottom-up and top-down attention mechanism, for considering features’ saliency and
task performance, respectively. Authors in [26] propose a landmark selection mechanism
based on the covered area to reduce the map size. Authors in [27] propose a mechanism
for landmarks subset selection through a reinforcement learning algorithm. Authors in
[28] and [29] incorporate prior information to inform feature matching, and to increase the
efficiency consequently.

On the other hand, Visual soft attention mechanisms have been used more recently in
visual odometry and SLAM. Authors in [21] consider multiple criteria, including angular
velocity and acceleration as the level of image degradation, local image entropy as the
quality of textures, a blur metric introduced in [30], optical flow variance score as a metric
for moving objects, and image frequency composition as the level of texture in the image.
They use these sets of criteria as the features to learn the uncertainty using a k-nearest
neighborhood (KNN) approach. They further develop this approach in [31], in which they
use the same set of features in a kernel function to estimate the covariance matrix in the
least square problem in visual odometry. Authors in [32], convert an end-to-end visual
re-localization neural network [33] into a Bayesian neural network that can estimate the
predictive uncertainty in addition to the network’s point estimate. They average Monte
Carlo dropout samples from the posterior of the network’s weights to estimate the network’s
output distribution and noise characteristics. More recently, authors in [34] propose an
end-to-end visual-Lidar SLAM that incorporates a heuristically designed attention layer.
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Table 2.1: A summary of studies using attention mechanisms

Application
Attention
Mechanism

Criteria Metric

Visual
Odometry

Hard

Prior-informed
Matching

Vehicle-environment configuration (depth) [38]

Motion-model [28, 29, 39]

Distribution
of the image

Bucketing [38, 40]

Mutual information [41]

Observability [42]

Orthogonality Index [43]

Quality
Semantic Information [36, 44, 45]

Tracking age [38]

Prediction Age [39]

Outlier rejection Normalized reprojection error [46]

Localization error Reinforcement learning [27]

Soft
Quality Angular velocity, acceleration, image entropy, etc. [21, 47]

Data-driven Deep features [33, 32]

Visual
Localization
and SLAM

Hard
Topology

Well-distributed in the environment [26]

Higher Co-visibility [9, 24]

Information gain [48]

Quality
Uniqueness [21, 22, 23, 25]

Static/dynamic [45, 44]

Other
Applications

Soft Data-driven Deep features [35, 49, 37]

Soft attention has been of interest in other applications as well. Authors in [35] pro-
vide an attention layer in a deep learning framework for probabilistic pixel-wise semantic
segmentation. Authors in [36] propose an attention module that is used in a multi-task
learning structure, including semantic segmentation, depth estimation, and surface normal
estimation. Authors in [37] propose an attention-aware temporal weighted convolutional
neural network (CNN) for the action recognition problem. Table 2.1 summarizes the afore-
mentioned works done in active feature selection and visual attention mechanisms.

According to Table 2.1, some research studies use various metrics as features that can
interpret the heteroskedastic uncertainty of the visual information. These are some domain-
knowledge-based features that try to express the uncertainty of the visual measurements
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based on various criteria. One can interpret the idea of including more features (metrics)
as an attempt to reduce the epistemic uncertainty of the system (the uncertainty in the
model structure and parameters).

Approaches in Table 2.1, do not cover multiple essential ideas that can be considered as
gaps in the literature. Developing a soft attention mechanism in the localization problem
is one of the main objectives of the proposed thesis, which has not been done for Lidar
localization, according to Table 2.1. Moreover, most of the works, considered vehicle-
oriented measurements for the attention mechanism while ignoring the effect of vehicle-
map mutual configuration. There is a need to include the map topology from the vehicle’s
perspective (e.g. depth of the features, angle of view, etc.) to proactively attend to
uncertain regions of the environment.

One approach to improve the overall uncertainty of the localization problem has been
using sensor fusion by fusing the output of multiple sensor modalities. There have been
two general paradigms in multi-sensor fusion in SLAM, tightly-coupled and loosely-coupled
approaches. In the loosely-coupled state estimation approach, the output of different state
estimators based on different sensor modalities is fused. On the other hand, in tightly-
coupled fusion, the states that are being estimated in the estimation problem include not
only the pose of the vehicle but also the internal states of the different sensor modalities
(e.g. IMU bias); therefore, they outperform the estimation accuracy but need more imple-
mentation effort. Figure 2.2 illustrates a high-level schematic of visual-inertial odometry
in these approaches.

From the optimization perspective, localization algorithms are classified into filtering
and optimization (Maximum a Posteriori, fix-lag smoothing) approaches. In the filtering
approach, a window of recent states is estimated in a Kalman filter [50, 51]. On the other
hand, in the optimization-based approach, a sparse set of states is estimated through a
nonlinear optimization problem which yields better real-time performance [52, 53].

2.3 Literature Review on Vehicle Odometry

In recent years, visual odometry has been developed significantly due to its low cost,
small size, and easy hardware layout properties [9, 53, 54, 55, 56]. However, the weak
robustness of visual measurements in challenging environments with high uncertainty has
been a problem of pure visual odometry and SLAM. One solution to this problem is fusing
an inertial measurement unit (IMU) with the camera, which leads to the visual-inertial
navigation system (VINS) and SLAM algorithms [52, 51, 57, 10]. In VINS, the motion
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Figure 2.2: High-level schematic of loosely coupled vs tightly-coupled visual-inertial odom-
etry
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scale of monocular SLAM becomes observable and the inertial readings impose some short-
term motion constraints that yield more robust performance under uncertain low-quality
visual readings, such as fast motion or strong illumination change.

In [51], a multi-state constraint Kalman filter (MSCKF) is proposed that uses an error-
state extended Kalman filter to estimate the states using an IMU and a monocular camera.
In this work, the 3D position of features needs to be estimated through a least square
problem. In [58] a visual-inertial odometry architecture is developed that uses a trifocal
tensor as the constraint between three camera images. Therefore, no estimation of the 3D
position of features is required which reduces the computational complexity. The fusion
of the GNSS with VINS is also a popular topic. In [59], an MSCKF-based estimator is
used to optimally fuse inertial, camera, and asynchronous GNSS measurements. In [60],
global positional information is fused with visual-inertial measurement in a tightly coupled
optimization-based estimator. In this work, the states contain the vehicle’s states and the
position of 3D landmarks, making the system computationally heavy if the position of 3D
visual landmarks is not needed.

The most similar approach to this thesis is [61], in which they fuse IMU, GNSS, radar,
Lidar, and camera through an error-state extended Kalman filter (ESEKF). They used a
deep neural network, PWC-net, to estimate the optical flow followed by essential matrix
extraction. Therefore, it is not CPU real-time. On the other hand, it uses two camera
images (instead of the three camera images that are used in this work) to do the visual
odometry. A one-step numerical differentiation is done to fuse the output of Visual and
Lidar odometry to obtain the estimated velocity, which is not accurate and is prone to
noise. On the other hand, in this work, since the last pose of the vehicle is included in
the state variables, the Lidar measurements are fused based on the relative position of the
current vehicle frame and the last vehicle frame. Additionally, they do not include IMU
biases in the state variables, which can lead to significant drift. They used a 3DOF IMU
through a 6DOF kinematic model. Therefore, in highly dynamic driving or on roads with
bank angles and grades, the readings of 3DOF IMU are not reliable because it contains a
large projection of gravitational acceleration.

2.3.1 VINS for Ground Vehicles

When it comes to ground vehicle applications, there are still some challenges in using VINS.
It has been shown that VINS algorithms suffer from weak observability in a degenerate
type of ground vehicle’s motion [62]. A vehicle approximately has a planar motion, usually
over an arc or straight line. Therefore, IMU is mostly measuring only 3 degrees of freedom
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(DOF) of the vehicle motion. This 3 DOF often degenerates to 1 Degree of Freedom
(DOF) or 2 DOF in urban and highway driving conditions. As a result, when the vehicle
has no acceleration (going in a straight line with constant speed), the motion scale and
the acceleration biases become unobservable [62]. Nevertheless, wheel odometry can make
the motion scale observable; however, there is a need to fully exploit the vehicle motion
characteristics in the estimation problem.

The aforementioned challenges of VINS can be mitigated by incorporating the vehicle’s
motion dynamics to limit the solution space the vehicle can undergo. Existing literature
shows that knowledge of robot dynamics, especially vehicle dynamics, can improve estima-
tion. However, using vehicle dynamics has been limited mostly to the filtering algorithms,
such as Kalman filters [63].

On the other hand, in optimization-based approaches, utilizing dynamics in the estima-
tion is challenging in real-time for two reasons; first, the rate of the dynamic measurements,
e.g. steering wheel angle, is fast compared to the speed of the optimization step, which
implies that measurements need to be processed at a faster rate than the optimizer can
handle. Second, those measurements are highly coupled with the states, meaning that mul-
tiple measurements cannot easily be integrated, as the estimates of the states presumably
must change at each optimization step.

To fuse high-frequency sampled inertial measurement with low-frequency sampled vi-
sual measurement of the camera, the pre-integration method has been extensively used by
researchers [64, 57] after it was introduced in [65]. In this approach choosing the body
frame as the reference frame decouples measurement from the estimation states. As a
result, it enables integrating the inertial measurement data once and using the integration
result in every optimization step without the need for recalculation. Given the fact that
inertial measurements essentially provide odometry data (the local motion of the vehicle),
one can generalize the idea of pre-integration to any odometry-based information, specifi-
cally dynamical equations of the motion. Pre-integrated dynamic factors were introduced
in [47] for the visual-inertial odometry of unmanned aerial vehicles (UAVs). It utilized a
point-mass quadrotor model to create dynamic factors for transitional dynamics only and
used IMU measurement for the rotational dynamics factor. This work was followed by
[66] by jointly estimating UAV states and external forces. By estimating external forces,
the method introduced in this work was able to reduce the discrepancy between motion
prediction based on UAV dynamics and actual motion.

In addition to UAVs, the dynamics of the vehicle have been also considered in some
VINS algorithms. In some earlier works [67, 68, 69], while assuming the planar motion of
the vehicle, the motion is estimated by solving a homography matrix. In [70, 71] a one-
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point random sample consensus (RANSAC) outlier rejection based on the vehicle’s non-
holonomic constraints is introduced to increase the estimation efficiency. The Ackermann
vehicle model is used in [72] to recover the scale of monocular visual odometry. However,
this simple vehicle model did not consider the influence of the tire cornering stiffness and
sideslip angles. The above methods specifically designed for vehicle motion estimation
only focus on adding motion constraints to visual odometry or data association, rather
than adding vehicle model constraints to the optimization backend. In mVINS [73], wheel-
encoder measurements were incorporated into VINS trying to properly model the vehicle’s
almost-planar motion; however, it didn’t benefit fully from vehicle dynamics by tightly
coupling vehicle motion information with other measurements.

More recently, authors in [74] introduced the idea of tightly-coupled integration of
vehicle dynamics into VINS. They applied the pre-integration idea to the application of
ground vehicles. In this work, by considering the availability of high-frequency vehicle
inputs (i.e. longitudinal velocity and steering wheel angle over the CAN Bus), the 2D
lateral vehicle bicycle model is implemented under the steady-state assumption. This
approach does not consider the epistemic uncertainties originating from the uncertainties
in vehicle model structure and parameters, nonlinearities in the tire model, vehicle non-
planar motions, and external disturbances from the road.

2.4 Summary

To evaluate the novelty of the proposed thesis, this chapter reviewed previous research stud-
ies in multi-sensor fusion localization from the uncertainty-awareness perspective. General
definitions and a short description of different types of uncertainties were followed by re-
viewing the localization algorithms that take into account measurement uncertainty to
some extent by using soft and hard attention mechanisms. It was shown that there is
a need to first, quantify the uncertainty of measurements, and second, incorporate the
quantified uncertainty into multi-modal data fusion localization, which has not been fully
discovered in the literature so far.

Additionally, the general paradigms in vehicle odometry were reviewed with special
consideration to the visual-inertial navigation system (VINS). The recent progress in incor-
porating vehicle dynamics into VINS was discussed and the need to consider a data-driven
approach was discussed, something that has not been considered in the literature yet.

According to the reviewed literature and the thesis objectives, some new approaches
have been developed, which are discussed in the following chapters. A new approach for
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model-based odometry and learning-based odometry is introduced in Chapter 3. In Chap-
ter 4, a vehicle self-localization approach is developed that takes into account measurement
uncertainties in the problem.
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Chapter 3

Vehicle Odometry

3.1 Introduction

Given the vehicle’s last position and measurements, the objective of vehicle odometry is
to find the next position of the vehicle. Vehicle odometry plays an important role in
self-localization systems, especially when an absolute self-localization measurement (e.g.
GNSS) is not reliable. A variety of approaches have been proposed for odometry estimation
in the literature.

Conventional vehicle state estimators who have access just to the standard vehicle dy-
namics sensors suffer from weak observability or non-observability due to the highly non-
linear behavior of the vehicle, particularly on slippery roads or while driving at the limits
of vehicle handling. Currently, vehicles with automated driving features are equipped with
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Figure 3.1: The goal of odometry is to estimate the changes in the position and orientation
over time. Although the goal of self-localization is to localize with respect to the reference
frame, having vehicle odometry is necessary to find the position of the vehicle relative to
the last position in case the localization becomes unreliable.
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additional types of sensors, such as GNSS, cameras, Lidar, radar, etc, that can be used to
estimate the vehicle states with higher accuracy and reliability. On the other hand, model-
based observers suffer from parameter mismatch and drift between the model’s parameters
and the actual vehicle’s parameters. On the other hand, kinematic-based observers are
prone to drifts due to time-varying biases in the IMU sensor.

In this chapter, a tightly-coupled estimation approach is used that involves the IMU’s
biases in the state vector, which is estimated through fusion with other exteroceptive (i.e.
environmental) sensors. Therefore, the observer does not rely on vehicle dynamics pa-
rameters and does not suffer from drift due to the IMU biases. This odometry system is
designed to aid the self-localization system by imposing constraints on the displacement
of the vehicle. Additionally, a machine learning-based odometry system is developed that
uses proprioceptive (i.e. internal) sensors that account for the measurement uncertainty
through reference data. This odometry system is designed to compensate for localization
failures. In particular, there are some key contributions to this work. The first contribu-
tion is developing a generic framework that fuses measurement of IMU and camera in a
tightly coupled manner, which includes the estimation of IMU’s biases along with loosely-
coupled fusion with GNSS and Lidar. The second contribution is to design a learning-based
odometry system that is robust to sensor uncertainties.

This chapter is organized as follows: In Section 3.2, a model-based vehicle odometry
system is developed based on an Error-State Unscented Kalman Filter (ESUKF) that fuses
a monocular camera, a GNSS, and a Lidar with IMU. In this section, the proposed model-
based odometry estimator is validated by experimental and realistic simulation data. In
Section 3.3, a machine-learning odometry estimator is developed through kernel-based non-
parametric regression models using effective input feature selection. Finally, the proposed
machine learning-based odometry estimator is evaluated based on experimental tests along
with discussion in Section 3.3.

3.2 Model-Based Multi-Modal Vehicle Odometry

In this section, the overall structure of sensor fusion is discussed based on the Unscented
Kalman Filter (UKF) approach. The reason for utilizing unscented transform is that having
highly nonlinear camera measurement functions makes the Extended Kalman Filter(EKF)
inaccurate and inconvenient.
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3.2.1 IMU Measurement Model

The 6-axis IMU contains an accelerometer and a gyroscope that measures 3D accelera-
tions and 3D angular velocities, respectively. The IMU measurements are modeled by the
following equations:

am =
(
NRI

)⊤ (Na+N g
)
+ ba + na

ωm =Iω + bg + ng ,
(3.1)

where am ∈ R3 is the measured acceleration of the vehicle that is expressed in the vehicle
frame {V }, Na ∈ R3 is the true acceleration expressed in the navigation frame {N}, Ng =
[0, 0, 9.81]⊤ [m /s2] is the gravitational acceleration vector, na ∈ R3 is the accelerometer’s
zero-mean Gaussian noise, ωm ∈ R3 is the measured angular velocity, Iω is the true angular
velocity, and ng ∈ R3 is the gyroscope’s zero-mean Gaussian noise. Note that the effect
of the Earth’s rotation is neglected on the measured acceleration by simply assuming that
{N} is stationary.

The accelerometer biases ba ∈ R3 and the gyroscope biases bg ∈ R3 are modeled
as Gaussian random walk processes driven by zero-mean Gaussian noise nba and nbg,
respectively:

ḃa =nba

ḃg =nbg .
(3.2)

Accordingly, the IMU kinematics can be written as follows:

NṗI =
N vI

Nq̇I =
1

2

(
NqI

)
⊗
[
0 ω⊤

m−b⊤
g−n⊤

g

]⊤
N v̇ = NRI (am − ba − na)−N g

ḃa = nba

ḃg = nbg ,

(3.3)

where NvI is the velocity of {I} with respect to {N} and expressed in {N}, NqI is the unit
quaternion corresponding to the rotation from {I} to {N}, and ⊗ denotes the operation
of quaternion multiplication.
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The state vector that fully describes the entire state of the IMU model at any time
is comprised of the position, orientation, velocity, and biases of the IMU, which are as
follows:

xIMU =
[
Np

⊤ Nq
⊤ Nv

⊤
b⊤
a b⊤

g

]⊤
. (3.4)

3.2.2 Decomposition of (True) States into the Nominal States
and the Error States

It is beneficial to decompose the state (called also as a true state here) into the nominal
state and error-state vector for multiple reasons; first, it reduces the dimension of the state
vector by parameterizing the rotation using three Euler angles instead of a quaternion
(which has 4 components) and second, it enables the linearization of the system. The true,
nominal, and error state vectors of IMU are:

True state: xIMU =
[
Np

⊤ Nq
⊤ Nv

⊤
b⊤
a b⊤

g

]⊤
∈R16 (3.5)

Nominal state: x̂IMU =
[
Np̂

⊤ Nq̂
⊤ Nv̂

⊤
b̂⊤
a b̂⊤

g

]⊤
∈R16

Error state: x̃IMU =
[
Np̃

⊤ Nδθ Nṽ
⊤

b̃⊤
a b̃⊤

g

]⊤
∈R15 .

The true state is considered as the composition of the nominal state and error state
whose relationships are as follows:

Np =N p̂+N p̃ (3.6)

Nq =N q̂ ⊗
[
1 1

2
δθ⊤
]⊤

Nv =N v̂ +N ṽ

ba = b̂a + b̃a

bg = b̂g + b̃g .

The nominal state kinematics is considered the same as the true state kinematics in
(3.6) when assuming no uncertainty is present (setting all the noises to zero). Therefore,
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N ˙̂pI =
Nv̂ (3.7)

N ˙̂q =
1

2

N

q̂ ⊗
[
0
(
Iω̂m

⊤−b̂⊤
g

)]⊤
N ˙̂v = R

(
Nq̂
)
(am−b̂a)−Ng

˙̂
ba =03×1

˙̂
bg =03×1 .

Based on the nominal state kinematics in the composition of states in (3.6), the error state
kinematics can be derived as follows (see [75] for the full derivation):

N ˙̃p =Nṽ (3.8)

Nδθ̇ = −
⌊
Iω̂m

⊤−b̂⊤
g

⌋
×

N−b̃g−ng

N ˙̃v = −R
(
Nq̂
)(⌊

am−b̂a

⌋
×

Nδθ+b̃a+na

)
˙̃
ba =nba

˙̃
bg =nbg ,

where ⌊·⌋× is the skew-symmetric matrix defined as:xy
z


×

=

 0 −z y
z 0 −x
−y x 0

 . (3.9)

Now, the error state kinematics of IMU is fully derived and ready to be used in the ESUKF,
which is discussed in the following sections.

3.2.3 Camera Measurement Model

The camera provides a sequence of images at some frame rate. The camera might observe
common visual features across multiple frames when the vehicle navigates through the
environment. Each feature observed in multiple camera frames imposes a constraint on
the camera’s pose at the capture time of the frames. Consider {mk−2, mk−1, mk}i are
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three observations of a feature i in three consecutive camera frames {Ck−2, Ck−1, Ck}.
The camera measurement model contains a constraint for the feature i ∈ {1, 2, . . . , n}
that is observed in the last three poses of the camera based on the trifocal tensor, and a
constraint for any feature that is observed in two consecutive poses (i.e. {Ck−2, Ck−1} or
{Ck−1, Ck}) based on the epipolar constraint [58]:

zc,i=hc (Xk, {mk−2,mk−1,mk}i) =

m̃⊤
k−1R

⊤
12 ⌊t12⌋× m̃⊤

k−2

m̃⊤
kR

⊤
23 ⌊t23⌋× m̃⊤

k−1

K
(∑

i m̃
⊤
1iT

⊤
i

)
l2

+nc, (3.10)

i =1, 2, . . . , n,

nc ∼ N(0,Σc),

where

m̃k−2 =K−1mk−2 (3.11)

m̃k−1 =K−1mk−1

m̃k =K−1mk

R12 =
(
GRCk−2

)⊤
GRCk−1

R23 =
(
GRCk−1

)⊤
GRCk

t12 =
(
NRCk−2

)⊤ (
NpCk−1

− NpCk−2

)
t23 =

(
NRCk−1

)⊤ (
NpCk

− NpCk−1

)
NRCk−2

=R
(
NqIk−2

)
IRC

NpCk−2
=NpIk−2

+R
(
NqIk−2

)
IpC ,

NRCk−1
=R

(
NqIk−1

)
IRC

NpCk−1
=NpIk−1

+R
(
NqIk−1

)
IpC ,

NRCk
=R

(
NqIk

)
IRC

NpCk
=NpIk +R

(
NqIk

)
IpC

l2 = (le2 − le1, −m̃2ule2 + m̃2vle1)
⊤ ,

R⊤
12 ⌊t12⌋× m̃1 = (le1, le2, le3)

⊤

m̃2 = (m̃2u, m̃2v, 1)
⊤ .
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Figure 3.2: Camera measurement block, which receives three consecutive images, detects
and matches features, and outputs the measurement vector corresponding to each observed
feature.

Figure 3.2 shows the block diagram of the camera measurement model; first, it receives
three consecutive image frames; then after detecting features and matching n features
across the three consecutive frames, it outputs n measurement vectors corresponding to
each matched visual feature.

Note that the nonlinearity inside the camera measurement model in (3.10) is considered
by using sigma points in the UKF.

The main benefit of using epipolar constraint and trifocal tensor here is that they are
just functions of 3D camera observations and camera pose while they are not a function
of the feature position in 3D space (the mapping). Therefore, there is no need to have an
extra step of structure estimation using the least square problem (same as [51]) and no need
to include the position of numerous features inside the state vector. This is desirable since
the state vector remains short and the computation complexity to estimate the structure
is avoided. This is aligned with the main objective which is to estimate the vehicle’s state
rather than estimating the mapping.

On the other hand, because the environment’s appearance is not robust to illumination
and seasonal changes, visual features are not stored and used for localization objectives.
However, during a short time interval of three consecutive frames, the environment’s ap-
pearance does not change significantly; therefore, visual features used for odometry remain
robust.
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3.2.4 GNSS Measurement Model

In this project, a low-grade GNSS sensor is considered used in the sensory suite that
measures its global position. The global coordinate system is the Universal Transverse
Mercator (UTM) coordinate system that expresses the location as northing, easting, and
height:

zG =

northingeasting
height

 . (3.12)

The GNSS measures the position in {G} frame which is assumed to be contaminated with
a zero-mean Gaussian noise. Accordingly, the GNSS measurement model is as follows:

zG = hG (Xk) =
G pN +

(
GRN

)N
p+

(
GRN

) (
NR
)I

pGNSS + nGNSS, (3.13)

nGNSS ∼ N(0,ΣG)

where GpN and GRN are the GNSS alignment, which includes the position and orientation
of the navigation frame with respect to the GNSS frame, IpGNSS is the lever arm of the
GNSS sensor to the IMU sensor on the vehicle (which is a calibration parameter), and
ΣG = diag(σGNSS,x, σGNSS,y, σGNSS,z).

3.2.5 GNSS Alignment

The measurement model in (3.13) relates the GNSS measurements to multiple quantities,
including GNSS alignment GpN and GRN . This is because the reference of the GNSS
positioning is a global frame {G}, whereas the IMU states in (3.4) are expressed in a local
stationary frame {N}. Therefore, to use the GNSS measurement model in (3.13), there
is a need to find the GNSS alignment which is the transformation that aligns the local
coordinate system {N} to the global coordinate system {G} (Figure 3.3).

As both {N} and {G} frames are already aligned with gravity, there is a need to
estimate a 4-DOF transformation between these frames, including rotation around the
gravity vector (z-axis) and a 3D translation. Given a set of nominal estimations from the
state estimation system and the GNSS measurements, one can solve a nonlinear least-
square problem to find the alignment:
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Figure 3.3: The GNSS measurements are expressed in a global coordinate system whereas
the IMU states are expressed in a local navigation frame. A transformation can align the
two coordinate systems together.

GTN
⋆
= argmin

GTN

∑
j

∥∥∥zG,j − f
(
GTN ,

N pj ,
NRj

)∥∥∥
Ω
. (3.14)

Note that the GNSS alignment requires the system to wait for some time to get a
window of GNSS measurements with enough displacement to estimate this alignment.
After getting this alignment, the system can fuse the measurements from GNSS.

3.2.6 Lidar Measurement Model

The Normal Distribution Transformation (NDT) map-matching technique [6] is used to
match the Lidar points in the current frame to the Lidar points in the last frame. The
NDT algorithm is a registration algorithm that uses standard optimization techniques
applied to statistical models of 3D points to determine the most probable registration
between two point clouds.

Moreover, some point cloud sanitization techniques are performed. The points on the
ground are removed based on the thresholding approach. To improve the efficiency and
accuracy of the registration algorithm, the point clouds are down-sampled using random
sampling with a sample ratio, which reduces the total number of points. Finally, through
annular region selection, sparse distance points, as well as points on the vehicle itself, are
removed from the point cloud of Lidar.
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The Lidar measurement model is the constraint over two consecutive Lidar point clouds,
which is imposed by the output of the Lidar point cloud registration:

zL = hL (Xk) + nL =

[(
NRk−1

)−1 (Npk − Npk−1

)
θ{
(
Nqk−1

)−1⊗(
Nqk

)
}

]
+ nL, nL ∼ N(0,ΣL) , (3.15)

where θ{·} is the Euler angles vector containing roll, pitch, and yaw, given the rotation in
quaternion, and nL is assumed to be a zero-mean Gaussian noise. Figure 3.4 illustrates
the inputs and outputs of the Lidar measurement model and the intermediate steps.
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NDT Map-
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Lidar Odometry

Figure 3.4: Lidar Measurement Block. It receives point clouds in two consecutive frames
and does registration in addition to some processing

3.2.7 Estimator Structure

Filter State Vector

Figure 3.5 illustrates the factor-graph representation of the observer system. Accordingly, a
camera measurement (detected feature) imposes a constraint over three consecutive states,
Lidar and IMU measurements impose a constraint over two consecutive states and GNSS
imposes a constraint over each state. Therefore, the filter state vector should contain the
last two poses of the vehicle in addition to the IMU states at the current time. The filter
nominal state at time step k is:

x̂k =
[
x̂⊤
IMU,k

N p̂k−1
⊤ N q̂k−1

⊤ N p̂k−2
⊤ N q̂k−2

⊤
]⊤

∈ R30 . (3.16)

Accordingly, the filter error state is:
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Figure 3.5: Factor-graph Representation of the multi-modal odometry estimation problem.
The state vector of the odometry at the time tk is determined based on the edge of visual
measurements to the last two states (denoted in yellow), the edge of Lidar measurements
and the last state (denoted in green), the edge of IMUmeasurements and last state (denoted
in gray), and the edge of GNSS measurement at the current time (denoted in red).

x̃k =
[
x̃⊤
IMU,k

N p̃k−1
⊤ Nδθk−1

⊤ N p̃k−2
⊤ Nδθk−2

⊤
]⊤

∈ R27 . (3.17)
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Filter Prediction

Given that the last two poses are stationary, the filter propagation model of the nominal
state is as follows:

N ˙̂pI =
Nv̂ (3.18)

N ˙̂q =
1

2

N

q̂ ⊗
[
0
(
Iω̂m

⊤−b̂⊤
g

)]⊤
N ˙̂v = R

(
Nq̂
)
(am−b̂a)−Ng

˙̂
ba =03×1

˙̂
bg =03×1

N ˙̂pk−1 = 0

N ˙̂qk−1 = 0

N ˙̂pk−2 = 0

N ˙̂qk−2 = 0 .

Additionally, the filter propagation model of the error state is as follows:

N ˙̃p =Nṽ (3.19)

Nδθ̇ = −
⌊
Iω̂m

⊤−b̂⊤
g

⌋
×

N−b̃g−ng

N ˙̃v = −R
(
Nq̂
)(⌊

am−b̂a

⌋
×

Nδθ+b̃a+na

)
˙̃
ba =nba

˙̃
bg =nbg

N ˙̃pk−1 = 0
Nδθ̇k−1 = 0

N ˙̃pk−2 = 0
Nδθ̇k−2 = 0 .

Accordingly, the continuous error-state kinematic model is:
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˙̃x = Fcx̃+GcnIMU, nIMU=
[
n⊤
a n⊤

g n⊤
ba n⊤

bg

]
, (3.20)

where

Fc =



03×3 03 I3 03 03 03×12

03×3 −
⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×

03×3 03×3 −I3 03×12

03×3 −R
(
N q̂
) ⌊

am − b̂a

⌋
×

03×3 −R
(
N q̂
)

03×3 03×12

03×3 03×3 03×3 03×3 03×3 03×12

03×3 03×3 03×3 03×3 03×3 03×12

012×3 012×3 012×3 012×3 012×3 012×12


, (3.21)

Gc =



03×3 03×3 03×3 03×3

03×3 −I3 03×3 03×3

−R
(
N q̂
)

03×3 03×3 03×3

03×3 03×3 I3 03×3

03×3 03×3 03×3 I3
012×3 012×3 012×3 012×3

012×3 012×3 012×3 012×3


.

The zero-order-hold discretized error-state kinematics is:

x̃k = Fdx̃k−1 +GdnIMU , (3.22)

where
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Fd =exp (Fct) =I27×27+Fc∆t+
1

2!
F2
c∆t

2+ . . . =

 I3 F1 I3 − 1
2
R

(
N q̂

)
∆t2 F4 03×12

03×3 F2 03×3 03×3 F5 03×12

03×3 F3 I3 −R
(
N q̂

)
t F6 03×12

03×3 03×3 03×3 I3 03×3 03×12
03×3 03×3 03×3 03×3 I3 03×12
012×3 012×3 012×3 012×3 012×3 I12


(3.23)

F1 = −R
(
N q̂
) ⌊

am − b̂a

⌋
×

(
−1

2
∆t2I3 +

1

6

⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×
∆t3 − 1

24

⌊
I ω̂m

⊤ − b̂⊤
g

⌋2
×
∆t4
)

F2 = I3 −
⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×
∆t+

1

2

⌊
I ω̂m

⊤ − b̂⊤
g

⌋2
×
∆t2

F3 = R
(
N q̂
) ⌊

am − b̂a

⌋
×

(
−∆tI3 +

1

2

⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×
∆t2 − 1

16

⌊
I ω̂m

⊤ − b̂⊤
g

⌋2
×
∆t3
)

F4 = R
(
N q̂
) ⌊

am − b̂a

⌋
×

(
1

6
∆t3I3 −

1

24

⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×
∆t4 − 1

120

⌊
I ω̂m

⊤ − b̂⊤
g

⌋2
×
∆t5
)

F5 = ∆tI3 +
1

2

⌊
I ω̂m

⊤ − b̂⊤
g

⌋
×
∆t2 − 1

6

⌊
I ω̂m

⊤ − b̂⊤
g

⌋2
×
∆t3

F6 = −F1 .

The covariance of the noise is

Qc=var (nIMU)=diag (σgI3,σaI3,σbaI3,σbgI3) , (3.24)

where σg, σa, σba, σbg are scalars. The propagated covariance matrix is:

Qd=

∫
∆t

Fd(τ)GcQcG
⊤
c Fd(τ)

⊤d (3.25)

Pk|k−1=FdPk−1|k−1F
⊤
d+Qd .

Marginalization of State Vector

When the new set of measurements arrives, the last vehicle pose is discarded, and the new
pose is added to the state vector to keep just the last three vehicle poses. The nominal
state, error state, and covariance are marginalized as follows:
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x̂k = Tnx̂k (3.26)

x̃k = Tnx̃k

Pk|k = TePk|kT
⊤
e ,

where

Tn =


I7×7 07×9 07×7 07×7

09×7 I9×9 09×7 09×7

07×7 07×9 07×7 I7×7

I7×7 07×9 07×7 07×7

 , Te =


I6×6 06×9 06×6 06×6

09×6 I9×9 09×6 09×6

06×6 06×9 06×6 I6×6

I6×6 06×9 06×6 06×6

 . (3.27)

Observability

According to [76], for a visual-inertial observer with a known gravity vector and 6-axis IMU,
the necessary conditions for full observability of a visual-inertial observer are as follows:

1. To estimate the observable modes the vehicle cannot move at a constant linear speed

2. To estimate the observable modes the camera must perform at least three observa-
tions

The second condition is simply met after receiving three camera frames. However, the
first condition requires the motion of the vehicle to be sufficiently rich to capture accel-
erations in the IMU measurements with enough excitations. In the developed augmented
state estimation, the presence of other sensor measurements improves the observability of
the system and compensates for such conditions.

The overall structure of the state estimation system is shown in Figure 3.6 and the
main steps are summarized in Algorithm 1.

3.2.8 Results and Discussion

The performance of the developed augmented odometry system is evaluated in real ex-
periments. Accordingly. the KITTI dataset is used to evaluate the state estimation per-
formance that contains synchronized measurements of a vehicle equipped with different
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Figure 3.6: The schematic diagram of the ESUKF structure. The state is odometry is
estimated based on the IMU kinematics and then updated upon receiving measurements
from the camera, GNSS and Lidar.
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Algorithm 1: Augmented Vehicle State Estimation

1 Initialize x̂0, P0|0, and x̃0|0=027×1

2 for k
{Filter Prediction}

3 Compute Fd and Qd by (3.23) and (3.25)
4 x̃k|k−1=027×1, Pk|k−1=FdPk−1|k−1F

⊤
d +Qd

5 Predict x̂k by (3.18) and 4-th order Runge-Kutta method
6 Predict x̃k by (3.22)

{Camera Measurement Update}
7 Match feature points in the last three frames to get {mk−2,mk−1,mk}i
8 Use RANSAC to find inliers

%%% Generate Sigma points and predict all the camera measurements %%%

9 X̃l
k|k−1

= 027×1 ±
(√

(L+ λ)Pk|k−1

)
l

10 Zl
i = hc

(
Xk, {mk−2,mk−1,mk}i

)
, ẑc,i =

∑2L
l=0 W

l
sZ

l
i

%%% Update Error State and Error Covariance %%%

11 Pzc,i,zc,i =
∑2L

l=0

(
Zl
i − ẑc,i

) (
Zl
i − ẑc,i

)⊤
+R

12 Pxzc,i =
∑2L

l=0 W
l
c

(
X̃l

k|k−1
− 027×1

) (
Zl
i − ẑc,i

)⊤
13 Kk = PxziP

−1
zizi

14 x̃k|k = x̃k|k−1 +Kk(zi −Pxzi )
{GNSS Measurement Update}

15 if GNSS is not initialized
16 initialize GNSS using (3.14)
17 else

%%% Generate Sigma points and predict camera measurement %%%

18 X̃l
k|k−1

= 027×1 ±
(√

(L+ λ)Pk|k−1

)
l

19 Zl
G = hG (Xk), ẑG =

∑2L
l=0 W

l
sZ

l
G

%%% Update Error State and Error Covariance %%%

20 PzG,zG =
∑2L

l=0

(
Zl
G − ẑG

) (
Zl
G − ẑG

)⊤
+R

21 PxzG =
∑2L

l=0 W
l
c

(
X̃l

k|k−1
− 027×1

) (
Zl
G − ẑG

)⊤
22 Kk = PxzGP−1

zGzG
23 x̃k|k = x̃k|k +Kk(zG −PxzG )
24 endif

{Lidar Measurement Update}
25 Remove points on the ground plane
26 Select points in the annular region
27 Random-down sample points
28 Perform NDT to register pcl @ tk−1 to pcl @ tk

%%% Generate Sigma points and predict camera measurement %%%

29 X̃l
k|k−1

= 027×1 ±
(√

(L+ λ)Pk|k−1

)
l

30 Zl
L = hL (Xk), ẑL =

∑2L
l=0 W

l
sZ

l
L

%%% Update Error State and Error Covariance %%%

31 PzL,zL =
∑2L

l=0

(
Zl
L − ẑL

) (
Zl
L − ẑL

)⊤
+R

32 PxzL =
∑2L

l=0 W
l
c

(
X̃l

k|k−1
− 027×1

) (
Zl
L − ẑL

)⊤
33 Kk = PxzLP

−1
zLzL

34 x̃k|k = x̃k|k +Kk(zL −PxzL )
{State Marginalization}
%%% replace the old state with the current state and revise the covariance matrix %%%

35 x̂k = Tnx̂k, x̃k = Tnx̃k, Pk|k = TePk|kT
⊤
e

36 endfor
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sensor modalities, including an OXTS RT3003 GNSS-Inertial Navigation System (INS), a
360-degree Lidar, and 4 cameras. More information about the specifications of the sensors
is available on the corresponding website [77].

To model a low-grade GNSS, a zero-mean Gaussian noise to the ground truth data is
added. The sensitivity of the odometry to GNSS sampling rate and accuracy is analyzed
and discussed in Section 3.2.9. Additionally, a bias of [0.01, −0.01, 0.02] rad/s is artificially
added to the gyroscope measurements and a bias of [0.1, −0.1, 0.2] m /s2 is added to the
accelerometer measurements to represent a low-grade production-level IMU.

To evaluate the odometry system, the result of estimating the longitudinal displace-
ment, lateral displacement, and the yaw angle change is examined,∆x∆y

∆z

 =k−1 tk , ∆ψ = ψk − ψk−1 , (3.28)

where

[
k−1Rk

k−1tk
0 0 0 1

]
=k−1 Tk =

(
NTk−1

)−1 (NTk

)
,

NTk ∈ SE(4) is the transformation from the vehicle frame to the navigation frame, and ψ
is the yaw angle with respect to the navigation frame. Note that the upward displacement
of the vehicle (∆z) is not important for vehicle localization.

Figure 3.7 shows the odometry estimation results in two different maneuvers. In Figure
3.7a, the vehicle undergoes a maneuver with higher speeds and small steering angles in
a highway environment. The environment contains mostly unstructured landmarks (e.g.
vegetation) with distant visual features. This fact makes visual feature detection and
matching hard. On the other hand, smaller steering angles lead to smaller excitation in
the lateral acceleration measurements in IMU which is the input to the IMU dynamics in
(3.3). As a result, it makes the estimation of odometry challenging. In Figure 3.7b, the
vehicle is in the urban environment with lower speeds, larger steering angles, and multiple
acceleration and deceleration events. Table 3.2 summarizes the accuracy of odometry
estimation in the two cases. Accordingly, odometry estimation is more accurate in scenario
b in which the environment is urban.

According to the results in Figure 3.7, the developed odometry system can estimate the
longitudinal displacement and yaw angle change with very good accuracy. However, the
result of the vehicle’s lateral displacement seems to be not very accurate when compared
to the ground truth. In fact, the accuracy of the ground truth signal is not enough to
be comparable to the lateral displacement which has relatively low magnitudes for the
following reasons. The ground truth signals are provided by an RTK-GNSS-INS system.
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(a) (b)

Figure 3.7: The results of odometry estimation for two scenarios. The scenario in (a)
contains a vehicle driving in a highway environment at higher speeds. The scenario in (b)
contains driving in an urban environment with lower speeds.
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Table 3.2: RMSE of Vehicle Odometry estimation for the real world experiments

Scenario RMSE(∆x̂) RMSE(∆ŷ) RMSE(∆ψ̂)

(a) 0.0033m 0.0070m 0.1578◦

(b) 0.0033m 0.0121m 0.1123◦

The ground truth for lateral velocity is reported to have an accuracy of around 0.05m/s
(see Figure 3.8). Given the fact that the time step is 0.1s, the accuracy of the lateral
displacement is about 0.005m. Therefore, the signal-to-noise ratio of the ground-truth
lateral displacement is small and hence it is not appropriate for the evaluation of lateral
displacement estimation.
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Figure 3.8: The velocity measurement of scenario b reported from the RTK-GNSS-INS
system that is used for ground truth. The accuracy is around 0.05m/s accuracy which
corresponds to 0.005m accuracy of displacement given that the time step is 0.1s.

To be able to evaluate the model-based odometry estimation system in estimating
the lateral displacement, there is a need to have some dataset that contains maneuvers
with accurate ground-truth information. Accordingly, a driving scenario was designed
in MATLAB Simulink along with Unreal Engine that contains higher-speed driving with
large steering inputs (Figure 3.9). The sensor configuration (camera, Lidar, GNSS, IMU
extrinsic, and intrinsic calibrations) and the vehicle’s specifications were chosen to be as
close as possible to the configurations in real-world experiments. Given the fact that the
experiment is in the simulation environment, a precise ground truth signal is available for
evaluating the estimation.
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MATLAB/Simulink Automated Driving Toolbox Unreal Engine

Figure 3.9: MATLAB/Simulink provides the functionality of generating and running a
driving scenario in Unreal Engine.

Figure 3.10 shows the odometry results based on the simulation. After 4s, the estimated
signals converge to the ground truth signals. Accordingly, in addition to the longitudinal
displacement and yaw angle displacement, the lateral displacement is estimated accurately.

3.2.9 GNSS Sensitivity Analysis

In this section, the effect of GNSS specification on estimation performance is studied. The
goal is to see the effect of GNSS measurements frequency and noise level on the longitudinal
odometry estimation accuracy. Therefore, different levels of noise in GNSS measurements
(σGNSS,x, σGNSS,y = 1, 2, 5, 10m) and different GNSS measurement frequencies (f =
1, 2, 5, 10 Hz) are considered. Figure 3.11 illustrates GNSS measurement at different rates
while the other sensors are at the same rate and synchronized together.

Table 3.3 and Table 3.4 summarize the result of sensitivity analysis of using GNSS to
different levels of sampling frequency and measurement noise, respectively. Accordingly,
the sampling frequency and GNSS noise level have a small effect on the estimation accuracy
meaning that the system is reliable to be used with low-cost low-frequency GNSS sensors.

The results show that it can benefit from low-grade low-rate GNSS sensors and remain
robust to the GNSS intermittent signal loss. The system is designed to be reconfigurable
(modular) and to support multi-rate synchronized sensors so it can fit the needs and
availability of different onboard sensors of a vehicle.
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Figure 3.7: MATLAB/Simulink provides the functionality of generating and running a driving scenario in 

Unreal Engine. 

 

 

 

Figure 3.8: The odometry results based on simulation experiments. Throughout the first 4 seconds of the 

maneuver, the estimated states converge close to the ground truth values. 

Figure 3.8 shows the odometry results based on the simulation. After 4s, the estimated signals converge 

to the ground truth signals. Accordingly, in addition to the longitudinal displacement and yaw angle 

displacement, the lateral displacement can be estimated accurately.  

MATLAB/Simulink 

Automated Driving Toolbox 

Unreal Engine 

Figure 3.10: The odometry results based on simulation experiments. Throughout the first
4 seconds of the maneuver, the estimated states converge close to the ground truth values.

Table 3.3: The result for analyzing the sensitivity of odometry estimation accuracy to the
sampling frequency of GNSS. The sampling frequency of 1Hz is considered the baseline for
the comparison.

GNSS Sampling Rate(Hz) 1 2 5 10

% Change in RMSE(∆x̂) 0% -0.337% -0.270% 2.02%
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Figure 3.11: A visual representation of different GNSS measurement signals with different
sampling frequencies (f = 1, 2, 5 Hz).

Table 3.4: The result for analyzing the sensitivity of odometry estimation accuracy to the
standard deviation of GNSS noise. The noise level of 1m is considered the baseline for the
comparison.

σ(nGNSS)(m) 1 2 5 10

% Change in RMSE(∆x̂) 0% +0.0677% +11.38% +8.47%
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3.3 Machine-Learning-Based Vehicle Odometry

In the previous section, exteroceptive sensors were mostly used to estimate the odometry of
the vehicle by observing the environment’s motion induced by the vehicle’s ego-motion. In
this section, as an alternative approach to estimating vehicle odometry, a machine-learning
model is designed and tested that uses the vehicle’s proprioceptive sensor, including IMU
and wheel encoders.

A Nadaraya-Watson Kernel Regression (NWKR) model is used which is an estimation
method that interpolates the output value for a given point, based on the observations
around that area. This algorithm works based on the weighting average. The weights used
in the NW method are calculated using a kernel function. In this kernel function, based
on the distance between the point of interest x ∈ Rp and observations around that point
(reference data) xi, a value will be assigned [78, 79]. NWKR uses the following equation

to estimate ŷ = f̂n(x) for the point of interest x, based on nearest n points:

f̂n(x) =

∑n
i=1K (x,xi) yi∑n
i=1K (x,xi)

, (3.29)

where K which is used as weights in this equation is a multivariate Gaussian kernel:

K (x,xi) =
1

(2π)d/2 |H|0.5
exp

(
−(x− xi)

⊤H−1 (x− xi)

2

)
, (3.30)

where H is a positive definite covariance matrix that is used to reflect the correlation be-
tween different features and can be used as a controlling parameter that tunes the smooth-
ness of the regression. In this work, three NWKR models are developed for estimating
longitudinal and lateral displacement as well as yaw angle change.

3.3.1 Input Feature Selection

The measurements coming from the vehicle’s proprioceptive onboard sensors, including
IMU and encoders, provide information about different physical quantities that can be
used as input features to the NWKR model. However, a model that uses a minimal subset
of effective input features that are highly correlated to the output is desired to reduce
overall computational cost and improve the accuracy of the estimation algorithm. In this
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regard, to evaluate the quality of different subsets of input features, Akaike’s Information
Criterion (AIC) is used [80]:

AIC = n log(RSS/n) + 2p , (3.31)

where n is the number of points in the training dataset, p is the number of input features
and RSS (Residuals Sum of Squares) is

RSS =
n∑
i=1

(yi − f(xi))
2 . (3.32)

Akaike’s information criterion (AIC) balances the goodness of fit by reducing RSS and
penalizing the model complexity by reducing the size of the feature set p. AIC is defined
such that the smaller the value of AIC is, the better the model will be.

The equations of the governing vehicle dynamics are

ax = u̇− vr + bax + nax (3.33)

ay = v̇ + ur + bay + nay ,

where ax and ay are x and y components of acceleration, measured by IMU, bax and
bay are acceleration biases, and nax and nax are the measurement noises, respectively.
Additionally, the steering angle δ and wheel encoder ωw are considered in the feature set
due to the correlation to the yaw rate and speed, respectively. Accordingly, the set of
effective signals is {ωw, r, ax, ay, δ}. The feature set is used to select a subset of features
based on the goodness of fit using AIC. A k-fold cross-validation approach with k = 10 is
used to test the model’s performance in generalizing over unseen data. The result of AIC
is presented in Figure 3.12.

According to AIC results in Figure 3.12, to estimate the longitudinal displacement,
wheel encoders provide enough information for longitudinal displacement estimation. This
is because the environment that the odometry is designed for is about a low-speed shuttle
operating in minimal slips. On the other hand, although including ax and other feature
into the input features set may seem reasonable, the AIC results show that it can inject
some additional uncertainty (bias and noise) into the model that degrades longitudinal
displacement estimation eventually which is reflected in the AIC results.
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Figure 3.12: The AIC results for the input feature selection for odometry estimation.

For the heading change estimation in (3.35), one-step integration of the yaw rate can
be suggested due to the large AIC of the yaw rate in Figure 3.12. However, the yaw rate
measurements from IMU can be contaminated with time-varying bias, which results to
drift in the odometry estimation. To account for yaw rate bias, the steady-state dynamics
of yaw rate in the steady-state form are considered.

r =
1

1−Ku2
u

l
δ (3.34)

K =
m (lfCf − lrCr)

l2CfCr
,

where l = lr + lf is the wheelbase, lf is the vehicle’s Center of Gravity (CG) to the front
axle, lr is the vehicle’s CG to rear axle, Cf and Cr are the front and rear tire cornering
stiffness of the vehicle, and m is the mass of the vehicle. According to (3.34), the yaw rate
is determined by speed and steering angle. Hence, the steering wheel angle and speed are
used among the input features set in f̂ψ in (3.35).

Finally, based on the AIC results in Figure 3.12 and the vehicle dynamics in (3.34) the
following regression models are designed for odometry prediction:

∆x̂ = f̂x (ωw) + nx (3.35)

∆ŷ = f̂y (r, ωw, ax, ay, δ) + ny

∆ψ̂ = f̂ψ(r, ωw, δ) + nψ .
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Figure 3.13: The schematic diagram of the machine-learning-based odometry estimator.
Given the historical measurement from a database, the odometry is estimated based on
the IMU measurements, wheel encoder, and steering angle.
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Figure 3.13 illustrates the structure of the machine-learning-based odometry estimator.

3.3.2 Results and Discussion

The designed regression models were tested over unseen data collected by WATonoBus
while operating on the Ring Road. The odometry output is provided by RTK-GNSS-INS
with centimeter-level accuracy. Wheel speed is obtained from the encoder mounted on the
electric motor. As seen in Figure 3.14, the vehicle operates at low speeds and small steering
angles. The training dataset contains the recent historical data of the input features over
the last 470 s of driving. All the input features to the model are normalized to have zero
mean and unit standard deviation for better performance of the model.

Figure 3.15 illustrates the estimation results of vehicle odometry which shows very good
estimation performance. Table 3.5 summarizes odometry prediction performance based on
Root Mean Squared Error (RMSE). In the context of visual odometry and SLAM, the
RMSE of displacements is usually referred to as Relative Trajectory Error (RTE).

One factor that can potentially degrade any observer’s performance is the presence
of bias in the measurement signals. The designed regression model is quite robust to the
presence of bias in the input measurements. For the yaw odometry regression model, in the
case of having 0.24◦/s added bias in the yaw rate measurements, RMSE(∆ψ) increases by
0.0111◦. This is due to the presence of redundancy in input features by having longitudinal
velocity, lateral acceleration, and steering angle which is 12% less than a regression model
that uses yaw rate as the only input feature. Obviously, including rich training data
covering different biases can improve the performance of the regression model.

On the other hand, when RTK-INS solutions are available during the vehicle operation,
the regression model uses the recent window of historical measurements for training data
and hence it relies more on the more recent data and forgets the older ones. Since the
bias in IMU has slow dynamics over time, the prediction will be still valid since it is using
reference data with equal biases (Figure 3.16).

Finally, The obtained RMSE values in Table 3.5 are used as the level of uncertainty of
the machine learning-based model in the fusion with other localizers in Chapter 4.

3.4 Summary

In this chapter, a model-based vehicle odometry system was developed to estimate the
vehicle’s odometry using IMU, camera, Lidar, and GNSS. Based on the experiments that
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Figure 3.14: To evaluate the performance of the developed ML-based odometry system,
a test dataset is collected from WATonoBus while operating around the ring road at the
University of Waterloo campus. The WATonoBus is designed as a low-speed shuttle that
operates at low speeds and small steering angles that result in relatively low accelerations.
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Figure 3.15: The results of estimating the vehicle odometry using the developed ML regres-
sion model. Accordingly, the developed regression model can estimate the vehicle lateral
displacement (∆x), longitudinal displacement (∆y), and yaw angle change (∆ψ) accurately
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• Vehicle’s dynamics
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Figure 3.16: The procedure of data collection and model implementation. When the
localization is reliable, the odometry system receives localization output along with mea-
surements of internal sensors, to learn odometry. Then at a time that the localization
becomes unreliable, the odometry system would use sensor measurements in addition to
the collected reference data to relatively self-localize until the self-localization system be-
comes reliable once again.

Table 3.5: RMSE of Vehicle Odometry Prediction

RMSE(∆x̂) RMSE(∆ŷ) RMSE(∆ψ̂)

0.0061m 0.0022m 0.076◦
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were performed in real-world and simulated environments, it has been shown that the
model-based system has promising performance in estimating the odometry of a vehicle in
different conditions. Additionally, the results of the GNSS sensitivity analysis showed that
the developed odometry system can operate reliably with a GNSS with low sampling rates
and accuracy.

On the other hand, a machine-learning-based odometry system was developed to com-
pensate for the unavailability of accurate self-localization. Throughout the feature selection
analysis, the best sets of input features were determined. The experimental results showed
superior performance in odometry estimation by considering structural and measurement
uncertainties through reference data.
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Chapter 4

Vehicle Self-localization

4.1 Introduction

The objective of vehicle localization is to obtain the location and the heading of the vehicle
with respect to a stationary frame. In landmark-based localization, self-localization is
estimated based on comparing the observed landmarks with the map information. There
is often some redundancy in the availability of landmarks around the vehicle, which gives
the system the flexibility to attend to only a subset of observable landmarks in real-time
while the localization problem remains observable and efficient. To do so, there is a need
to quantify the uncertainty of different landmarks.

In this chapter, a new self-localization system is developed that uses geometric infor-
mation of landmarks that are observable and invariant to seasonal changes. Based on the
developed uncertainty models, situation- and uncertainty-aware attention mechanisms are
developed to fuse various sources of information according to the uncertainty level.

The rest of this chapter is organized as follows. Section 4.2 formulates the self-
localization task as an optimization problem. The landmark-based extrinsic calibration
of Lidar is discussed in Section 4.3. Section 4.4 presents the uncertainty quantification of
measurements and the developed attention mechanisms. Finally, Section 4.5 provides a
summary.
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Figure 4.1: A bird-eye view of the ego-vehicle navigating within a known environment. The
objective is self-localizing the frame {V} with respect to frame {R}. The self-localization is
performed through relatively localizing nearby stationary landmarks, including light poles
{p1, p2, p3}, and building planes {π1, π2, π3, π4}.

4.2 Landmark-Based Self-Localization

As the vehicle drives in any drivable location within a known environment, the system uses
the observation of nearby landmarks to self-localize. It selects the least yet enough suitable
landmarks to self-localize efficiently and reliably while considering the motion constraints
based on vehicle odometry (Figure 4.1).

4.2.1 Parametrization of Drivable Space

For a vehicle moving in a known environment along a known road, a one-dimensional
path coordination system is defined, called the s-coordinate system, which describes the
vehicle’s location with a single scalar. The whole drivable space is then discretized into a
finite number of equally spaced intervals along an s-curve (Figure 4.2). The scalar value
that is used for parametrization is a member of a set called S-set:

s ∈ S = {s1, s2, . . . , sn} ,
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Figure 4.2: Parametrization of drivable space with a path coordinate system by defining
equally distributed discrete s-coordinates along the s-curve. At each s-coordinate, only a
subset of landmarks is observable.

which is the discretized arc length of the curve used for discrete parametrization. Since the
s-curve geometry is known, the s-coordinate that is closest to the vehicle can determine the
approximate location of the vehicle with some bounded error. Approximating the position
by the closest s-coordinate results in a lateral error that cannot exceed more than the road’s
width (unless the vehicle becomes unstable and goes off the road) and a longitudinal error
that cannot exceed the resolution of the s-coordinates.

4.2.2 Geometrical Model of Landmarks

Different planimetric landmarks, including building facades (outline of building footprint),
light poles, and road geometry (curbs and lane markings) are represented by simple para-
metric models such as points, lines, and curves, independent of elevation.

Building facades are typically built as vertical planes locally normal to the ground. A
vertical plane can be modeled as a 2D line on the horizontal ground plane with no elevation
(xy-plane is the horizontal plane and z is toward the normal to this plane). The following
equation represents a constraint for a point p = (x, y), π1, π2, x, y ∈ R that is on a line:

π1x+ π2y + 1 = 0 → π̄⊤p̄ = 0 , (4.1)
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Figure 4.3: A vertical plane which is modeled as a line in xy-plane is parametrized by its
distance to the origin and its angle

where π̄ = (π1, π2, 1) is the homogeneous line coefficient and p̄ = (x, y, 1) is the homo-
geneous location of the point. The following equation defines a 2D rigid transformation
T ∈ SE(2) that maps a point p̄ to a new point p̄′:x′y′

1

 =

cosψ − sinψ tx
sinψ cosψ ty
0 0 1

xy
1

 . (4.2)

Through the same transformation, a line π̄ will be mapped to a new line π̄′ based on
the following equation [19]:

π̄′ = T−⊤π̄ . (4.3)

According to Figure 4.3, an alternative representation for the vertical plane is to
parametrize its distance to the origin and its angle:

α = tan−1

(
−π1
π2

)
, d =

1√
π2
1 + π2

2

. (4.4)

The distance-angle geometric modeling in (4.4) is used for uncertainty quantification
in Section 4.4.3.
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The structure of pole-like objects such as light poles contains a vertical long pole with
typically round or polygon cross-section. A pole is represented by p = (x, y) on the
horizontal plane which is the center point of the cross-section.

To model curb and lane markings, a continuous parametric 2-D curve c is used that is
represented as:

c(s) = [cx(s), cy(s)]
⊤ , (4.5)

where cx(s) and cy(s) are the x and y coordinates of the curve, respectively, which are
parameterized by the arc length parameter s ∈ R. Accordingly, a road boundary, whether
a curb or a lane marking, is represented as a single parametric curve. For simplicity, a
curve c is modeled by a piece-wise linear curve over the discrete domain S that results in
n control points:

c =


c1,x, c1,y
c2,x, c2,y

...
cn,x, cn,y

 , c : S → R2 . (4.6)

The control points are stored to form the HD vector map of the curb.

4.2.3 Definition of HD Vector Map

For the map-based self-localization, a mapping of the landmarks is considered to be avail-
able with the following definition:

M = {π1, π2, . . . , πNπ} ∪
{
p1,p2, . . . ,pnp

}
∪ {c1, c2, . . . , cn} . (4.7)

The set of landmarks can be constructed using mobile surveying. As the surveying
vehicle goes along the road, nearby landmarks are observed and stored in the HD Vector
Map. The procedure and the results regarding the mapping of the Univerity of Waterloo
campus are presented in Section 5.3.
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Figure 4.4: Definition of the Region-of-interest around a façade plane. A cuboid is con-
structed that is aligned with the plane and covers the points that fall onto the plane with
added margin.

4.2.4 Landmark Extraction by Region-of-Interest

Lidar points that fall onto building façades and poles are used to generate their geometrical
model. Accordingly, a Region of Interest (ROI) approach is used to select the point cloud
around a landmark. The ROI for a building facade is defined as a cuboid with an infinite
height that surrounds the façade plane plus some margins (Figure 4.4). To construct the
ROI, the following procedure is done; given the two endpoints of a building wall AB, named
RA and RB, a frame {Π} is constructed whose x -axis is aligned to the wall and y-axis whose
s normal to the wall. To select the points in the ROI, the point cloud is transformed from
the reference frame {R} to the plane frame {Π} via the following transformation:

Rp̄ = (RTΠ)
Πp̄ where RTΠ =


n̂y −n̂x 0 mx

−n̂x n̂y 0 my

0 0 1 0
0 0 0 1

 , (4.8)
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where M = (mx,my, 0) is the middle point of the plane,

M = 0.5(RA+R B) , (4.9)

and n = [nx, ny, 0]
⊤is the unit normal vector of the plane,

n̂ = n/ ∥n∥ , n = [0, 0, 1]× (A−B) . (4.10)

The set of points inside the ROI is defined by the following set:

ROI =

{
Πp = (x, y)

∣∣∣|x| < |AB|
2

+mx & |y| < my

}
, (4.11)

where mx and my are real positive scalars that represent margins along x and y axis,
respectively.

For a light pole, an ROI is formed by a cuboid around the expected location of the pole
with a large height and limited width and height.

4.2.5 Robust Model Fitting of Landmarks

Since the ROI is constructed based on the expected location of a landmark plus some
margin, it may contain some outlier points that belong to the surrounding of the landmark
which should be removed. To reject the outliers, a Random Sample Consensus (RANSAC)
approach is used during landmark model fitting [81]. RANSAC iteratively selects a mini-
mum number of random samples (points) from all the points in ROI to create a geometrical
model hypothesis in each iteration. A score for the rest of the points in ROI is calculated,
showing how much they support the geometrical model hypothesis. The criteria for clas-
sifying a point as an outlier is to compare the distance of the point to the landmark with
some threshold. If the number of supportive points goes beyond some predefined threshold,
then the hypothesis would be selected, and the points that do not support the hypothesis
are considered outliers. Otherwise, a new random sample set of points is selected, and the
process is repeated. For light poles, the median of the points’ location is selected as the
geometrical model that can further increase the robustness to the presence of outliers.
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4.2.6 Measurement and Motion Models

To estimate self-localization, the information coming from different sensor measurements
along with dynamical models is fused together. A low-grade GNSS sensor is considered
to be used in the sensory suite that measures the global position of the sensor. The
main reason for considering a GNSS is to provide a rough initial solution to the optimiza-
tion problem in case the odometry is not available. The global coordinate system is the
Universal Transverse Mercator (UTM) coordinate system, which expresses the location as
northing, easting, and height, in which the z-direction is aligned with the gravity direction:

mG =

northingeasting
heading

 . (4.12)

The GNSS measures the position in {G} frame which is assumed to be contaminated
with a zero-mean Gaussian noise. Accordingly, the GNSS measurement model is defined
as:

mG = hG (Xk) + nGNSS,nGNSS ∼ N (0,ΣG) (4.13)

On the other hand, an online observation of a landmark along with its geometrical model
in the HD vector map imposes a constraint on the self-location of the vehicle (Figure 5.6).
According to (4.3), the residue of observing a plane in the Lidar frame (L ˆ̄π) given its model
in the reference frame (R ˆ̄π) is:

rπ =R ˆ̄π −T (ψ, xk, yk)
−⊤ (L ˆ̄π) . (4.14)

The residue of observing a light pole in the Lidar frame (L ˆ̄p) given its model in the
reference frame (R ˆ̄p) is:

rp =
R ˆ̄p−T (ψ, xk, yk)

(
L ˆ̄p
)
. (4.15)
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Figure 4.5: The normal distance to the curb is computed by using a curb unit tangent
vector and a point on the curb

Additionally, during the online operation, a curb/lane detection module provides nearby
curb points in the vehicle frame. Given the control points of the curb curve in the HD
map, a constraint can be considered over the self-location of the vehicle. Obviously, the
detected curb points do not necessarily correspond to the control points of the vector map.
Therefore, the curb constraint is formed based on the distance to a line fitted over the
detected curb points. To do so, a reweighted least squares approach with the bi-square
weighting function is used to estimate the linear model over the control points that contain
outliers [82]. The distance to the fitted line is used as the final measurement of the curb
detection module. According to Figure 4.5, given the s-position at which the vehicle is
located, the closest control point of the vector map is found and the corresponding curb
unit tangent vector (c) is calculated based on the vector formed by the two closest control
points. The constraint for the curb measurement is formed as:

mc =

∥∥∥∥([xy
]
− c

)
× c

∥∥∥∥→ rc = mc − |(xk − xc) cy − (yk − yc) cx| , (4.16)

in which mc is the normal distance to the online detected curb points, c = (xc, yc) is the
nearest curb control point, and c = (cx, cy) is the unit tangent to the curb curve. Following
the same procedure, the residual for lane detection is formed as:

rl = mL −
∣∣(xk − xl) ly − (yk − yl) lx

∣∣ , (4.17)
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in which ml is the normal distance to the online detected lane points, l = (xl, yl) is the
nearest lane control point, and l =

(
lx, ly

)
is the unit tangent to the lane curve.

Additionally, the translation and rotation of the vehicle follow the vehicle kinematics
that imposes constraints over two consecutive self-localization states. Based on the odom-
etry estimation, the motion of the vehicle in the body frame is used to form the odometry
residual:

ro = mo −

 cosψk sinψk 0
−sinψk cosψk 0

0 0 1

xk − xk−1

yk − yk−1

ψk − ψk−1

 , (4.18)

where mo = [∆x, ∆y, ∆ψ]⊤ is the odometry estimation provided by the vehicle odometry
module.

By assuming no-side-slip conditions (low-speed driving on dry roads), the following
constraint can be formed based on the following kinematics-based two-dimensional vehicle
odometry model:

xkyk
ψk

−

xk−1

yk−1

ψk−1

−

cosψk − sinψk 0
sinψk cosψk 0
0 0 1

uk0
rk

∆t <
γxγy
γψ

, (4.19)

where uk and rk the vehicle’s longitudinal and yaw rate, respectively, and [γx, γy, γψ]
⊤ is

the upper bound threshold for the constraint.

4.2.7 Uncertainty-Aware Fusion

Based on the residual functions derived in Section 4.2, the localization problem is formu-
lated as a nonlinear least-square optimization problem with the following form:

x⋆k, y
⋆
k, ψ

⋆
k = argmin

xk,yk,ψk

(
∥rc∥Ωc

+ ∥rl∥Ωl
+ ∥ro∥Ωo

+
nπ∑
n=1

∥rπ,n∥Ωπ,n
+

np∑
n=1

∥rp,n∥Ωp,n

)
(4.20)

s.t. |ψk − ψk−1 − rk∆t| < γψ

|xk − xk−1 − uk∆t cosψk| < γx

|yk − yk−1 − uk∆t sinψk| < γy ,
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where γψ, γx, and γy are the bounds that limit the maximum translation and rotation of
the vehicle during a single time step based on the vehicle odometry model to prevent any
unfeasible large jumps in self-localization. Since the vehicle self-location states in (4.20)
are based on the vehicle frame {V } while Lidar-based measurements are expressed in the
{L} frame, there is a need to find the extrinsic calibration LTV to that transform the states
into the Lidar frame. The procedure of the extrinsic calibration based on the vector HD
map is presented in Section 4.3.

Each residue in (4.20) has a corresponding information matrix (Ω) that can be a func-
tion of the state. Therefore, the least-square problem contains heteroskedastic uncer-
tainties. By transforming residuals based on the uncertainties, the problem becomes the
following ordinary Least Square:

x⋆k, y
⋆
k, ψ

⋆
k = argmin

xk,yk,ψk

∥r̄∥ , (4.21)

where r = Ω̄0.5r is the transformed residual vector based on the information matrix:

Ω̄ = diag(Ωc,Ωl,Ωo,Ωπ,1,Ωπ,2, ..., ,Ωπ,nπ ,Ωp,1,Ωp,2, ...,Ωp,np) , (4.22)

where Ωπ is the associated uncertainty of the plane residue and Ωp is the associated
uncertainty of the pole residue. Finally, the residual vector r̄ is defined as:

r̄ ≜
[
r⊤c r⊤l r⊤o r⊤π,1 r⊤π,2 · · · r⊤π,nπ

r⊤p,1 r⊤p,2 · · · r⊤p,np

]⊤
. (4.23)

4.3 Map-Based Lidar Extrinsic Calibration

Accurate fusion of landmark measurements in the Lidar frame requires an accurate Lidar-
to-vehicle extrinsic calibration, the transformation between the Lidar frame and the vehicle
frame (RTV ). It is often possible to obtain a rough initial Lidar-to-vehicle transformation
by doing manual measurements. Therefore, the whole Lidar-to-vehicle transformation can
be expressed as:

VTL = (∆T)
(
VT′

L

)
, (4.24)
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where VT′
L is the rough initial transformation that is known at prior and ∆T is the

transformation deviation that is unknown and hence to be estimated. The transformation
deviation ∆T can be expressed as:

∆T =


cos∆ψ − sin∆ψ 0 ∆tx
sin∆ψ cos∆ψ 0 ∆ty

0 0 1 0
0 0 0 1

, (4.25)

where ∆ψ is the deviation in the yaw angle, and ∆tx and ∆ty are the deviation in the
lateral and longitudinal lever arms, respectively.

The approach here is to utilize the information provided by the HD vector map to
estimate the deviations. The deviations are estimated by minimizing the error between
the location of light poles in the Lidar frame (Lp) and the expected location according to
the HD vector map (Rp = [px, py, 0, 1]

⊤) (Fig. 4.1). The expected location of a light pole
expressed in {R} given by the HD vector map is as follows:

Rp = (RTV )(
VTL)(

Lp) , (4.26)

where RTV is the vehicle’s pose in {R} given by GNSS. Accordingly, the residual function
of the minimization problem can be formed as follows:

r (∆tx,∆ty,∆ψ) =[
1 0
0 1
0 0
0 0

]⊤(
RT−1

V

(
Rp
)
−
[
cos(∆ψ) −sin(∆ψ) 0 ∆tx
sin(∆ψ) cos(∆ψ) 0 ∆ty

0 0 1 0
0 0 0 1

]
VTL

[
px
py
0
1

])
. (4.27)

Then, the following nonlinear optimization problem can be defined for np light poles:

∆t⋆x,∆t
⋆
y,∆ψ

⋆ = argmin
∆tx,∆ty ,∆ψ

1

2

np∑
n=1

∥rn∥Ωp,n
. (4.28)

By solving the above nonlinear least square problem, the calibration between the Lidar
and GNSS frames can be obtained.
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4.4 Uncertainty Quantification

According to the optimization problem in (4.20) the self-localization problem is formed as a
least-squared problem that contains the residuals with the information matrices defined in
(4.22). It is crucial to quantify the information matrices associated with each observation
of landmarks so that the solution to the localization problem becomes optimal.

To account for the uncertainty involved in the measurements, the residual analysis is
performed. The uncertainty associated with pole detection, plane detection, and GNSS
measurements is explained in the following. An outlier rejection rule is also developed for
pole detection by analyzing the number of falling points.

4.4.1 Pole Detection Uncertainty

Landmark detection involves fitting a geometrical model over Lidar clustered points that
may produce uncertain outputs. It is important to consider the effect of landmark uncer-
tainty on the localization solution by identifying the uncertainty characteristics of landmark
detection. For that reason, the dependence of pole residuals on the detected range of the
pole is analyzed. Figure 4.6 represents bearing (ϕ) and range (r) measurement of a pole.
As the vehicle goes along a nearby pole, it observes the pole at various bearing angles
and ranges. Given the accurate pose of the vehicle by a precise localization module, the
residual of pole detection can be calculated based on the position of the pole in the HD
vector map. Accordingly, the residue of range measurement of a pole in the Lidar frame
(L ˆ̄p) given its ground truth model in the reference frame (R ˆ̄p) is:

r̃r =
∥∥T (ψGT , xkGT , ykGT )

−1 (R ˆ̄p)∥∥− ∥∥L ˆ̄p∥∥ , (4.29)

where ψGT , xkGT , and ykGT are the ground truth location of the vehicle.

For residual analysis, all the observations of poles that exist in the environment are
collected at different ranges r. Then, a k-nearest neighbor (k -NN) approach is used to
estimate the dependence of mean and variance of residuals to the range using Euclidean
distance:

ˆ̃rr = µ (r̃r) = average
({
r̃r′ |r

′
ϵknn(r)

})
(4.30)

σ̂2
r = σ2 (r̃r) =

∑
r′ϵknn(r)

(r̃r′ − µr)
2

k − 1
.
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Figure 4.6: Range and bearing measurements for pole detection. Different levels of uncer-
tainty is associated with pole detection as the vehicle observes the pole at various bearing
angles and ranges

To fix heteroscedasticity in pole detection uncertainty, the Generalized Least Square
(GLS) is used to perform weighted regression. This type of regression assigns weight
to each data point based on the variance of its fitted value. To remove the effect of
heteroskedasticity, the following additive uncertainty model is used:

r̂r = rr + ϵr, ϵr ∼ N
(
ˆ̃rr, σ̂

2
r

)
. (4.31)

Using the same approach as (4.30), the k -NN is used to model the characteristics of
the uncertainty in bearing measurements:

ˆ̃rφ = µ (φ̃r) = average
({
φ̃r′ |r

′
ϵknn(r)

})
(4.32)

σ̂2
φ = σ2 (φ̃r) =

∑
r′ϵknn(r)

(φ̃r′ − µφ)
2

k − 1
.
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Accordingly, the additive uncertainty in the bearing measurements is as follows:

r̂φ = rφ + ϵφ, ϵφ ∼ N
(
ˆ̃rφ, σ̂

2
φ

)
. (4.33)

4.4.2 Pole Detection Outlier Rejection by Number of Falling
Points Test

The analysis of the number of falling points onto a light pole allows filtering outliers from
pole detection. For instance, pole detection can be erroneous due to partial occlusion of
a pole with another object near the pole. Accordingly, the number of falling points onto
poles as a function of distance to the pole is considered:

nfp = f(r) , (4.34)

where nfp is the number of falling points onto a pole. A k-NN is used to estimate the
function in (4.34) as a regression over the history of all observed poles:

n̂fp = f(r) = average
({
f(r′)|r′ϵknn(r)

})
(4.35)

σ̂fp = Se (r) =

√√√√ ∑
r′ϵknn(r)

(f(r′)− f(r))2

k − 1
.

For outlier rejection, a confidence band around is defined that takes into account the
uncertainty in pole detection due to possible variation in the geometry of the poles (e.g.
height and cross-section). Any detected pole which lies outside of the following confidence
band is considered an outlier:

n̂fp ± tp,ν σ̂fp , (4.36)

where tn,p is the t value at the probability values in p using the corresponding degrees of
freedom in ν.
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4.4.3 Plane Detection Uncertainty

To account for the effect of plane detection uncertainty on the localization problem, the
plane residuals’ dependence on the number of falling points is analyzed.

Based on distance-angle parametrization in (4.4), the uncertainty of plane distance
detection is quantified through k-NN approach:

r̂d = f (nfp) = average
({
f (n′) |n′

ϵknn(nfp)
})

(4.37)

σ̂2
d = σ2 (nfp) =

∑
n′ϵknn(nfp)

(f (n′)− f (nfp))
2

k − 1
.

Accordingly, the additive uncertainty in the plane distance measurement is as follows:

r̂d = rd + ϵd, ϵd ∼ N
(
r̂d, σ̂

2
d

)
. (4.38)

4.4.4 GNSS Noise Characteristics

The GNSS measures the global position with some uncertainties due to multiple factors.
Different phenomena such as the receiver noise (Antenna design, Analog-to-digital conver-
sion, etc.), multipath, atmospheric effects, clock errors, relativity, etc. can cause the GNSS
measurements to not be perfect. However, it is important to study the characteristics of
the uncertainty of the GNSS measurements to make a realistic measurement model.

According to [83], in short periods such as minutes or hours, it is reasonable to assume
that the GNSS noise is a random Gaussian Noise with zero mean. Other noise types such
as Flicker and random walk noise appear at longer periods. In this project, since the GNSS
signals are used in short time intervals, the effect of noise on higher time intervals can be
neglected. Furthermore, the GNSS alignment can be reinitialized multiple times to remove
any misalignment due to the long-time noise characteristics of GNSS.

4.4.5 Situation- and Uncertainty-Aware Attention Mechanism

A situation- and uncertainty-aware attention mechanism is used to properly rely on “suit-
able” landmarks used for the self-localization task. At any drivable location within the
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known environment, a subset of all mapped landmarks is observable with different levels
of uncertainty. A situation- and uncertainty-aware attention mechanism proactively select
the landmarks that are more likely observable and less uncertain.

The system is situation-aware since it knows a prior approximate self-location so that
it can blindly approximate where the landmarks are going to be located (where to attend?)
before the actual observation of them. Therefore, processing the whole online measure-
ment data is not necessary. On the other hand, it is uncertainty-aware since the level of
uncertainty involved in the estimation of a landmark’s location is predicted based on the
observations of the same landmarks in the past.

The mechanism contains a hard and a soft attention mechanism. A hard attention
mechanism is used to select a subset of observable landmarks. It is modeled as a binary
mapping from the domain of s-coordinates, S, to the set of all mapped landmarks,M , that
selects the set of observable landmarks, Mo,

Ah : S →M (4.39)

Ah(s) =Mo .

Additionally, a soft attention mechanism is modeled as a function from the domain of
observable landmarks Mo to R+ that provides the level of uncertainty associated with the
observable landmarks:

As :Mo → R+ (4.40)

As(l) =


Uπ(l) if l ∈ planes
Up(l) if l ∈ poles
Uc(l) if l ∈ curbs

,

where Uπ, Up, and Uc are the uncertainty models presented in Section 4.4.

4.5 Summary

In this chapter, a new situation- and uncertainty-aware self-localization system is devel-
oped that uses an HD vector map along with landmarks that are more reliable at every
drivable location within the known environment. Some Uncertainty models are developed
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to quantify the uncertainty of landmarks that are detected under different conditions. Ad-
ditionally, a new map-based calibration algorithm is developed that refines the extrinsic
calibration of a Lidar sensor to the vehicle frame.
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Chapter 5

Evaluation and Experimental Studies

5.1 Introduction

In this chapter, the evaluation and experimental studies are provided for the vehicle self-
localization that is developed in Chapter 4. The system is deployed on WATonoBus while
operating at the University of Waterloo Ring Road.

The rest of this chapter is organized as follows. Section 5.2 presents the experimental
setup on which the algorithm is deployed. In Section 5.3, the procedure and the results of
obtaining a light planimetric map of landmarks of the Ring Road are presented. Section
5.4 provides the results of Lidar extrinsic calibration using the developed algorithm in the
previous chapter. In Section 5.5, the results obtained from the uncertainty quantification
of poles and planes in the Ring Road are presented and discussed. Section 5.6 presents
the metrics and the baseline algorithm used for performance evaluation of the developed
self-localization system. In 5.7, the localization result of the developed landmark-based self-
localization system is presented and discussed. Finally, Section 5.8 provides a summary.

5.2 Experimental Setup

The developed self-localization algorithm is implemented as a ROS application, named
HD-LOC, that includes a set of nodes that communicate in the ROS environment (Figure
5.1). Accordingly, HD-LOC consists of two main ROS nodes, front-end, and back-end. The
front-end node is responsible for processing the Lidar raw measurement data by clustering
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the points and extracting geometrical models of expected planes and poles. The output of
the front-end is the detection of the light poles and planes over the Lidar point cloud. The
back-end node finds the optimized self-location based on the front-end observations and
the location of the landmarks in the reference frame which is provided by the attention
mechanism and an HD vector map.
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at 10 Hz, Applanix POS LVX GNNS-INS at 50 Hz (used as the Ground Truth), and multiple cameras at 10 

Hz. The processing unit includes multiple Jetson AGX Xavier modules and a Simply NUC Ruby R8 PC. 

 

Figure 4.19 WatonoBus, an autonomous shuttle bus that operates at the campus of the University of 

Waterloo. 

 

 

Figure 4.20 System diagram of HD-LOC. It contains two ROS nodes that communicate within the ROS 

environments. 
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Figure 5.1: System diagram of HD-LOC. It contains two ROS nodes that communicate
within the ROS environments. The ROIs are formed around the expected location of
landmarks according to the HD Vector map and a priori self-localization of the ego-vehicle.
Landmark model fitting is performed over ROI clusters. Finally, the landmark models in
the Lidar frame and in the reference frame are used in the least-square problem to estimate
the self-location of the vehicle.

To evaluate the performance of the proposed algorithm, the self-localization of WATonoBus
is performed throughout the University of Waterloo Ring Road. WATonoBus is an Au-
tonomous shuttle bus developed in the Mechatronic Vehicle Systems (MVS) Lab at the Uni-
versity of Waterloo [84] (Figure 5.2). It is equipped with multiple hardware-synchronized
sensors, including a 32-channel RoboSense 360° Lidar at 10 Hz, Applanix POS LVX GNNS-
INS at 50 Hz (used as the Ground Truth), and multiple cameras at 10 Hz. The processing
unit includes a Simply NUC Ruby R8 PC. Figure 5.3 shows a sample of scans captured by
the short-range and long-range Lidars.

5.3 Planimetric Landmark Mapping

The objective of mapping is to build a set of landmarks suitable for self-localization tasks.
Planimetric maps of landmarks of interest are typically available through aerial images

70



Blind-Spot Lidar

Long-Range Lidar

Figure 5.2: The WATonoBus platform is used for experimental studies of the developed
self-localization system. The vehicle is equipped with a long-range 32-beam Lidar with a
vertical Field of View (FOV) of 40° and horizontal FOV of 180° with up to 200 m range
and ±3 cm accuracy. A short-range 32-beam blind spot Lidar is used with 360° horizontal
FOV, 90° vertical FOV, and a range of 30m with up to ±3 cm typical range accuracy. The
short-range Lidar is used for scanning nearby curbs. The long-range Lidar scans building
planes and poles. The vehicle is equipped with an RTK-GNSS-INS with centimeter-level
accuracy that provides the ground truth information of the self-localization.
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Figure 5.3: The scan of the long-range Lidar (left) and short-range blind spot Lidar (right).
A Long-range Lidar is used for scanning bigger landmarks, including building planes and
light poles, and a short-range Lidar is used to scan nearby curbs.

and open-sourced maps for urban areas. However, their accuracy is not sufficient for the
self-localization purpose. Hence, surveying is usually performed to construct a precise HD
vector map.

Given that a precise HD vector map is not available for the Ring Road, a mobile ground
surveying approach is used to construct the map by obtaining geometric and georeferenced
information about landmarks. This process involves Data Acquisition and Registration,
Landmark Extraction, and Geometric Modelling.

The HD vector map of the Ring Road is constructed by WATonoBus acting as a sur-
veying vehicle equipped with a Lidar sensor and precise RTK-GNSS-INS measurements.

5.3.1 Data Acquisition and Registration

The surveying vehicle equipped navigates in the environment and the point cloud generated
from the scans is collected. All the point clouds are registered into a common local reference
frame in the map that forms a single point cloud. The whole point cloud is then divided into
high-elevation points and ground-level points based on thresholding over the Lidar height
to the ground. Figure 5.4 illustrates the point cloud that is captured at the University of
Waterloo’s Ring Road with the ground removed. The point cloud was captured when the
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Figure 5.4: Result of Point cloud collection captured at the Ring Road at the University of
Waterloo Campus. It contains scans of Lidar that are registered into a fixed local reference
frame. The points that correspond to the ground are removed based on thresholding.

campus was not crowded to have limited occlusion due to dynamic objects such as cars
and pedestrians.

As the initial step to extract the landmarks, the approximate location of light poles
and building facades are extracted using available aerial imagery and manual inspection of
the point cloud (Figure 5.5). The next step of HD vector mapping is to obtain the ground
truth geometrical model of the landmarks that is described in the following sections.

5.3.2 Landmark Extraction and Geometrical Modelling

As the surveying vehicle goes along the road, nearby landmarks are observed from different
angles of view and distances (Figure 5.6). The landmarks are extracted from the Lidar
scan using the robust clustering approach developed in Sections 4.2.5 and 4.2.6.
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Figure 5.5: Manual selection and labeling of suitable landmarks. A landmark is considered
suitable if it is observable from a portion of the road. Poles are represented as a single
point and planes are represented by their two endpoints.
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Figure 5.6: Bird-eye-view of a Lidar scan (denoted in blue) and detected light poles p1 and
p2 and building planes π1 and π2 (denoted in red)

According to obtained results of uncertainty quantification of landmarks in Section 5.5,
the most reliable observation of landmarks is stored in the HD vector map. For a pole,
the observation that involves firstly the maximum number of falling points and secondly
the minimum detection distance is treated as the most precise observation of the pole and
hence stored in the HD Vector Map.

For extracting the location of building planes, the geometrical model is fitted over the
aggregation of points extracted from ROI when observed at different times. Using the
aggregation of point clouds has some benefits when compared to using a single observation
of a landmark. First, using the aggregation of point clouds maximizes the extent of a
mapped plane while a single observation of a plane may partially cover it. Additionally,
the final fitted model over the aggregation of point clouds takes an average over individual
observations from different views; therefore, it is more robust to the presence of outliers in
the Lidar data or inaccuracies in some of the observation locations.

For extracting curb and lane markings, the control points measured by the curb and
lane detection module are stored in a database. The curb detection module provides the
curb location near the vehicle in the vehicle frame (Figure 5.7). A line robustly fits into
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Figure 5.7: The process of collecting curb control points. A curb detection module provides
the nearby curb points (denoted in red). A curb control point (cn) is obtained by projecting
the nearest s-coordinate (sn) on the fitted curb line (l).

the curb points expressed in the vehicle frame:

l : y = b1x+ b2. (5.1)

The projection of the nearest s-coordinate (sx, sy) onto the fitted line l is obtained:

cn =

[
xs − b1b2 + b2ys

b22+ 1
b1+b2xs + b22ys

b22+ 1

]
. (5.2)

Given the position of the vehicle in the global reference frame, the location of the
curb control point is transformed into the reference frame and stored. Upon multiple
observations of a control point at different times, the mean location is used to account for
any possible outlier in the observation of a curb/lane due to partial occlusion or algorithm
misdetection.
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5.3.3 Mapping Results

Figure 5.8 shows the result of HD Vector mapping around the University of Waterloo Ring
Road. The developed HD vector map includes 107 light poles, 177 building planes, and
curb control points along the Ring Road which is 2.63 km long.

5.4 Result of Map-Based Lidar Extrinsic Calibration

As described in Section 4.3, a map-based algorithm for Lidar extrinsic calibration is de-
veloped. The approach is to compare the poles in the HD vector map with the actual
observation of the poles to estimate the calibration deviation and refine the calibration.

To validate the developed calibration algorithm, a single scan of Lidar is used in which
5 poles are observable. Additionally, an imprecise Lidar calibration is used to find the
expected location of poles in the Lidar frame which is obtained by transforming the poles’
location from the HD Vector map to the Lidar frame. On the other hand, the geometric
model of the light poles is extracted from the Lidar scan.

Then, the developed Lidar calibration algorithm is used to find the precise calibration
of Lidar. Figure 5.9 illustrates the expected location of light poles in the Lidar frame before
and after refining the calibration. According to this figure, the result shows the effectiveness
of the developed calibration algorithm qualitatively by illustrating the conformity of the
expected location and actual location of poles after refinement.

5.5 Uncertainty Quantification Results

This section provides the results for applying the uncertainty quantification algorithms
developed in Section 4.4 on the Ring Road dataset.

5.5.1 Pole Detection Uncertainty

Figure 5.11a illustrates the residuals poles’ range detections in different ranges all over the
Ring Road. Accordingly, a k-nearest neighbor (k -NN) approach is used to estimate the
dependence of mean and variance of residuals to the range using k = 2000 and Euclidean
distance. Figure 5.11b shows the dependence of residual standard deviation on the range
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Figure 5.8: The result of mapping the landmarks at the University of Waterloo Ring Road,
including 107 light poles (blue), 177 building planes (black), and curb points (red) with
2.63 km of length. The location of landmarks is expressed in the navigation frame (The
local Easting axis (x) is perpendicular to gravity, perpendicular to the local Northing axis
and is in the east direction. The local Northing axis (y) is perpendicular to the gravity
vector and in the direction of the north pole along the earth’s surface. The up axis (z) is
co-axial with the gravity vector and positive in the up direction.)
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b) After Refinement of Extrinsic

Calibration

b) Before Refinement of Extrinsic

Calibration

Figure 5.9: By minimizing the distance between the observed light poles (ovals) and their
expected location acquired from the HD vector map (squares), the Lidar to Vehicle extrinsic
calibration is refined. The conformity of the actual and expected location of the poles
confirms the effectiveness of the developed Lidar calibration algorithm.
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(a) (b)

Figure 5.10: Uncertainty quantification of pole detection k -NN regression of residuals (a)
the bearing residuals for pole detection (b) the mean and standard deviation of bearing
residuals for pole detection. The decreasing standard deviation shows the heteroskedastic-
ity of uncertainty in estimating the pole bearing.
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(a) (b)

Figure 5.11: Uncertainty quantification of pole detection k -NN regression of residuals
(a) the range residuals for pole detection (b) the mean and standard deviation of range
residuals for pole detection. The increasing standard deviation shows the heteroskedasticity
of uncertainty in estimating the pole range.
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Non-constant variability of residuals shows heteroscedasticity in pole detection. It is
because a pole’s predicted location is modeled by selecting the median of all the points
falling onto the pole from different angles as the center of the pole. However, when observed
from farther ranges, Lidar beams that arrive at the location of the pole become sparser
and hence may hit the pole not necessarily in the middle of its cylindrical body which
may cause some error in the observed location of the pole. Additionally, the zero-radius
assumption of the pole body results in additional errors in calculating the range. According
to Figure 5.11b, the residuals mean is also increasing. It is because some small heading
errors in the extrinsic calibration of Lidar to GNSS can be propagated proportionally to
the range, which causes some epistemic uncertainty in pole detection.

Here, to account for the non-uniform uncertainty, one approach is to correct the geo-
metrical model of poles to account for the pole’s geometry. This approach seems reasonable
by removing the root cause of varying uncertainty. However, it involves making the pole
detection process complex and less efficient by complicating the geometrical model of land-
marks.

Another approach for reducing the uncertainty is to obtain a very precise Lidar-GNSS
calibration to remove the epistemic uncertainty and heteroskedasticity. However, obtaining
and continuously maintaining a very accurate Lidar to GNSS calibration is a difficult
task. This thesis provides a novel approach for Lidar-GNSS calibration. But, removing
all the inaccuracies from the calibration is infeasible given the presence of measurement
uncertainty due to the inherent inaccuracy of Lidar and GNSS measurements.

In this thesis, as described in (4.31), an alternative approach is used that considers the
effect of total uncertainty in the regression problem to obtain a more accurate localization
solution.

Figure 5.10a shows the dependence of bearing measurement residuals on the range.
In contrast to range residuals, bearing detection of landmarks becomes more accurate in
larger ranges. This is because small errors in detecting the pole’s position result in larger
bearing errors in shorter ranges.

Figure 5.12 shows the number of falling points onto a pole versus the distance from
the pole. Accordingly, any detected pole that lies outside the 97.5% confidence band is
considered an outlier.

5.5.2 Plane Detection Uncertainty

Figure 5.13 presents the results of residual analysis of plane distance detection. According
to Figure 5.13a, the variation of the distance error over the number of falling points is
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Figure 5.12: The result of pole outlier rejection based on regression over the number of
falling points on the poles versus the range. The number of falling points is decreasing
because when detecting a pole from farther away, a smaller subset of Lidar laser beams
collides with the body of the pole. Any detected pole that is outside of a 97.5% confidence
band is considered an outlier.
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(a) (b)

Figure 5.13: The results for (a) variation of plane distance error versus the number of
points that fall on a plane and (b) the variation of the standard deviation of the distance
error versus distance to the plane.
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not uniform which shows the heteroskedasticity in the uncertainty of plane detection. An
empirical relationship is derived using the output of variance estimation based on the k-NN
method (Figure 5.13b):

σπ,d(N) = 225/N + 0.978 [m] , (5.3)

where N is the number of points that fall on the plane. Accordingly, the error in plane
detection exponentially increases as the number of falling points decreases. This is a
reasonable conclusion since a plane that is fitted onto a fewer number of points tends to
have higher uncertainty because the points are less likely to represent the overall geometry
of the whole plane.

5.6 Real-time Performance

5.6.1 Metrics

The self-localization error along the lateral direction and the longitudinal direction of the
vehicle are the main metrics to evaluate the performance of the system. Dividing the whole
localization error into the lateral and longitudinal components is very informative since an
automated vehicle cannot afford a large lateral localization error, since it would result in
going into the opposite lane whereas the large longitudinal error is less severe.

5.6.2 Baseline Algorithm

The self-localization performance of the system is compared with the results of NDT Map
Matching in the same environment. The NDT Map Matching algorithm is a registration
algorithm that uses standard optimization techniques applied to statistical models of 3D
points to determine the most probable registration between two sets of point clouds. To
increase the speed of the registration, both the map and the online scans of the Lidar are
spatially down-sampled into 0.1m resolution.

5.7 Localization Results

Table 5.1 summarizes the self-localization results of NDT Map Matching and HD-LOC.
Accordingly, HD-LOC has less localization accuracy compared to NDT Map Matching.
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(a) NDT Map Matching (b) HD-LOC

Figure 5.14: Longitudinal error of self-localization over the Ring Road. Accordingly, HD-
LOC estimates the self-localization of WATonoBus with good consistency over the entire
Ring Road. On the other hand, the accuracy of NDT map matching deteriorates in some
part of the Ring Road.
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This is because NDT Map Matching preserves most of the geometrical details of land-
marks features while HD-LOC approximates the geometry of the landmarks with simple
geometrical models including planes and lines. Note that NDT Map Matching could lead
to a weaker localization accuracy if tested over maps with large seasonal changes. On the
other hand, since HD-LOC filters out unstructured objects that change may shape in time
(e.g. vegetation), it can preserve its self-localization performance in different seasons.
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Figure 4.23: The environment contains mostly temporarily parked vehicles while lacking enough 

longitudinal and lateral excitation. HD-LOC solely attends to the light poles (denoted in red) to localize the 

vehicle while filtering out the rest of the point cloud. 

Figure 4.22(a)  and (b) qualitatively represent the longitudinal localization error of NDT Map Matching 

and HD-LOC, respectively, over the entire University of Waterloo Ring Road. Accordingly, HD-LOC has 

a relatively more uniform performance all over the Ring Road compared to NDT Map Matching. In fact, 

some locations of the Ring Road contain a small number of good landmarks that makes it difficult to 

accurately self-localize. Figure 4.23 illustrates a location at the university ring road which contains mostly 

unreliable landmarks, including parked vehicles and vegetation, and lacks enough structured landmarks 

such as building walls. In this case, NDT Map Matching is outperformed by HD-LOC because of attending 

to all the landmarks regardless of their quality whereas HD-LOC solely attends to the light poles to localize 

the vehicle while filtering out the rest of the point cloud. 

Runtime Analysis: The system is benchmarked on a CPU. A single step of inference using a CPU single-

core takes less than 20ms in total for HD-LOC. Therefore, it can run at 50 Hz, regardless of how much the 

initial guess of self-location is accurate. On the other hand, NDT Map Matching takes around 100ms up to 

1000ms for a single inference, based on how the initial guess is accurate. Therefore, it can run at 1 Hz. 

Therefore, the developed HD-LOC is 50 times faster than NDT Map Matching. Since Map Matching 

algorithms deal with a trade-off between accuracy and speed according to the down-sampling resolution of 

the point cloud, they can be even slower once more accuracy is desirable. 

Map Storage Analysis: The storage size of the HD vector map is compared with the point cloud map 

required for NDT Map Matching. The down-sampled point cloud map that is used for NDT Map Matching 

takes 11 MB per km of driving while the HD vector map takes 0.07 MB per km of driving, which is 0.6% 

of the LiDAR point cloud map. 

Figure 5.15: The environment contains mostly temporarily parked vehicles while lacking
enough longitudinal and lateral excitation. HD-LOC solely attends to the light poles
(denoted in red) to localize the vehicle while filtering out the rest of the point cloud.

Figure 5.14(a) and (b) qualitatively represent the longitudinal localization error of
NDT Map Matching and HD-LOC, respectively, over the entire University of Waterloo
Ring Road. Accordingly, HD-LOC has a relatively more uniform performance all over the
Ring Road compared to NDT Map Matching. In fact, some locations of the Ring Road
contain a small number of good landmarks that makes it difficult to accurately self-localize.
Figure 5.15 illustrates a location at the university ring road which contains mostly unre-
liable landmarks, including parked vehicles and vegetation, and lacks enough structured
landmarks such as building walls. In this case, NDT Map Matching is outperformed by

Table 5.1: Quantitative comparison of NDT results with the HD-LOC

Methods
Longitudinal Error (m) Lateral Error (m) Computational Time (ms)
Median 95% Max Median 95% Max Range

NDT Map Matching 0.24 0.41 0.54 0.15 0.39 0.61 100-1000
HD-LOC 0.26 0.64 0.70 0.26 0.63 0.70 <20
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HD-LOC because of attending to all the landmarks regardless of their quality whereas
HD-LOC solely attends to the light poles to localize the vehicle while filtering out the rest
of the point cloud.

5.7.1 Runtime Analysis

The system is benchmarked on a CPU. A single step of inference using a CPU single-core
takes less than 20 ms in total for HD-LOC. Therefore, it can run at 50 Hz, regardless
of how much the initial guess of self-location is accurate. On the other hand, NDT Map
Matching takes around 100 ms up to 1000 ms for a single inference, based on how the
initial guess is accurate. Therefore, it can run at 1 Hz. Therefore, the developed HD-LOC
is 50 times faster than NDT Map Matching. Since Map Matching algorithms deal with
a trade-off between accuracy and speed according to the down-sampling resolution of the
point cloud, they can be even slower once more accuracy is desirable.

Map Storage Analysis

The storage size of the HD vector map is compared with the point cloud map required
for NDT Map Matching. The down-sampled point cloud map that is used for NDT Map
Matching takes 11 MB per km of driving while the HD vector map takes 0.07 MB per km
of driving, which is 0.6% of the Lidar point cloud map.

5.8 Summary

In this chapter, the evaluation and experimental results are provided for the developed
self-localization system. The results showed that this technique improves processing effi-
ciency by proactively attending to the useful portion of Lidar data inside an ROI around
the landmark and filtering out the rest of the points. The developed localization system
has been installed on WATonoBus at the campus of the University of Waterloo. The
experimental results demonstrate comparable accuracy, superior computational efficiency,
and exceptionally low storage needs compared to a map-matching-based self-localization
algorithm. By using landmarks that are invariant to seasonal changes and knowing “where
to look” proactively, robustness and computational efficiency are improved.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

The main objective of this research was to design a real-time self-localization algorithm for
vehicles. To make the estimation algorithm practical and implementable on autonomous
vehicles, a design for estimating the self-localization was proposed using common sensors
available in autonomous vehicles.

One of the main challenges for map-based vehicle self-localization systems is estimating
short-term vehicle odometry while landmarks measurements are not reliable. To tackle this
challenge, two algorithms were developed for estimating vehicle odometry: (a) a model-
based vehicle odometry that fuses the measurement of a camera, a Lidar, an IMU, and
a low-cost GNSS, and (b) an ML-based vehicle odometry system that fuses IMU and
wheel encoders. The model-based odometry system was designed to improve the self-
localization problem in general settings by imposing an extra constraint on the optimization
problem whereas the ML-based odometry system was mainly designed to compensate for
the intermittent self-localization losses.

Regarding the model-based odometry system, based on the experiments that were per-
formed in real-world and simulated environments, the following conclusions can be reached;
first, the model-based system has promising performance in estimating odometry, both in
urban and highway driving scenarios. Additionally, the fact that it does not rely on wheel
sensors makes it robust to weak observability conditions of slippery driving conditions.
Additionally, through a tightly-coupled fusion of IMU and camera, it can properly account
for IMU biases by incorporating them in the set of states. Moreover, according to the
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results, it was shown that the developed multi-modal odometry system is robust to the
GNSS noise level and sampling frequency value. As a result, using a GNSS sensor in the
odometry system does not contradict the main purpose of odometry which is to provide a
short-term localization solution while the main localization system is not reliable.

On the other hand, for the developed ML-based odometry system the following conclu-
sions can be made; first, the developed ML-based odometry system provides exceptional
estimation accuracy, more than the developed multi-modal system. This is because it uses
the recently collected historical data for providing the odometry solution while the local-
ization is not reliable. On the other hand, the result of the input feature selection shows
that yaw rate, wheel speed, lateral and longitudinal acceleration, and steering wheel angle
are sufficient for accurate odometry estimation. Moreover, the result showed that the ML-
based odometry system could compensate for unknown biases in the IMU measurements
and produce reliable accurate odometry estimation.

One challenge for landmark-based localization systems has been the presence of vary-
ing uncertainty of the landmarks in different conditions. To address this challenge, a
new situation- and uncertainty-aware efficient map-based self-localization technique was
developed. It has been shown through experimental results that the developed system
has comparable accuracy, superior computational efficiency, and exceptionally low storage
needs compared to traditional map-matching-based self-localization algorithms.

Regarding the developed landmark-based self-localization system, the following conclu-
sions can be made; first, based on the developed methodology for mapping, it was shown
that a precise GNSS along with a Lidar could be used to construct an HD vector map for
an unknown environment. It was shown that the developed landmark-based Lidar-GNSS
extrinsic calibration could effectively refine the calibration by comparing the observation of
landmarks with an HD map. On the other hand, some uncertainty models were developed
that are used for relying on more reliable landmarks at every drivable location within the
known environment. Based on the uncertainty quantification results, it was shown that
as a pole is observed from farther distances, the uncertainty of the pole’s range detection
increases significantly while the uncertainty of the pole’s bearing detection decreases sig-
nificantly. It was also shown that the uncertainty of plane distance detection decreases
significantly as the number of falling points onto a plane increases. Additionally, based on
the results for the number of falling points onto poles, a meaningful pattern was observed
and utilized for the development of a rejection mechanism for pole outliers. Finally, the
localization results showed that the developed self-localization system improves processing
efficiency by proactively attending to the useful portion of measurements and filtering out
the rest.
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However, the self-localization system developed in this study is not without limitations.
One significant constraint is its suitability for use in environments where an adequate num-
ber of observable landmarks are available at all drivable locations. Therefore, the system
does not apply to environments with a limited number of sparse landmarks. Addition-
ally, certain landmarks may not be visible in certain instances, such as when occluded by
nearby traffic objects, including large buses, which can reduce the number of observable
landmarks. Consequently, it is necessary to have some redundancy in the number of land-
marks in the environment to ensure the reliable operation of the system. Furthermore, the
self-localization system’s effectiveness is contingent on favorable weather conditions. In
particular, it would not perform optimally in harsh weather conditions such as fog or rain.
Lidar sensors, which are used in this system to detect landmarks, are not inherently capa-
ble of generating accurate point clouds in adverse weather conditions, leading to erroneous
readings.

6.1.1 Future Works

Suggestions made in this section are for potential future works to enhance the accuracy of
the developed self-localization system.

Uncertainty-aware multi-modal vehicle odometry: In Section 3.2, a model-based
vehicle odometry algorithm was presented that uses multiple exteroceptive sensors, includ-
ing cameras and Lidars. The performance of exteroceptive sensors depends on environ-
mental conditions such as lighting, the level of detail of the features, and the presence of
dynamic objects. A residual analysis approach can be utilized to quantify the uncertainty
of the sensors’ measurements. In the fusion problem, the uncertainty models would provide
the reliability of each sensor modality that could improve the overall performance of the
system. Deactivating unreliable sensor modalities can improve the efficiency of the system
as well. Moreover, the design of the developed odometry systems can be modified such
that it can fuse measurements from asynchronous sensors that are available on production
vehicles. Finally, including other sensors such as radars can improve the flexibility of the
model-based system to be used in different vehicles with different sensors and improve the
observability of the system in harsh driving conditions.

Reliable learning-based vehicle odometry system: In Section 3.3, a learning-
based vehicle odometry system was presented that uses proprioceptive sensors of the vehi-
cle. To reduce the effect of varying bias in the IMU measurements, one potential approach
is to augment the learning-based model with vehicle kinematics and dynamics models that
can correct the input features to the regression model. On the other hand, in case of a

91



failure in the operation of a sensor, one can study how it affects the estimation performance
and how it is going to be detected, diagnosed, and handled.

Hybrid model-learning-based vehicle odometry system: Since learning-based
estimators become unreliable over unseen data, the model-based vehicle odometry can
be added in a hybrid approach in case of lacking enough training data at some working
points. This can be beneficial especially on slippery roads when proprioceptive sensors
such as wheel encoders become unreliable while exteroceptive sensors such as camera and
Lidar remains unaffected.

Adding more environmental landmarks: In Chapter 5, building planes, light-
poles, and road curbs were used for the landmark-based self-localization. Other types of
landmarks from the road such as lane markings can be used to improve the self-localization
performance in unstructured environments, especially with low lateral excitation. To im-
prove longitudinal self-localization accuracy, road signs can also be used. Additionally,
data-driven models can be used to quantify the uncertainty of the self-localization output
in different conditions.
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