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Abstract. Human mobility is important in understanding urban spaces. Citizens in-
teract with urban spaces using the available infrastructures, not just in the mobility
sector but in public services, and in Information and Communications Technology
(ICT) services, that simultaneously record their footprints. Besides, the number of
mobile users is increasing very rapidly in the Internet of Things (IoT) era. These ad-
ditional devices will produce a great amount of data and create new big challenges
for network infrastructure. Because of this new connectivity platform, and the fast
growth of wireless communication, it’s important to discuss the arrival of 5G sys-
tems. They will have a large impact on coverage, spectral efficiency, data rate of
global mobile traffic, and IoT devices, and in turn it will be possible to analyze the
lifestyle and understand the mobility of people, such as the most frequently visited
urban spaces. Therefore, this paper is relevant in the context of smart cities and
will allow for an easy connection between citizens and technology innovation hub,
acquiring detailed data on human movements. Based on the analysis of generated
data we try to widen this view and present an integrated approach to the analysis
of human mobility using LinkNYC kiosks and 311 Service Requests in New York
city.
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1. Introduction

Mobility is a term with multiple connotations and one of them relates to the sense of
mobility as freedom of movement across physical space. Being "mobile” refers to the
movement of individuals or groups from place to place, job to job, or one social class or
economic level to another. Nowadays, mobility is not only a social phenomenon, but also
includes technologies and services that enable people to move around more freely[19].
As the world keeps changing at an incredibly fast pace, so is the way in which people
get from point A to point B. 50% of the world’s population lives in urban environments
and, by 2040, more than 70% is expected to live in cities. Moreover, we are transitioning
into a “sharing” economy: sharing a ride, a home or an office are just examples of what’s
becoming the norm, instead of being exceptions. Along with this change, we are also
witnessing a parallel increase in the use of mobile devices. On the other hand, the social
and spatial behavior of individuals is affected by two main conditions. While we are
constrained by time, cognition, age, the need for food, etc., each one of us is characterized
by personality traits that make us if perhaps not unique, at least different from many
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others. Personality psychology conjectured a long time ago that a set of personality traits
underlie all aspects of human behavior [13, 18].

These psychological factors along with the reasons which make mobility easier have
contributed to the growing interest of the scientific community in studying the existing
movement patterns of individuals. Some research projects integrate activities of members
of the ALGORITMI Center, Department of Informatics, University of Minho (Braga,
Portugal), that are focused on the various problems associated with the idea of ”Smart
City”. The variety of research areas has been treated as an important added value of the
smart human mobility. For example, using the potential of ubiquitous computing, the
PHESS platform notifies the community about incorrect driving practices. From mon-
itoring and building of communitiy road maps based on driving analysis, this service
aims to drive behavioural change and offer intelligent planning to the users [20]. Still
related to traffic, researchers forecasted traffic flow in data-scarce environments using
ARIMA and LSTM Network models [7]. In smart mobility area, a project tackles the
Vulnerable Road Users’ (VRUs) problem (non-motorised road users, such as pedestrians
and cyclists as well as motor - cyclists and persons with disabilities or reduced mobility
and orientation) and provides a proof of concept on crowd sensing for urban security
in Smart Cities [8]. And, recently presented in a Doctoral Symposium on Artificial In-
telligence, we apply three different Machine Learning techniques such as Convolutional
Neural Network (CNN), Long-Short Term Memory (LSTM), and a combined architec-
ture, called CNN-LSTM, to the data generated by LinkNYC Kiosk devices, based on
the city of New York, and compare results in predicting human mobility [9]. Based on
the experience learned from the studies, we put together a comprehensive tutorial about
state of art in mobility research, which introduces and discusses popular crowdsensed
data types, different human mobility subjects, and analysis methods.

Nowadays, people’s expectations, decisions, habits and life experiences change con-
tinuously, influenced by ongoing technology innovations and improvements in the infras-
tructures of cities. In this new “urban innovation hub”, in many cases human movement
can be followed digitally. Using empirical mobile phone datasets, this paper attempts to
explore spacial distribution and human mobility patterns, as well as the interrelationship
between them at the community level. To be more precise, when we analyze these large
segments of New York City’s population, we will be able to gather knowledge on how
and when people are moving around the city.

2. Human Mobility: Opportunities in smart cities

The study of human mobility has intensified in the last decades because to its potential-
ity. In fact, if applied to socio-economic studies in smart cities, understanding macro-
scopic mobility patterns can potentially better support decisions and eventually improve
quality of life. Our study contemplates a large population of free-willed and autonomous
decision-making individuals, but it also takes into account their interaction with mobile
devices. However, other factors can be summarized to help us understand how human
mobility patterns are established.
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2.1. Activity-Based Human Mobility Patterns

Understanding the dynamics of daily mobility patterns is essential for the planning and
management of urban facilities and services. For the same reason the movements can
also be instrumental in understanding and assessing individual and collective mobility
patterns. In this paper, aspects of these factors are analysed based on their importance
and on how they affect mobility patterns.

2.1.1. Individual Mobility Behavior

Identifying individual mobility patterns is of fundamental importance to understand the
socioeconomic dynamics behind spatial and human movements. Indeed, early measure-
ments on monkeys, albatrosses and marine predators [16, 21] suggested that animal tra-
jectory is approximated by a Lévy flight model. Human trajectories are explained by ran-
dom walk and diffusion models such as Lévy Flight (LF) [15], discovered by P. Lévy in
the beginning of this century, and Continuous Time Random Walks (CTRW), introduced
by Montroll and Weiss in 1965. While in the first the movements of an individual are
calculated by random walk processes with a Lévy probability distribution of step lengths
that is heavy-tailed, in CTRW the step lengths and the waiting times are distributed ac-
cording to a Lévy distribution.

Some researchers have extended the use of the term “Lévy flight” to include different
human moving contexts. On the basis of these behaviors, assume that the flight distance
is well approximated to a power-law function (Eq. 1), f(x;a, &), of the form:

f(k;a, ) =< exp(ikx) >= exp(—|ak|*) (1)

This distribution model is defined for 0 < o < 2, otherwise f(x;a, ¢) is not normal-
ized (@ < 0) or gets negative values and cannot be a probability distribution function
(PDF) (Var(f(x;a,a)) = 0). Here a represents the units of length. Moreover, it can be
thought of as the limit distributions for random walks with steps of sizes distributed (V)
or the width of the PDF f(5:a, o). Therefore, in context of the Lévy Flight (Eq. 2) the
width is the flight length:

x(N) ~Na 2)

Now, we introduce the concept of a random waiting time from a one-sided probabil-
ity distribution. To address random waiting times in the context of CTRW, we begin with
Laplace transform where f(f;a, ) (a represents the units of time) ¢ (s;a, @), f(t;a,a)
is non negative for 0 < o < 1. For oo = 1 and o = 2 we get two known special cases,
Lorentzian and Gaussian[2] in Eq. 3.

f(x;avl): 7) 3)
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For anomalous diffusion we assume the waiting times PDF ¢ (s;7,[3), and step
length PDF f(k;A, o). Expand it for small k and s and put it into the Montroll-Weiss
equation and taking the first order terms gives the Eq. 4.
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With these equations, three distinct hypotheses can be presented to explore the sta-
tistical properties of the population mobility pattern. Firstly, each individual follows a
Lévy flight trajectory with jump size distribution. Then, there is a population heterogene-
ity based on individual distribution, corresponding to the inherent differences between
individuals, and it coexists with individual Lévy trajectories.

2.1.2. Collective Mobility Behavior

Shifting the attention to the collective level, the scientific community has identified ur-
ban moving types based on communities. In 2012, Jiang found that the population can
be clustered into several representative groups based on the kind of activity[10]. In its
turn, Kang explored human movements in Singapore based on taxicabs usage data and
observed a much higher number of trips within a community than trips across different
communities [11]. In all of them there are connections between the social and spatial
behavior of groups of individuals, and they are used to produce predictive models of
mobility.

Although these comprehensive projects have the potential to revolutionize human
mobility research, until now our knowledge of the correlation, and aggregation among
data has been extremely limited. Using extensive individual mobility records resolved
in both time and space can be aggregated for the study of individual traveling between
different zones of an urban area. This study can be organized in the framework of Origin-
Destination (OD) matrices to provide a relevant high-level picture of human mobility[1].
Therefore, in OD matrix (ODM), for each spatiotemporal trajectory T, there is a flow
between the areas (i, j), noted F (i, j) if the two following conditions are met:

1. p1 C1OR (p2 C AND p; € neighbors list of p;)
2. pp CjOR (p,—1 Cjj AND p, € neighbors list of p,_1)

where T; is composed by a set of n consecutive points, noted T; = pi, p2, ...,
Dise-sPn—1, Pn, Where: p; = (x;, y;, t;) is a record point having a spatial location (x,y) at
moment t, #| <t < ... <t,_1 <ty i= l..n represents the number of points composing
the 7.

From conventional (e.g., based on car parking sensors) to technological (e.g., mobile
devices), several methods have been explored for the estimation of ODMs. Anyhow, each
method collects data that can be spatially and temporally analysed to identify human
mobility patterns.

2.2. Mobile Network Data

For human mobility studies across many disciplines, mobile network data serves as a
primary source of human footprints with georeferenced and time-stamped records of
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human communication activities [4]. They are increasing due to the growth of intelligent,
and interconnected mobile devices as we shift into the Internet of Things (IoT) era. The
shift to an IoT world means that mobile devices such as smartphones, smartwatches, and
people are always connected. These personal mobile devices generate a great amount of
data about the activities of individuals on a daily basis. This new data source can shed
light on everyday human activity both at an individual level and at a collective level.
Taking advantage of this approach, called mobile crowd sensing, mobility projects are
designed to address the spatial nature of human mobility, to remain independent of social
characteristics, and to be comparable across geographic regions and time.

Thanks to the massive adoption of mobile devices the IoT is focusing on operational
efficiency and automation. This increasingly connected society together with sophisti-
cated sensor systems has changed not only the data transfer speed but also the scalability,
connectivity, and energy efficiency of mobile networks. Thus, for the development of
the digital society and to make the IoT work, we need a powerful wireless network that
connects different types of devices and transfers large volumes of data fast. This is where
the 5G mobile technology can be useful [14].

The move to 5G mobile networks is an action in response to the growth of IoT, im-
proving spectrum efficiency, reducing latency, better supporting mobility and high con-
nection density. This network densification combined with advanced wireless transmis-
sion technologies enables a higher throughput per individual user and makes the IoT
more available to all [12]. The effect of 5G will be felt on almost every industry like
information technology, manufacturing, health etc. Hence, many institutions, technolog-
ical companies and research organizations are collaborating to form committees towards
the research of 5G Technology. For example, supported by the European Commission,
the mission of the European 5G Observatory provides updates on all market develop-
ments, including actions undertaken by the private and public sectors, in the field of 5G.
Since the launches of the first 5G commercial services in late 2018, many commercial
5G networks and services have emerged in Europe. Consequently, a total of 15 players
have launched commercial 5G services as of year-end 2019 [6]. The French IoT net-
working company SigFox has set a target to secure “global” coverage by setting up in
China, India, and Russia, finally, and plugging three major gaps in its existing footprint
[3]. Together, these projects are essential to explore the information that can be extracted
to improve human lives. Based on it, the final goal is being able to transform acquired
knowledge into new services for citizens.

3. Experimental Case Studies

In this section, we first contextualize two datasets of our study, followed by a description
of them. Then, explain the aggregation of all data generated by human interaction with
digital devices to explore individual and collective behaviors.

3.1. Contextualization

Human mobility patterns reflect many aspects of life, from the urban planning to daily

commute patterns. In recent years, the prevalence of technologies and methods, such as
Wi-Fi systems, 3G, 4G, 5G and Bluetooth channels that are fundamental for real-time
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communication of location-based data, has driven efforts to collect human mobility data
and to mine patterns of interest within this data in order to promote the development
of services. In this paper, we mine significant patterns in pedestrian mobility data using
neural network technique, and therefore, we survey different approaches that analyze
and learn human mobility patterns using Long Short-Term Memory (LSTM) method.
But first, in data mining phase, we transform the LinkNYC Kiosks and NYC-311 service
datasets into knowledge. This knowledge is expected to be a useful tool in decision-
making processes. For an easier analysis and interpretation of knowledge we use the
visualization process. Finally, based on the results of the population density in New York
City obtained from data mining and visualization processes, given any location of urban
area, time period or observed human mobility, we can model and forecast data trends to
predict movements in the near future.

3.2. Data Sources

LinkNYC is a communication network that brings the fastest available free high-speed
Wi-Fi, nationwide calling, a dedicated 911 button, charging ports for mobile devices,
and access to selected websites to millions of New Yorkers. The dataset lists locations
where a LinkNYC kiosk has been installed, including sites that have replaced public
pay telephones (PPT). The census column displays the number of users that connect to
LinkNYC devices on a daily basis. Moreover, we also include the weather condition
attributes such as temp, precipitation, snowfall, snow/ice and depth.

The NYC-311 service requests aim to provide the public with quick, easy access
to non-emergency government services and information, covering issues such as broken
traffic lights, noise complaints, parking law enforcement, and potholes [5]. For this ser-
vice New York City’s authorities added two new attributes. The inclusion of the “’Intake
Channel” attribute, when available, will indicate on which channel a service request was
filed by a customer and Borough Block-Lot (BBL), providing parcel numbers identify-
ing the location of buildings or properties. As well as in the study of LinkNYC Kiosks,
our attention was also focused on one dataset between 2016 and 2018 and includes the
weather condition attributes previously mentioned.

3.3. Data Pre-processing

For both datasets being studied, the Knime Platform is used to get a selection of suitable
mining techniques. First, data is aggregated to then perform data cleaning. Aggregation
is combining various attributes into the ’date” attribute (row data separated by a range of
days). This environment helps identify missing values as well as values and events that
occur repeatedly in the dataset to form certain patterns. While for the LinkNYC Kiosk
dataset we replaced missing attribute values with the mean value for that attribute in the
database, on 311 Service Requests a frequent pattern is applied to data because it doesn’t
take into account the sequence of events, but the frequency with which an item occurs. In
addition, we merge the weather conditions dataset. This merge is only possible because
three datasets of our work use the date as a primary key. A sample of collected data can
be seen in Table 1.

Once the data mining process was chosen, and the appropriate dataset was accessed,
extracted and prepared, input data must be provided in the amount, structure, and format
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suited to the modeling algorithm. Basically, data exploration will be used in understand-
ing the prediction results of the data mining process. However, the section 3.4 already
allows for the visualization and comprehension of the data.

Table 1. LinkNYC Kiosks and NYC-311 Service Requests datasets.

Date Census Temp (°C) Humidity (%) Precip Wind (MPH)
2016-02-12 646 12 50.3 30.3 2
2017-01-01 888 -1 61.3 29.9 3

3.4. Gaussian Distribution

To extract maximum information from our data, we calculate the Gaussian distribution
(also known as normal distribution). This distribution is a bell-shaped curve, and it as-
sumes that any measurement census will follow a normal distribution with an equal num-
ber of measurements above and below the mean census. To verify that, using Eq. 3 the
normal distribution of our data is shown in Fig. 1.
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Figure 1. Normal distribution of data: density of population in city.

To determine if the data distribution strays from the normal distribution, we calcu-
late the kurtosis and skewness. While the LinkNYC Kiosk data presents a kurtosis and
skewness of 0.5 and 0.6, respectively, in the NYC-311 Service, these values are 0.2 and
0.6 respectively. Based on the results, the first dataset displays more satisfactory values.
It indicates a Normal Distribution symmetrical in Kurtosis (e.g, values between -0.5 and
+0.5) and a moderate skewness (e.g, values between -1 and -0.5 or 0.5 and 1). Therefore,
unlike the distribution on the right side, the left side follows the normal distribution.

3.5. Model for predicting mobility

After the process of recognizing patterns, we train the data using a deep learning al-
gorithm, for predicting and simulating human mobility. One of the best learning algo-
rithms for time series data is Long Short Term Memory network (LSTM) [17]. To build
it layer after layer, the Sequential class is used whereas Dense refers to a Deep multi-
layered neural network. Dropout Regularization is used to prevent overfitting or reduce
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complexity by randomly zeroing out a few units of different layers in a neural network
based on its probability of retention. Moreover, the MixMaxScaler is used to scale the
data to speed up the learning algorithm. While EarlyStopping is used to stop the Gradi-
ent at a point where it starts to increase again and prevent measure against overfitting.
Before fitting the data, we normalize it and split into the train and test set. The model is
trained over 100 epochs, number of batch size 70, and 50 LSTM neurons. To improve the
performance of model we used k-fold cross-validation such as k=10 becoming 10-fold
cross-validation. The outcome is the train and test loss of LinkNYC Kiosk and NYC-311
Service Request datasets.
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Figure 2. Data loss in the train and test sets.

From LSTM training, followed by running a few experiments, we can compare the
performance between validation loss and training loss. Based on the results, the training
loss is greater than validation loss for Fig. 2. This means that underfitting has occurred,
respectively. Additionally, at the deepest level, we can quantify the loss function from
Root Mean Squared Error (RMSE) and Root Mean Absolute Error (RMAE) values. They
are used to evaluate the qualitative and quantitative trends in the data during validation
and testing process. For the LinkNYC dataset the results of these errors are 0.18 and 0.14,
but in the NYC-311 Services Requests dataset they are 0.15 and 0.12, so we classify the
loss of both datasets as ”good”. Because, as loss measures the ”goodness” of a model,
the smaller the loss, the better the model accuracy.

3.6. Results

Each mobile devices interaction dataset has near five hundred thousand rows of data.
In this case, to predict the sequence of values we also use a deep multi-layered Long
Short Term Memory network. This model’s settings are the same as the ones used for the
train and test loss function. The three-year dataset (2016-2018) was used for validation
purposes, and the one-year dataset (2017) was used for testing purposes. Once the neural
network is trained, we predict and test data for a one-day forecasting model.

LynkNYC Kiosks and NYC-311 Service Requests show no correlation between the
observed and predicted values for forecasting one day for each scenario. In Fig. 3, there
are essentially no significant differences between predicted cases. The results of the val-
idation process of both datasets also indicate that the constructed model can achieve
equally impressive performance even if parameters have been changed. For example, if
the epochs vary from 70 to 100 or the number of units varies from 80 to 150. However,
all of these changes do not significantly improve the forecast results. Additionally, they
illustrate the weather condition does not influence the forecasted result of the population
density interacting with devices (e.g, mobile devices and kiosks).
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Figure 3. Actual and prediction data.
4. Conclusions

Human mobility has a significant impact within cities. With this paper we demonstrate
that technology such as mobile phones, Wifi, and RFID devices can be used to reduce this
impact. Moreover, due to its increasing sophistication, these technologies are currently
considered one of the major trends. That’s why, in the last decade, New York authorities
have made a substantial effort to provide interactive devices to users. In response to this
growth of available mobile technologies, a new wireless communication and network
infrastructure that connect different types of devices operating at high speeds must be
taken into account. Therefore, the move to 5G systems brings significant progress to
mobility support and high connection density.

Based on these hyper-dense heterogeneous networks, we propose a Data Mining ap-
proach that analyses LinkN'YC Kiosks and NYC-311 Service Requests data. Besides the
spatial, temporal and particular attributes they also take into account information about
weather conditions. Both problems were modeled as Long-Short Time Memory algo-
rithm, where the aim was the prediction of the census in multivariate time series. More-
over, several different epoch and batch size configurations in deep learning model and
feature selections (using distinct combinations of spatial, temporal and meteorological
variables) were tested. In this step, we have concluded that after 100 epochs the outcomes
showed no changes, that is, the predictive accuracy did not change.

To our knowledge, this is the first time these datasets are predicted using only mete-
orological based data and further exploratory research is required. As argued, predicting
with this size of dataset was a challenging task. To improve it, we believe that additional
information (not available in this study) is required, such as the type of events and rea-
sons that attract people to city centers. In the future, we intend to consider a dataset from
a larger timeframe. The proposed model could improve the human mobility prediction
accuracy if it analyzed more than three years of data.
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