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Abstract. Nowadays, society has challenged the scientific community to find solutions
able to use technology to solve the gentrification3 of city centers. Within this context,
smart cities have had an important role because they view each citizen as a data source.
In the same way, the Internet of Things network increases the number of physical devices
generating peta-bytes of information into a Smart city architecture. Thus an appropriate
Machine Learning approach is required to process and analyze collected data. In this
paper, we apply three different Machine Learning techniques such as Convolutional Neural
Network (CNN), Long-Short Term Memory (LSTM), and a combined architecture, which
we call CNN-LSTM, to the data generated by LinkNYC Kiosks devices — based on the
city of New York —, and come to the conclusion the combined model gets better results
in predicting human mobility.

Keywords: Smart Cities · Internet of Things · Machine Learning · Mobility.

1 Introduction

Historically, cities are defined as the highest forms of economic and sociocultural achievements
in human civilization [13]. This fact is challenging if we analyze the growth of urban population.
Today, approximately 359 million Europeans—72% of the total EU population—live in cities,
towns and suburbs, and there are 26 cities with more than 1 million inhabitants. In 2050, more
than 6.3B people, 60% of the population, will be living in cities [5].

Simultaneously, the gentrification of cities has led the authorities to adopt laws and policies
to address problems like the planned and sustainable development and efficient management of
cities. For example, with the aim to increase the efficiency of public transportation, accessibility
and mobility of people through intelligent traffic management.

In the same way, a smart city is a high-speed communication hub with a strong and modern
infrastructure making use of information and communication technologies (ICTs) that connects
it with other cities all over the world in real time [7]. Quite simply, smart cities use Internet
of Things (IoT) devices (e.g., connected sensors, lights and meters) to collect and analyze data
and then use this data to improve the environmental efficiency and intelligent employment of
resources. Thus, the IoT enables the city infrastructure to be intelligent.

The previous topics (i.e., Smart Cities and IoT) present several challenges and they are
the reason why we provide a new approach to human mobility within cities. We propose to
address the aforementioned problems by selecting a prediction model and examining the role
and potential of sensing devices as one of the key pillars towards smart mobility management.
By describing the overall human mobility pattern, it is possible to compare the outcomes from
many locations, cities or even countries and therefore to analyze possible differences in trends
of human displacements.

3 result of wealthier people moving into a specific area
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In this paper, we demonstrate how collected data can be useful to solve the mobility issues of
citizens within smart cities. We do an extensive analysis of the influence of many data features to
evaluate the performance of mobility prediction algorithms. Also, we develop socially responsible
and efficient mobility solutions for towns and their inhabitants, particularly in the face of growing
population pressure.

To illustrate a solution, we describe the use of LinkNYC Kiosks developed at CityBridge and
used by millions of users to collect device data in the city of New York, United States. Although
in a modest way, in this particular case we present insights into lessons learned, ways in which
collected data was used by different stakeholders, and identify existing gaps and future research
needs in this field.

The rest of this paper is organized as follows. Section 2 provides concepts and lessons from
the literature that was used to develop the models, both to point out the many contributions
of previous researchers and to place our contributions in the proper context. Section 3 presents
data regarding the LinkNYC Kiosks, focusing on exploiting the patterns in the historical data,
addresses prediction methods and a formal domain that supports models. Section 4 aims to
narrate findings. Finally, the article presents the conclusions drawn and the lines of future work.

2 Background and Related Work

In this section, we provide background information about smart city and neural network models
used in this survey, followed by a discussion of previous research related to our own.

2.1 System Overview and Deep Learning Architecture

As mentioned, the main focus of this article is to use the data for mobility solutions from a Smart
City (SC) architecture. In other words, the word ”smart” encompasses different adjectives, such
as technological and interconnected, but also sustainable, comfortable, attractive, safe [3]. Fig. 1
presents a generic Smart City architecture with integration of LinkNYC Kiosks.

Fig. 1. Smart City multi-layered architecture (adapted from [20]).
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The connectivity of a multi-layered architecture above demonstrates that cities should employ
resources in an intelligent and environmentally efficient way. The Internet of Things (IoT) theory
is used to manage the city’s infrastructure in an intelligent way. The IoT is on the verge of
bringing an immense revolution in the way we interact with ”things” and all of this is going to
happen using the large amounts of data that many LinkNYC Kiosks devices (New York City)
are going to produce. In this phase, we can use Machine Learning (ML) to analyze the real data
from a historical listing of them. But in ML if we train dependencies in data for long periods
of time to predict human mobility when using big data, we should use two Deep Learning (DL)
techniques: Long Short-Term Memory Network (LSTM) and Convolutional Neural Network
(CNN).

LSTM (Eq. 1) is a type of Recurrent Neural Network (RNN) capable of remembering past
information and taking this past information into account in the prediction of future values [14].
The internal structure of an LSTM cell is shown in Fig. 2.

Fig. 2. The internal structure and notation of an LSTM (adapted from [2]).

Each LSTM is a set of cells where data is captured and stored [15]. The cells connect out
of one module to another one conveying data from past and gathering them for the present
one. Due to the use of some gates in each cell, data in each cell can be disposed of, filtered,
or added to the next cells. Hence, the gates, which are based on a sigmoidal neural network
layer, enable the cells to optionally let data pass through or dispose of it. Each sigmoid layer
yields numbers in the range of zero and one, depicting the amount of every segment of data
ought to be let through in each cell. To be more precise, an estimation of zero value implies ”let
nothing pass through”; whereas; an estimation of one indicates ”let everything pass through”.
Additionally, LSTMs are also relatively insensitive to gaps (i.e., time lags between input data
points) compared to other RNN models.

Fig. 3. The internal structure and notation of an CNN (adapted from [2]).
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On the other hand, CNNs are inspired on the way the human brain responds to visual
stimuli, with individual neurons responding to stimuli only in a restricted region of the visual
field known as Receptive Field. Basically, they are a sequence of stacked layers [8]. We use three
types of layers: Convolutional (Eq. 2), Pooling (Eq. 4) and Fully-Connected layer.

Fig. 3 is a schema of a typical CNN. The first part consists of convolutional and max-
pooling layers which act as the feature extractor. However, Zero padding (Eq. 3) is a technique
that allows us to preserve the original input size. This is something that we specify on a per-
convolutional layer basis. The second part consists of the fully connected layer which performs
non-linear transformations of the extracted features and acts as the classifier. Finally, just like
LSTM, the output indicates the prediction of human mobility.

2.2 Summary of Related Work

In [10,12] neural network models are considered to exploit human mobility and improve citizens
lives. Some research focuses on exploiting popularity to enhance predicting in CNN with the
aim of discovering different mobility modes existing in history trajectories with the combination
of route patterns and travel activity information [6]. Other works focus on how a LSTM-based
method generates synthetic traffic by learning the innate structure of human mobility [11]. Based
on social information contribution, in [9] human mobility is predicted by a latent allocation
model which describes the probabilistic relationships between the observed trajectory data and
the latent (unobserved) mobility profiles and their parameters. Or based on LinkNYC dataset
[18] studies the impact of LinkNYC kiosks, on the local commercial activity in the affected
neighborhoods of New York City. Also, other projects such as [16, 19] that combine popularity
with cooperation have also been considered.

However, the major issues with these approaches are i) most of the surveys are only based on
one neural network model, ii) projects that apply to two neural networks model do not use the
hybrid model to enrich their conclusions, as well as iii) the few LinkNYC kiosk projects known
do not involve machine learning techniques, especially neural networks models, to present their
results. For these reasons our work aims to apply deep learning techniques to LinkNYC datasets
to predict human mobility, such as Convolutional Neural Network (CNN), Long-Short Term
Memory (LSTM), and Hybrid model (CNN-LSTM). Hence, we constitute one of first attempts
to apply the hybrid neural network model to smart human mobility.

3 Materials and Methods

This stage is focused on exploiting the patterns in the historical data and predicting performance
based on LinkNYC Kiosk attributes.

3.1 Dataset

In this study we used data collected by LinkNYC Kiosks, distributed by five boroughs of New
York City. These kiosks stored a historical list of their devices, location, and the status of the
Link’s Wi-Fi, tablets, and phones. LinkNYC is a first-of-its-kind communication network that
will bring the fastest available free public Wi-Fi to millions of New Yorkers, small businesses,
and visitors [4].

By mapping LinkNYC Wi-Fi data, we are able to quantify details of Wi-Fi-based location
tracking, which are usually not available to the general public. For example, we enumerated
value of ’up’ or ’down’, 1 and 2, respectively, indicating the last status of Link’s dialer. The
value ’null’ will be assigned if Link is not activated. In the same way, we indicated date and
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time for last tablet status metric. The value ’no poll’ will be assigned if Link is not activated or
no status has been retrieved within the last hour. These are some examples of how we address
the original dataset, other decisions can be checked in section 3.2.

We use a sample of the last 3 years, between 2016 and 2018, with a 1 month interval. In
original data, for each day of the month we had the number of people registered at specific
kiosks in a 12-hour interval. As a result we had a set of 1739 links measured between 01-2016
and 12-2018 located in different locations of New York City (see Table 1).

Table 1. LinkNYC Kiosks Locations dataset.

Borough Date Location Census Temp (◦C) Humidity (%) Precip Press (Pa) Dew-point (◦F) Wind (MPH)

1 2018-02-12 (40.71, -73.95) 514260 12 50.3 0 30.3 13 2

4 2017-01-01 (40.56, -74.11) 4071876 -1 61.3 0 29.9 14 2

3 2018-07-21 (40.59, -74.10) 7984662 20 67.7 1 30.1 11 3

2 2018-05-17 (40.85, -74.10) 2208318 14 59.8 0 29.9 12 2

1 2018-03-08 (40.71, -73.95) 3387972 13 61.2 0 30.6 11 3

Note: We ignored Wi-Fi, Tablet and Phone features because they present constant values.

Data collected will allow us to learn a lot of information. Besides being able to detect devices
in areas, we are also able to monitor human activity. Furthermore, we can control the people
who have permission to connect to these devices, and with multiple Wi-Fi sensors, we can track
their movement in real time. Additionally, these findings are deepened through preprocessing
techniques.

3.2 Data Preprocessing

Data pre-processing is an important step in the data mining process. Data gathering methods
are often loosely controlled, resulting in missing attribute values (e.g., install date, active date)
or certain attributes of interest (e.g., Wi-Fi status, Tablet status, Phone status), impossible
data combinations (e.g., install date: yes; activate date: yes ), or containing only aggregate data.
Thus, running an analysis should always be done before the representation and quality of data.

For preprocessing we are encouraged to use a list of tools but, assuming data preprocessing
has three main components like extraction, transformation and loading, we chose the Knime [17].
Written in Java, this open source data analytics, reporting and integration platform gives us a
graphical user interface to allow for the assembly of nodes for data processing. Also, it presents
a modular data pipe lining, leveraging machine learning, and data mining concepts liberally for
building business intelligence reports.

Fig. 4. The process of data preprocessing.

In Fig. 4 the first nodes import the original data from the LinkNYC Kiosks and Weather
Conditions CSV files. Since there are missing values in the imported data, these are excluded
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in node 1. In Node 5, we fill the lack of weather data with the most frequent value. In Node 2,
we only include the most important columns (i.e., Borough, Date, Location and Census). Node
3 and Node 6 modify the column names to uniformize the feature names between two datasets.
In Node 4 and Node 7, the process changes the date format for easy data aggregation. Node
8 computes the importance of every course. In this phase, we merge the datasets by date. At
the same time it filters the unnecessary columns to reduce the noise. In Node 10, the outcome
includes the calculation of the number of people living in a particular place by data aggregation
such as region, geo-coordinates and date, calculating the mean for all numeric features (e.g.,
temperature, humidity), but only after the category to number conversion process (e.g., weather
description), in Node 9. Node 11 converts the date string to datetime format. In Node 12, the
process extracts the datetime fields to Year and Month (of Year). Before data export, we resort
the columns, and filter unnecessary features of merged data. Node 16 writes the samples into a
CSV file in order to use the Deep Learning (DL) algorithms. Topic 3.3 explains some scenarios
where it can be applied.

3.3 Experimental Protocol

Now, to learn user habits we analyze the change in the data trend over a period of time. For
example, in Table 1 the number of people who access the kiosk located at lat 40.71 and long
-73.95 varies in different time series. The time series are recommended for the prediction of the
future value of an item based on its past values with the help of DL algorithms [15].

We will be predicting the future number of people in New York City based on the number
of tracked people via LinkNYC kiosks over the past 3 years. The calculations were conducted
in the Python environment using the main packages pandas, sklearn, numpy, keras, matplotlib,
seaborn. Fig. 5 shows typical time series for the number of people accessing kiosks and values
are normalized using log10 units.

Fig. 5. Number of tracked people via LinkNYC kiosks over the past 3 years.

We can see that the trend is highly non-linear, there is a multiscalar and long-range depen-
dence and it is very difficult to capture the trend using this information. Therefore, we need an
appropriate model for time series forecasting. This is where the combined power of CNN and
LSTM (or CNN-LSTM model) can be useful because the first is a forward looking technique,
self learning method and predictions are more realistic while, based on past data, the second
allows for the easy ”memorization” of the number of tracked people for an extended number of
timesteps [1].

The RNN model (i.e., LSTM) will find the patterns in the whole set of data whereas CNN
also focuses on local patterns. In combination they become a switched non-linear system. The
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overall system learns a fixed set of rules (filters) and applies the rule to the portion of the data
that it sees fit best. An overview representation of CNN-LSTM model is depicted in the following
algorithm:

Algorithm 1: CNN-LSTM mobility human prediction algorithm

Input: Historical number of tracked people data
Output: Prediction for mobility human based on the number of tracked people

variation

1. Start
2. Transform LinkNYC kiosks dataset to make it suitable for the model, including:

– Transforming the data to a supervised learning problem;
– Splitting the data into train and test sets;
– Transforming the data so that it has the scale -1 to 1.

3. Evaluating the static model on the test data. An architecture used in our experiments is
given by the LSTM (left) and CNN (right) equations:

LSTM : hl−1
t , hlt−1, c

l
t−1 → hlt, c

l
t

i
f
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g

 =
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sigm
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tanh
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)
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hlt = o� tanh(clt)

(1)

In these equations, sigm and tanh are ap-
plied element-wise.

O =
W −K + 2P

S
+ 1 (2)

Zero− Padding =
K − 1

2
(3)

W2 =
W1 −K

S
+ 1

H2 =
H1 −K

S
+ 1

C2 = C1

O = W2 ×H2 × C2

(4)

where O is the output length, W is the input
length, K is the filter size, P is the padding,
and S is the stride.

4. Evaluating the static model on the test data.
5. Repeat steps 3 and 4 until optimal convergence is reached.
6. Obtain predictions by providing test data as input to the network.
7. Provide statistics of the collected RMSE (Root Mean Squared Error) scores:

RMSE =

√√√√ 1

N

N∑
i=1

(
χi − fi

)2
(5)

Where N is the total number of observations, χ is the actual value and fi is the predicted
value.

8. End

Initially, we prepare the input data again (e.g., decrease the quantity of data, interval time
series). We process the data to be used in different scenarios such as building heatmaps based
on geolocation; or predicting values by Manhattan city. Nevertheless, independently of starting
conditions and once the CNN-LSTM model is fit to the training data, it should provide the best
accuracy of human mobility.
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The accuracy of the prediction model can be estimated robustly using the RMSE metric
(Eq. 5). The main benefit of using RMSE is that it penalizes large errors. It also scales the
scores in the same units as the forecast values (i.e., per month for this study). In algorithm 1, we
repeat the model construction and prediction several times. The average RMSE is an indication
of how well our configuration would be expected to perform on unseen real-world LinkNYC
kiosks data. Finally, we compare our predictions with actual trends in human mobility that can
be inferred from historical data.

However, in Topic 4 we begin to explain separating the models, first LSTM model, then
CNN model, and finalize with CNN- LSTM model approach. The goal is to provide the best
model for time series forecasting of our survey.

4 Results

In this section, we will evaluate the prediction accuracy of data in study. In 2014, the first kiosks
were installed but only started operating in late 2015. As of 2017, LinkNYC kiosks were made
up of 7500 Links installed in the New York metropolitan area. In addition, there are currently
1736 active Link kiosks [4]. The output looks like this:

Fig. 6. Density of tracked people in New York City and the city of Manhattan via LinkNYC kiosks over
the past 3 years.

4.1 Five boroughs of New York City

The used outcome for proposed algorithms is drawn in a map represented in Fig. 6. During
feature extraction, we sum the census by the same time interval, and the distance threshold is
the max length of each borough for better visualization. Points mapped to the same street will be
represented by one density color and the location is visualized by the density color segment. For
better and concise illustration, after the feature extraction, the location sequence is represented
between the blue points and green points.

4.2 Manhattan city

From here, to evaluate human mobility predictions, we consider only filtered data from the city
of Manhattan (Fig. 6). As detailed in section 3.3, we transform LinkNYC kiosks dataset to make
it suitable for the LSTM, CNN and CNN-LSTM models. Firstly, we split supervised data into
two matrices: training matrix X contains the first 24 months and testing matrix Y the rest.
Matrix X is used to train and Y is used to evaluate and validate its accuracy. As we did for the
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training set, we need to scale our test data. Finally, we use Keras library to build and train our
model.

LSTM model The model was trained with a 80 batch size, 100 nodes and 200 epochs and
Adam optimization. Moreover, to develop a robust result, we repeated the experiment 20 times
as that is sufficient to provide a good distribution of Root Mean Square Error (RMSE) scores.
In the output, a line plot of the test data (blue), another of the predicted values (red), providing
context for the model skill, and a box and whisker plot were created from the distribution shown
below.

Fig. 7. Plot of Loss on the Train and Test Datasets and RMSE score in a box and whisker plot.

As observed in Fig. 7, the left side shows the train and test loss are printed at the end of each
training epoch; the right side summarizes the distribution of RMSE scores. The first chart is
important for predicting human mobility based on the train-line chart and test-line chart results.
It shows that test loss drops below training loss, and the model is overfitting the training data.
To be more precise, we can see that in the 30 epochs, the chart achieves a respectable decrease
exponencial but after 50 epoch the lines are parallel.

In the case of measuring and plotting RMSE during training, and based in Table 2, we
can see that the mean and standard deviation is 106.16 and 100.04 for the monthly number of
connected people respectively, and RMSE value is 100.18. Furthermore, it shows that this model
is the second lowest among the human mobility RMSE chart images.

CNN model As has been said previously, the LSTM algorithm has advantages on predicting
human mobility in the city, but the CNN model can also be used for time series forecasting
problems.

In this algorithm, we develop a suite of CNN model with layers represented in Fig. 3. In other
words, we choose one-dimensional CNN that has a convolutional hidden layer that operates over
a 1D sequence. This is followed by perhaps a pooling layer whose job it is to distill the output of
the convolutional layer to the main elements. The convolutional and pooling layers are followed
by a dense fully connected layer that interprets the features extracted by the convolutional part
of the model. A flatten layer is used between the convolutional layers and the dense layer to
reduce the feature maps to a single one-dimensional vector.

The data is trained with 64 filters, 5 kernel size, 80 batch size and 200 epochs. To find a
good result we repeat the same experiment number such as previous model. The out-of-sample
results are also judged based on the 100.23 RMSE, 106.02 mean and 100.05 standard deviation.
As a result, we see in Fig. 8 that the model chart has a worse performance than those of the
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LSTM chart. Thus, the LSTM model is more useful than the CNN model for predicting human
mobility.

Fig. 8. Plot of Loss on the Train and Test Datasets and RMSE score in a box and whisker plot.

CNN-LSTM model For a mixed CNN-LSTM model we define the CNN model first, then
add it to the LSTM model by wrapping the entire sequence of CNN layers in a TimeDistributed
layer. The idea is to merge the two models, creating a third model, and with the experiments
of this fusion model we compare the performances. The construction of model is based on the
assumption that the used parameters are the same from the previous models.

Fig. 9. Plot of Loss on the Train and Test Datasets and RMSE score in a box and whisker plot.

The loss values represented in Fig. 9 show that there is a good overfit model to 125 epochs,
presenting a good performance on the train set and it keeps improving and, consequently, the
RMSE decreases, while the performance on the validation set improves to a point and then begins
to degrade. Next, we check which model is more appropriate for predicting human mobility.

Results Comparison To conclude, we can summarize our survey in Table 2. It shows the out-
of-sample results of experiments with density human mobility in the city of Manhattan based
on three different models. First, we determined the RMSE LSTM using the LSTM model to
predict human mobility. Second, we showed that the CNN model performs worse than LSTM
and CNN-LSTM models. Lastly, we needed to make sure that our proposed merged CNN-LSTM
model is meaningful. Thus, similarly to previous results, we resort again to the RMSE equation
but add other performance metrics.
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Table 2. The human mobility modeling results (best values in bold).

Model

LSTM CNN CNN-LSTM

Mean 6.16 6.02 6.14

Standard deviation 0.04 0.05 0.10

Minimum 6.07 5.93 6.02

Maximum 6.29 6.07 6.21

Accuracy∗
T=25 (%) 6.00 5.97 6.10

Accuracy∗
T=50 (%) 6.02 6.02 6.18

Accuracy∗
T=75 (%) 6.05 6.01 6.20

RMSE 0.18 0.23 0.14

* Train set size percentage.

We can infer from the results that, in general, the prediction accuracy of the three models
improves with an increase in the size of the dataset. In its turn, comparing the models, analyzing
only metrics, the out of sample results show that the CNN-LSTM model is an improvement in
terms of the accuracy and variation between maximum and minimum values, respectively. We
confirm that our proposed model, the CNN-LSTM model is more accurate than other models.

5 Conclusion and Future Work

In conclusion, this paper helped us understand that the Internet of Things (IoT) has an impor-
tant role in the evolution of smart cities. It also aims to explain from a practical standpoint the
wide applicability of Machine Learning (ML). Moreover, it shows how these three concepts can
work together.

We find that the device networks from Wi-Fi Kiosks could boost efficacy in other data
collection contexts. In other hand, our findings have significant privacy implications, indicating
that for practical purposes WiFi data should be considered location data. That is the reason
why raw data is kept anonymous and is aggregated before it can be used. Furthermore, data
is usually analysed in a highly secure and protected environment. The good news is that we
demonstrated that it is possible to both analyse human mobility patterns and preserve privacy.

As has been said previously, we proposed a human mobility prediction method combined
with Long Short-Term Memory (LSTM), Convolutional Neural Network (CNN) and a mixed
model CNN-LSTM. We compared the loss of the observation data with the predicted results for
disturbance detection. Using the number of tracked people as an example, the validation results
indicated the effectiveness of the proposed approachs. The prediction based on CNN-LSTM had
better performance, and is thus recommended.

There are many machine learning algorithms that can be used to learn from big data collected
through a smart city’s infrastructure. However, in future work, we plan to develop further in-
depth studies on the LSTM to capture both short and long-term horizon forecasts. Finally, we
will articulate several challenges and trending research directions for incorporating this model
to adopt it in new smart city services.
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