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CHAPTER ONE: INTRODUCTION

One of the most important goals of criminologica]uiry is to gain an
understanding of the developmental process of desistahed) eventuates in the
ultimate arrival at a state of nonoffending (BramasBvay and Paternoster, 2003;
Bushway, Thornberry and Krohn, 2003; Laub and Sampson, 20€8ed, from a
practical policy perspective, it may be argued that undernsiqua@sistance — and
therefore gaining insight as to how to foster it — is séamly to preventing the onset of
criminal behavior. Early desistance research confcbutéque challenges in
operationalizing, measuring, and modeling desistance, arakcthef explicit theoretical
guidance exacerbated the issue. To date, these challengebeen met with a fair
degree of success, and a nascent theoretical liteteisremerged. Recent desistance
research has made tremendous progress in furthering oustamtiéng of this
developmental process, yet many unanswered questionsreReatively little is
known about the causes or predictors of desistance, ariddirs of research rarely
extends beyond limited operationalizations of desigtdimom offending in adulthood.
As a consequence, the few predictors of desistanchakatbeen identified and
empirically supported are also specific to adulthood. listersce were to be observed
earlier in the life course, the benefits for crimevergion and public safety, both
financial and holistic, would be considerable. An impairtzbjective for desistance

research, then, is to identify factors associated @atler desistance. This research



endeavors to meet this objective, first by specifyingraceptual model relating the
developmental course of early childhood aggression artaddiieoretically derived
predictors to a host of juvenile offending outcomes. @higlopmental progression is
then related to a measure of adult offending. The o@istips between childhood
development and offending outcomes at each developnstatgd are assessed to
determine the extent to which the specified childhoddfastors vary systematically
with offending and non-offending outcomes. An additi@xdénsion of existing

research is the comparison of these relationshipsoigs and girls.

Sampson and Laub’s Age Graded Theory of Informal Social Control

The body of work generated by Sampson and Laub, pantig@as outlined in
their seminal book€rime in the Making: Pathways and Turning Points Through Life
(1993) andShared Beginnings, Divergent Livésgb and Sampson, 2003; see also Laub
and Sampson, 1993; Sampson and Laub, 1990, 1992), has made asunaivie
contribution to our understanding of desistance. Theirtlodigal analysis of the
Glueck data on five hundred delinquent boys reveals that teeéspinotable and well-
established continuity of antisocial behavior, behavVichange can occur at any point in
the life course. This finding serves as an importantiaetefor those who would
misinterpret the continuity of antisocial behaviorsggonymous with the immutability of
trajectories of problem behavior. Sampson and Laulp thféer Age-Graded Theory of

Informal Social Control to account for both continuibdachange. According to their



theoretical model (which enjoys considerable empiriappsrt), the informal social
control resulting from social bonds in adulthood —ipafarly bonds to employment and
to a spouse — explains desistance from crime in adultimlegendent of juvenile
delinquency and other childhood risk factors. Thus has d&s&eablished the central
component of our understanding of desistance; that proaitdthood influences in the
form of social bonds explain the behavioral change iisigtent offenders that is
desistance. Consideration of this important findingivatés the question: What
explains the development of adult social bonds? Samgsd Laub anticipate this
guestion, and in response they assert that adult socidsldevelop (or not) through the
interaction of human agency, structural context, aadstate-dependent effects of prior
development and behavior. Ultimately, Sampson and Lautrk solidifies the place of
adult social bonds in discussions of desistance, butdbsertion that these bonds are
largely influenced by pre-adult development highlights thel fieefurther examination

of the influence of early childhood factors.

Identifying the Early Roots of Desistance

While Sampson and Laub’s model acknowledges the thealrgtiportance of
childhood risk for later offending behavior, its pradt@pplication is limited to
adulthood. That is, the social institutions they idgritir their role in desistance are
relevant only for adults. Certainly none would argué¢ skable employment and

marriage are likely to induce desistance in childrenwenies. However, a central tenet



of the life course and developmental paradigms istbieantecedents of adult
development are found in early childhood (Pulkkinen anghiCa802; Robins, 1966).
Thus, a continued (though not exclusive) focus on childhtibdalds significant
potential for illuminating the pathways from childhood elepment to desistance from
offending, with consideration for the intervening adolescevelopment and offending
that must precede desistance. To that end, this dissarexamines the influence of the
developmental course of early childhood aggression anjlevand adult offending and
the implications of this relationship for later desisgfrom offending.

Early aggression is selected as the childhood risk efdst because it is the
single best behavioral predictor of delinquency for ké&gsrington, 1986, 1989, 1991,
1994; Haapsalo and Tremblay, 1994; Reiss and Roth, 1993; Tremlalsse, Perron,
LeBlanc, Schwartzman and Ledingham, 1992; Wassermanake&remblay, Coie,
Herrenkohl, Loeber and Petechuk, 2003) and of violent delinquenmrticular (Broidy,
Nagin, Tremblay, Bates, Brame, Dodge, Fergusson, Horwaather, Laird, Lynam,
Moffitt, Pettit and Vitaro, 2003; Hawkins, Herrenkohl, Fagton, Brewer, Catalano,
Harachi and Cothern, 2000; Nagin and Tremblay, 1999). Childaggression is also
strongly related to a multitude of other negative lifecomes such as school dropout,
substance use, mental health challenges, and poor par@sings, Cairns and
Neckerman, 1989; Petras, Schaeffer, lalongo, Hubbéuthén, Lambert, Poduska and
Kellam, 2004; Tremblay, Nagiséguin, Zoccolillo, Zelazo, BoivinPérusse and Japel,

2004). Thus, early childhood aggression evinces sufficiemtrzaty’ to motivate

! Researchers have offered two primary explanations ®fitiding of the continuity of behavior over

time: persistent heterogeneity and state dependence dgeeahd Paternoster, 1991, 2000 for a coﬂnplete
description). Persistent heterogeneity theories gasitindividuals differ in their underlying criminal
propensity, and these differences are relatively statr time. Observed differences in antisocial



guestions as to its influence on later offending. Impdistainough, recent research on
dynamic patterns of early aggression and their relsipnwith subsequent behavior
forces the recognition that notable discontinuity emeeagewell. This suggests that an

examination of the development of aggression is releealmbth continuity and change.

Thornberry’s Interactional Theory of Delinquency

Thornberry’s Interactional Theory of Delinquency@)I(1987; Thornberry,
Lizotte, Krohn, Farnworth and Jang, 1991) provides a theat¢amplate of sorts for
this examination of the developmental progression of\behaver time — from
childhood aggression to juvenile offending, to adult offenading finally to desistance.
Thornberry points out that adolescence is the obuleuslopmental stage of focus for
many theories of delinquency because that is when offeieéingvior is most likely to
occur. When the focus on adolescence is exclusoxgever, the causal influence of the
preceding developmental patterns is ignored. Applying ithesaf reasoning to theories
of desistance, then, if our goal is to explain desawe must look beyond the
developmental period in which desistance is most likadylthood), and include
consideration of earlier developmental periods (childhaad adolescence). With
respect to the specific causal mechanisms at work in ThDgnberry posits that
pathways in and out of antisocial behavior are shapelebyteraction of parents,
schools, and peers, and that the influence of this intenaststructured by social

context. Based on these theoretical propositions, theamprehensive understanding of

behavior are a reflection of this underlying propsnsid the aggressive child who also drops out of high
school and struggles with stable employment does so becatlsesaime underlying causal propensity.
State dependence theories, on the other hand, posisal aafluence of past behavior on future behavior,
such that childhood aggression serves to increasedbalplity of future antisocial behavior, and the
likelihood of prosocial behavior is attenuated.



the developmental periods antecedent to desistance etyaiceng developmental
patterns back as far as possible so that the influengareits, teachers and peers may be
assessed.

Taken together, the contributions of Sampson and Ladlo&Thornberry
demonstrate that behavioral change (specifically, dessjaan happen at any time and
is explained by proximal social bonds. The presencesamak of these social bonds and
the structural contexts in which they operate areagxetl by the preceding
developmental periods. This synthesis of Sampson arldid.and Thornberry’s
theoretical models provides the basis inferring a cae$ationship between childhood
development and desistance from offending in adulthodw ekistence of a causal
relationship is further suggested by the empirical liteeatwhich clearly establishes that
early childhood aggression is significantly associated inigh school dropout, which is
in turn associated with diminished opportunities for relvey employment. To be clear,
data constraints do not allow this proposed relationship &xjkcitly modeled and
tested with this research. However, relating pattefresrly childhood development to
concordant and discordant outcomes in adolescence andaatlitan provide an
indication of desistance. Nor is this an explicit téfghe theoretical propositions of
Sampson and Laub or Thornberry. Their theoreticafrdmutions simply provide an
important foundation from which to build the conceptuateido account for the role of

early patterns of aggression in shaping the timing andfdéger desistance.



Aggression, Desistance, and Gender

The literature on longitudinal patterns of aggressivaben reflects a focus on
the aggressive behavior of boys, so the dearth of idsearthe process of desistance for
females is not surprising. The relative inattentiofetoales in criminological research is
driven, in part, by the modeling constraints and powetdinoins attendant to females’
low base rates of involvement in antisocial behavidowever, some have taken
females’ lower rates of involvement in offending as safit$ve justification for ignoring
them and focusing on the portion of the population thedaats for the bulk of offenses
— males. As the gender gap in offending continues teowathis reasoning needs to be
reassessed (Bureau of Justice Statistics, 1999; Hipwelhdrp Stouthamer-Loeber,
Keenan, White and Kroneman, 2002; Tatem-Kelly, Huizinga, Tdesryg and Loeber,
1997). Perhaps more compelling is the evidence that gajstctories of childhood
aggression are similar to boys’ in many respects, ahdigls go on to experience
markedly different adolescent outcomes. This obsenrvauggests greater stability and
continuity of antisocial behavior for boys than fangy(Hawkins et al, 2000), and girls’
low rates of offending should be viewed as cause fondugcrutiny rather than cause for
dismissal. What is it about girls that seems tonalieore “vulnerability” to desistance?
A better understanding of girls’ patterns of antisob&thavior development will inform
our understanding of the developmental progression cfcami behavior more

generally.



Summary of Research Aims and Significance of Research

Desistance research is at the fore of current naghogical dialogue and attention,
and this focus is warranted. Advancing our understandingegdrtbcess of desistance is
essential for theory development, for applicationpref/ention and intervention
practices, and for informing the policy writers and agen@sponsible for disseminating
these practices. This dissertation contributes tgtbeing body of desistance research
in several ways. First, although many childhood fadtarse been empirically linked to
juvenile offending, none have been linked explicitly widsistance. A conceptual
framework for systematically analyzing the progressibtievelopment from childhood
through adolescence, and finally to adulthood is presentedatrech allows for the
influence of all antecedent development, such thainthieect effects of childhood
factors can be assessed. Second, this research addhessgigent need for research on
females’ development and the implications of theityedevelopment for later
persistence or desistance. In addition, beyond thesion of females, the
epidemiologically defined sample of urban elementarpgtcthildren is unique to
desistance research, and arguably represents a morntgbepulation for research with
prevention implications in that, while the sample wasselectedas a high-risk sample,
it neverthelesss a high-risk sample. The potential implications of tesearch for
prevention are profound: it is axiomatic to the develogalgrerspective that early
identification of risk is preferred, as less ingrainedavars are more easily redirected.

Knowledge of childhood predictors of desistance impkdsmed ability to predict



persistence, which makes the most efficient allocatigerevention resources possible.

Outline of Research

Presentation of this research proceeds as followsptétsaTwo and Three
review the relevant empirical and theoretical literatin order to establish the state of
existing knowledge and the motivation for the currentaesh. Chapter Two presents
the relevant empirical literature on the developmemiggfression and provides
elaborated justification for the selection of the depaient of aggression as the
appropriate childhood risk factor to relate to later offiegautcomes. Chapter Three
begins with a brief presentation of the various thecmepierspectives that have been
applied to investigations of desistance. Critical evalnaticeach perspective is
presented to justify the application or exclusion aheia shaping the proposed
conceptual model. The discussion then moves to anralddn of the theoretical models
of Sampson and Laub and Thornberry, which were brieftpduced here and which
provide conceptual guidance for an examination of theaontor causal effects of early
risk factors on later aspects of offending behaviorap@dr Three closes with the
presentation of the conceptual model driving this researglihee explicit research
guestions and hypotheses derived from it. Chapter Four psetetailed information on
the data and sample, and outlines the specifics oftimaation techniques to be
employed. Findings and results of all analyses areritbesl in Chapter Five, and

Chapter Six offers a discussion of these findings aed theoretical, empirical and



methodological implications. Chapter Six also considike potential limitations of the
findings, the new questions that are prompted by thigrelseand thoughts on the most

productive directions for future research.
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CHAPTER TWO: AGGRESSION

Introduction

The purpose of this chapter is to review the literaburaggression, and
particularly that on the development of aggression dutmighood as it relates to later
antisocial behavior. Much of the early research onesggrn focused on stability and
the enduring positive association between early aggreasid later problem behavior.
More recently, aggression is measured as time-varyingséfflasting a recognition that
aggressive behavior during childhood reflects a pattern @laewment and not simply a
static variable. The additional information and lesedescription provided by this
dynamic measurement allows a more nuanced relatiorskeimérge. The influence of
the development of aggressive development on later lwehexinces both continuity and
change, suggesting the possibility that childhood aggressioportant not only for its
relationship with offending, but for its relationship kvdesistance. The clear focus on
males is evident in the literature reviewed here. Whessible, gender comparisons are

presented.

The Development of Aggression

Aggressive behavior up to age two is normative (Loeber agd1987; Snyder,

Espiritu, Huizinga, Loeber and Petechuk, 2003), but from tolalolet forward most

11



individuals learn to regulate the urge to behave aggressiviedynflay et al, 2004). This
means, in essence, that desistance from aggressiorsanpod is also normative. Some
children, however, continue to exhibit aggressive behavigorgkpreschool and into
elementary school. Early research on the stalaifigggressive behavior found evidence
of remarkable stability (Olweus, 1979; Huesmann, Eron, Leflzoavid Walder, 1984),
but the findings from recent research employing metkegdgyned to describe individual
patterns of behavior over time temper the assertisudi stability, and show that the
majority of aggressive youth eventually desist (Loebertdangl 1997). No gender
differences are observed in infants’ levels of aggressind few differences emerge
even in toddlerhood. Gender differences in levelsveft aggression do begin to emerge
between ages 3 and 6, with boys showing higher ratebék@ad Hay, 1997), and these
differences in levels of aggression are exacerbatgdwth enter school and during
adolescence. There is consensus that boys arepmgsiEally aggressive than girls in
terms of the prevalence and frequency of the behavaml€l and Steffen, 1986; Eley,
Lichtenstein and Stevenson, 1999; Friedman, Kramer andhere 1999; Loeber and
Hay, 1997; Maccoby, 1998; Maccoby and Jacklin, 1980; MaugharigB,i¢kowe,
Costello and Angold, 2000; Pepler and Craig, 1999; Tatem-Hadber, Keenan and
DelLamatre, 1997; Tiet, Wasserman, Loeber, McReynolddvalter, 2001), and females
tend to have a later onset of aggression (Loeber and1l98y). This is evidence that at
the very least, boys’ and girls’ aggression differatasolute levels and in timing.

Moreover, there is evidence that the continuitytabiity of aggression among females

12



is less marked than for males (Broidy et al, 2003; PeldrCraig, 1999; Schaeffer,
Petras, lalongo, Masyn, Hubbard, Poduska and Kellam, 2006is tfié predictive
power of physical aggression in childhood observed fos lmyot evinced for girls
(Hawkins et al, 2000; Petras et al, 2005; Petras, Chilteaf, lalongo and Kellam,
2004), which suggests that girls outgrow aggressive behaviorresuliy.

With respect to the relationship between aggressionuaediije offending,
persistent physical aggression during childhood is condigienlicated as a distinct
and robust predictor of serious juvenile offending for @reidy et al, 2003;
Farrington, 1994; Loeber, 1982; Loeber, Stouthamer-LoelieGagen, 1991; Loeber,
Stouthamer-Loeber, Van Kammen and Farrington, 1991; Maughaln2000; Nagin and
Tremblay, 1999Séguin, Nagin, Assaad and Tremblay, 2004). Early studiestadsbe
stability of aggression based on correlations of rank-argexi the behavior at distinct
points in time. Based on this early research, thennvestigation of the relationship of
early aggression to later desistance would seem countgvetas it was the notable
persistence of behavior that emerged as the dominanethelowever, conceptual
advances led to the understanding that such correlatesgns are limited and do not
account for the dynamic nature of behavior. In resptmi@s conceptual recognition,
longitudinal methods which are able to capture the devedopahsequence, or unfolding
of a behavior over time, have emergdtlithén, 2001, 2004a; Nagin and Land, 1993;
Nagin and Tremblay, 1999, 2001). These methods allow forra m@nced

understanding of behavior. Specifically, these methdadstrihte the heterogeneity of
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development; not all children follow the same trajectmrpathway with respect to the
development of their aggressive behavior, and membersHigse differing pathways
may carry differing levels of risk for later problemhaeior. Research employing
dynamic measures of aggression has confirmed the findfregglg research that
aggression is one of the most significant predictotatef offending behavior and that
there is considerable continuity over time. An infpot extension to this is that the
degree of continuity an individual is likely to exhibitcisnditioned largely on their
membership in a given developmental pathway or trajectory.

Nagin and Tremblay (1999) investigated the relationshipgdast trajectories of
boys’ externalizing behaviors and violent and nonviolev¢quie delinquency. Their
sample consisted of 1,037 white males from low socioenanareas in Montreal whose
teachers rated their aggression, opposition, and hypetaatikindergarten and then
annually from ages 10-15. Self-reported delinquency data weamettirom the boys at
ages 15, 16 and 17. Analysis of the longitudinal teache&gsasillowed Nagin and
Tremblay to identify four developmental trajectoriesdach of the three specified
externalizing behaviors: a “chronic problem” traject@yhigh level near-desister
trajectory”, a “moderate level desister” trajectaagd a “no problem” trajectory. Using
semi-parametric group-based modeling techniques (SPGM), Hadifiremblay found
that membership in the distinct developmental trajeedqoredicted distinct types of
juvenile delinquency. For example, controlling for thieenttrajectories, membership in

the chronic opposition trajectory predicts theft onljleemembership in the chronic
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physical aggression trajectory led to violent and seriotenile delinquency. Physical
aggression during childhood was not found in these datauaitpeely related to
nonviolent delinquency (i.e. theft). Nagin and Tremblayidihgs also suggest support
for Loeber’s proposed developmental model (Loeber, Wungn&e, Giroux,
Stouthamer-Loeber, Van Kammen and Maughan, 1993), whiglyp asserts that
different types of juvenile delinquency have distinct depalental pathway antecedents.
Loeber’s proposed developmental pathways model wilebisited in more detail in a
later section. Finally, Nagin and Tremblay highlighe importance of replicating their
study with a sample of females.

In one of the few studies to include females in #ra@e, Maughan, Pickles,
Rowe, Costello and Angold (2000) use semi-parametric mixhoeels to compare the
risk of juvenile offending for aggressive versus non-aggresgajectory membership.
Their sample is drawn from the Great Smoky Mountaird$s of Youth and includes
rural, predominantly white, and predominantly poor boys ars @gres 9-13. Annual
assessments and parent-reported conduct problems resuheddentification of three
trajectory groups for boys and girls: stable low, stimé, and declining, for aggressive
and for non-aggressive behaviors. Boys were overrepessanthe stable-high
aggression trajectory, while sex differences in the aggressive trajectory
classifications were not significant. Efforts to idgntisk factors for trajectory
membership resulted in the finding that a measure of inatkegagenting (specifically,

poor supervision and monitoring) clearly differentiated leetmvthe stable-high and the
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declining groups for both aggressive and non-aggressive aasisifis. An interesting
finding results from comparing the aggressive and non-aggedsajectories for overlap
in classification. That is, are children likely to dassified in the same trajectory for
aggressive versus non-aggressive behavior? Maughan andjgefieanalysis reveals
that the classifications do not overlap to any notableesgegnd seem to be tapping into
two distinct types of behaviors. Trajectory membershigéih types of behaviors was
strongly associated with risk for later police cobhtaud arrest. The analysis of sex
differences in distal offending outcomes (police cotga@nd arrest) is also compelling.
For boys and girls, trajectory membership is a robwediptor of police contact and
arrest, and when equivalent male/female trajectory grgapirere compared, sex
differences in offending outcomes disappeared. Thisnghduggests that the
relationship between trajectory membership and offendibgpmes does not vary by
gender, and indeed that the observed differences in affgbg males and females is
explained, in large part, by trajectory membership. Sdeidang is important and
requires replication.

Brame, Nagin and Tremblay (2001) applied joint trajecémalysis to the
Montreal data used by Nagin and Tremblay (1999) to investigatexistence of the oft-
proposed early- and late-onset trajectories of phyaggtiession and violence. Much
previous research directed at testing this hypothesis mli@ggregated measures of
antisocial behavior which does not differentiate betwsgrsical aggression and other

components of antisocial behavior. Brame and colleaguestion this notion on
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theoretical grounds and proceed to challenge it emgyicdheir findings suggest that
there is far more heterogeneity in the developmenfggfessive behavior over time than
is recognized by the two-category typology. Brame etlahtify three trajectories of
childhood aggression — low, medium and HigWhile boys who exhibit high levels of
childhood aggression are at greater risk for adolesggression, it is also the case that
most boys on this high aggression trajectory in childrgamdn to exhibit low levels of
aggression in adolescence. For example, two groupdenfied who exhibit moderate
levels of aggression during childhood but virtually no aggrassuring adolescence.
More interesting is the group of high level aggressorsiiditood whose levels of
aggression in adolescence approach zero. This group actarusnisestimated 10
percent of the population and can be classified as desisthese three groups together
comprise from 32 to 36 percent of the population, all of wiisplayed some
meaningful level of aggression during childhood but who didyoodn to exhibit
aggression during adolescence. Thus, the joint trajeat@lysis offered by Brame and
colleagues offers heightened sensitivity to our undadshg of the continuity of
behavior over time, and demonstrates that our pastiasseof the absolute stability of
problem behavior have been overstated. Relative statmlitiinues to be evinced. In
addition, Brame et al. find little support for the existewnf a “late onset” trajectory of
physical aggression. This finding confirms the initial suggadtiat emerged from the

aforementioned Nagin and Tremblay (1999) investigationeoftime data and suggests

% The careful reader will note that analysis of the sdata in Nagin and Tremblay (1999) yielded four
trajectory groups, chronic, high level near-desister, mateleand a no problem group. The difference in
the number of trajectories identified here is theltesf a different age period used to identify the trajgcto
groupings. In the 1999 study, trajectories were determinesd lmsobservations from age 6 to 15, while
in the study under discussion here, the trajectoreeganived from observations of ages 6 to 13. Fe
chronic, non-desisting group identified in Nagin and Trem{&p9) emerges when observations from
ages 14 and 15 are included.



that perhaps those individuals identified in previous rebeas late onsetters where
actually experiencing onset of a qualitatively differe@bavior.

In their analysis of 820 Canadian gi&té, Zoccolillo, Tremblay, Nagin and
Vitaro (2001) used teacher ratings of girls’ disruptive behrdrom ages 6 to 12 to
generate developmental trajectories, which were thed tespredict conduct disorder
symptoms and diagnoses when the girls were approxintghgars old.Coté and her
colleagues identified four distinct behavioral patteriesv, medium, medium-high and
high. These findings call attention to the within-gendeiabdity that exists for girls’
disruptive behaviors, and contradict the findings of othetiss (e.g. Silverthorn and
Frick, 1999) that there is no early-starter pathway sriughtive behavior for girls. In
addition,Coté and colleagues find that childhood trajectory membership ably
distinguishes those girls at highest risk for conduct disaylaptoms and diagnoses
during adolescence.

In an examination of gender differences in developaieetguences of offending
during adolescence, Fergusson and Horwood (2002) applied SP&Mirtb cohort of
896 New Zealand males and females. Particular emphasigdevoted to an examination
of Silverthorn and Frick’s (1999) notion that female offiegds characterized by a
single developmental trajectory and late onset of dffepn Fergusson and Horwood use
multiple group modeling techniques to compare trajectory mddemales and females.
They conclude that the same model fits males and feregigally well: five trajectories

comprised on a chronic high and a stable low group, and thoglerate trajectories
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distinguished from one another by age of onset of oifigndThe only finding of a
significant difference between males and females tagarfeom their analysis was the
higher likelihood of females’ being assigned to lowee@fending groups. Once
trajectory membership is controlled, however, ratedfehding do not vary by gender.
Fergusson and Horwood also examined whether the develtgdraatecedents of
offending differ by gender. Again, they found no significdifferences. In finding
evidence of the existence of an early-onset offendingpyod females, this research
directly challenges Silverthorn and Frick’s hypothesia single developmental pathway
for female offending. However, it should be noted thatpercent of females were in the
chronic offender group, and only an additional 2.4 percerg wethe next highest
offending group — the late onset adolescent limited grdims limited representation of
females in the higher level trajectories severelytéinthe statistical power of the study to
detect gender differences in the structure and the antgsexfdrajectories. Fergusson
and Horwood'’s findings require replication with a largengke of females.

Shaw, Gilliom, Ingoldsby and Nagin (2003) noted the sigaift challenges
presented by elementary school-aged children with serioukicoproblems, and
guestioned whether looking at the development of condubtgmsbeforeschool entry
could prove useful for identifying risk factors and therebyrimiag prevention efforts.

A sample of 248 urban, low-income, ethnically diverseshegs followed from ages two
to eight, and extensive data were collected on theimaedderoblem behaviors, child

characteristics, parental psychological resourcesparehting practices. Shaw and
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colleagues used SPGM to identify four behavioral trajgeto a chronic high, a high-
level desister, a moderate-level desister, and aeskabltrajectory. The authors note the
similarity of these trajectories to those frequentigntified for older children, when the
behavior under study is juvenile offending. As is theedas adolescents, most boys
show decreasing overt antisocial behavior with age (Br&dagin and Tremblay, 2001;
Nagin and Tremblay, 1999). In this case findings show keatiécrease in overt conduct
problems begins well before school age. Also congisteh the findings regarding

older children, Shaw and colleagues find evidence of a gimmalp that is not on a
desisting trajectory. From a prevention standpointpiild be ideal to isolate factors
measured early in life which differentiate boys who wélin this group. An analysis of
variance (ANOVA) suggested that measures of child feardsssand maternal
depression may be helpful in this regard. Multivariatgtlanalyses show that children
with higher values on these measures - fearlessndssaternal depression - are
significantly more likely to be in the chronic or higksisting trajectories. Childhood
fearlessness and maternal rejecting parenting werebledo distinguish the chronic
from the high-desisting group. Shaw and colleagues’ relseaimportant for the
proposed research in two ways. First, they demongtratenportance of looking at
developmental trajectories early in the life courSecond, they are among the first to
identify risk factors measured so early in life thatidguish not only between the high
and low rate behavior groups, but between the chronicspensiand the high desisters.

This suggests a willingness to consider the heterogewikdtgsistance, an idea central to
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the proposed research.

Broidy and colleagues (2003) collaborated with their gkttt data sets to
replicate and extend Nagin and Tremblay’s (1999) work linkmigihood physical
aggression to offending outcomes in adolescence. SP&\applied to cross-national
data from six sites (two of which included racially dseesamples and four of which
included females) to understand the relationship betweeatetldopment of teacher-
rated aggression in childhood and violent versus nonvigleanile offending. Results
suggest that the continuity of behavior is particuladijent for those groups at the
extreme ends of the behavioral spectrum. Specificdihgric physical aggression in
childhood is predictive of continued violence and of nomnobffending in adolescence.
When this relationship is examined for girls, however réselts are less clear. The
relationship between childhood aggression and laterdifigrdoes not appear to be as
strong or as consistent for girls as it is for bolgsshould be noted, too, that in none of
the six sites was any evidence of a late-onset probleapgybserved. With respect to
females, the chronic high girls had lower mean leve&ggression than the chronic high
boys, but higher mean aggression scores than the nonichwoys. It is interesting,
then, that despite similarities in the development ofeggion during childhood, females
exhibit such divergent patterns of delinquent behavior versilessmduring adolescence.

Schaeffer, Petras, lalongo, Poduska and Kellam (2003) apjeirextal growth
mixture modeling (GGMM) to a sample of urban boys, mbsttmm are African

American. Their analysis of these data from theiBake Prevention Project (BPP)
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allowed not only for the identification of developmérttajectories (based on teacher
reports of aggression froni through 7 grades) and their links to later offending
outcomes, but also for differentiation of risk factpredicting group membership. They
identified four aggression trajectories (chronic high, matdg increasing, and stable
low) and found that boys in the highest risk groups - chrbigh and increasing - were
more likely to go on to experience juvenile and adultsésreln an important extension
to similar research to that point, Schaeffer and aglies asked what childhood
predictors may be linked with trajectory membership. Thend that the “chronic high”
boys had the highest prevalence of concentration prsbdend peer rejection, and that
concentration problems are a distinguishing factor gghwith increasing aggression
versus boys who exhibit stable low aggression. Repicatf these antecedents of
trajectory membership could prove invaluable for directingpyevention efforts in the
most efficient and effective fashion.

In further analysis of the same data used by Schasfdr, Petras, Schaeffer,
lalongo, HubbardMuthén, Lambert, Poduska and Kellam (2004) recognized that while
aggression trajectory membership is predictive of lates@rial outcomes, such
prediction is not always perfect. An examination astdrdant” cases — those where
outcomes are not what would be expected based on childtapectdries — could
therefore be informative. Note that discordance mayédeifest in one of two ways.
First, boys on low-risk trajectories may go on to eigee antisocial outcomes.

Alternatively, boys on high-risk trajectories do not éthantisocial behavior or
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outcomes later in life. This second group may be dladsas desisters. Petras et al.’s
investigation, therefore, focuses in part on identifying pteds of early desistance.
Among boys on the increasing aggression trajectory, reagimgvement measured in
first grade was predictive of discordance. For boyterstable low trajectory, poverty
and race predicted discordant outcomes. None of tlokcpyes assessed at entry to
elementary school were able to differentiate the désoat cases among the boys on the
chronic high trajectory. Several middle-school facteese also significant in predicting
discordance. For boys in both the chronic high andhttreasing aggression trajectories,
low neighborhood-level deviance was associated with I@naabilities of arrest, and
for boys in the increasing trajectory only, parental normt was negatively associated
with later arrest. Importantly, Petras and colleagngse their question in such a way
that early predictors of desistance can be identifieggecific aggression trajectory
groups. The identification of factors which may faatkt desistance as early as first and
6" grade represents a significant advance in our prevesitfioris and serves to
complement our existing knowledge of adult predictordasistance.

Subsequent analysis of the Baltimore Prevention &rdpgta by Schaeffer,
lalongo, Masyn, Hubbard, Poduska and Kellam (2006) added Mu&igleps Analysis
(MGA) to those outlined above to boys and girls in ordadéntify potential sex
differences in the relationship between aggressiorctoay membership and antisocial
outcomes. A chronic-high and a stable low trajectaayg wlentified for boys and for

girls, while an increasing aggression trajectory wasddanboys only and a moderate
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trajectory was found for girls only. Interestinglyrlgiin the chronic high trajectory
displayed similar initial levels and growth of aggresssrboys in the analogous
trajectory — a finding which contradicts that of Broidydacolleagues’ (2003) of differing
levels of aggression for boys and girls even acroa®gous trajectory groupings.
Schaeffer and colleagues are the first to identify agd girls who display identical
levels of aggression as their male counterparts. Hawdgspite the similar patterns of
aggressive behavior in childhood, girls in the chronic higjet¢tory did not go on to
experience the same rates of antisocial outcomesyasiibthe chronic high trajectories.
Consistent with Broidy et al., this finding suggests thatrelationship between
trajectory membership and offending outcomes does, invMaoct,by gender, with a less
straightforward and robust relationship for girls thandoys. To return to the language
and ideas of Petras et al. (2004b), perhaps it is thelwtsgender itself is a predictor of
discordance. If this is so, a test of whether thetiosship between trajectory
membership and the process of desistance from juvendadify varies by gender is
warranted.

Female offending is difficult to predict. This is perhépsause of the
historically low rates of female involvement in crimdow base rates (and resulting lack
of variability) potentially obscure the existence of pecgde or stable relationships.
Much existing developmental research has cited thesealt®s of female involvement in
delinquency as justification for the focus on boys’ offiey. However, Broidy and

colleagues (2003) make the case that these low ratesale involvement in
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delinquency are precisely the reason we should focus lshdgvelopment. There is
evidence for the existence of both boys and girls winibé& chronic physical aggression
throughout childhood. Yet despite similarities in bagsd girls’ childhood aggressive
trajectories, girls offend less in adolescence. Ierottords, a greater proportion of girls
desist. If we can account for the processes thav allach divergent outcomes despite
similar trajectories early in life, perhaps we camgaime insight into the process of
desistance and the protective factors which may encourage i

The research reviewed in this section provides an impdadandation for the
proposed research in several respects. First, theriemt relationship between
aggression during childhood and later offending behaviorlidgatad. Second, it
establishes the importance of using appropriately measuredtprs of offending,
namely dynamic predictors. In the studies discusses ttex dynamic measurement of
aggression and use of person-centered analysis provides gusigtet into the
relationship between early aggression and later offerisbhgvior and the differential
risk for offending based on trajectory membership. Onerobd aspect of the
heterogeneity of development over time is that somiwitluals who would be classified
as high-risk for juvenile offending according to cross-seeti measures of aggression do
not actually exhibit offending behavior. It must followen, that dynamic measures of
aggression should be employed for investigating theitioakhip with desistance as
well.

At the broadest level, desistance is a developmerdakps that eventuates in the
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absence of problem behavior. Implicit is the notion thare must have been some
meaningful evidence of a problem behavior in the first pldnghe majority of
criminological research, the problem behavior of irgei® offending behavior, thus
overlooking the phenomenon of desistance from other prob&haviors, notably those
that emerge early in the life course. With the exoepdif Schaeffer et al. (2003, 2006)
and Petras et al. (2004b), each of these studies hasigdkatgroup of children who
exhibit high to moderate levels of problem behaviors ityedrildhood and decreasing
levels of problem behaviors into adolescence. The van@arsfestations of these groups
across these studies and data could all be classifeisasters, and it is proposed that
this group has much to offer our understanding of desistartus. process of “naturally-
occurring desistance” (Maughan et al., p. 217) reminds udfitegtdesistance is not
limited to adolescents or adults — it can occur at eng.t This sentiment is explicitly
offered by Brame et al. (2001) who find that over timertioglal transition for boys is to

a lower-aggression trajectory. These young desistenpabvide us with a unique
opportunity to identify the factors associated with tlieisistance so that we may attempt
to modify those factors for other children and faciitatsimilar process of desistance for

them.
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CHAPTER THREE: DESISTANCE

Introduction

The purpose of this chapter is to review the literabureesistance research and
to fully describe the theoretical underpinnings of theceptual model developed for this
study. | begin with a brief discussion of the defomtand measurement issues unique to
desistance research. This discussion provides the caatépindation for the next
section of this chapter, which summarizes the res@iksnpirical and theoretical
explorations of desistance. Particular emphagis/en to the theoretical contributions of
Sampson and Laub and of Thornberry, as both expladtiress the indirect, causal, or
reciprocal effects of early characteristics and betrawon later behavior. The conceptual
model for this study, presented at the end of this chapriens heavily from these
perspectives. Finally, | outline the questions for neseand the hypotheses derived

from my assessment of the extant research.

Early Desistance Research

When examined in conjunction with the other componehsscriminal career
(e.g. onset, frequency, continuation), the concept oftiasie has received relatively
scant attention (Bushway et al., 2003; Laub and Sampson, 2801fgson and Laub,

2003; Stouthamer-Loeber et al, 2004). There has beemgehmathis trend over
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roughly the last ten years, and desistance is now &ithe@f criminal career research.
An important first step in honing our understanding of thisetigomental process is
more clearly defining and operationalizing desistanceit gtands, there is no standard
operationalization of the term (Stouthamer-Loebeal,€2004).

In their central paper on the tenets of developmentainology, Loeber and
LeBlanc (1990) recognize that desistance is a developnmotass. They define it as
“the processes that lead to the cessation of crirtfesreentirely or in part” (p. 407).
They also note that desistance is a process whichazam only for the delinquent who
has engaged in recurrent criminal behavior; it is not@pgate to think of the desistance
of the “occasional delinquent”. Loeber and LeBlanc appe recognize, too, that
desistance is a multi-faceted process which can ocong aeveral related dimensions
and at any point in the life course. To this end, theljneutour subcomponents of
desistance originally proposed by LeBlanc and Freche®®&9). According to this
framework, desistance may include: decelerationor a reduction in the frequency of
offending prior to ultimate cessation @&)-escalationa move to less serious forms of
offending 3)reaching a ceilingwhich refers to an individual who stays at a giverlle
of seriousness without escalating to more serious autis4)specializationa change
from a varied pattern of criminal behavior to a more homogs one, or the decline of
the crime mix over time.

Despite Loeber and LeBlanc’s early offering of aelegmental definition and

understanding of desistance, much of the subsequent reseatitiued to define
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desistance as a discrete state of nonoffending, thatkeying for straightforward
measurement (specifically, defining some cut-off poitéraivhich an individual who
refrains from offending is considered a desister). kample, Loeber and his colleagues
(1991) examined two years of data on boys from the Pittsblogth Study and
gualitatively classified the boys according to their padef offending. While a
classification based on “patterns of offending” usesrhetoric of a developmental
measure of desistance, it is important to note thatekesarch was based on two years of
data collected on three cohorts, the oldest of whichagasl4 at the completion of the
follow-up period. The imposition of this exogenous and eahytcut-off point precludes
a meaningful dynamic measure of desistance. Loeberdledgues found that low
social withdrawal, low disruptive behavior (which inclugkysical aggression),
academic achievement, and positive motivational aftddittal factors were associated
with desistance from offending. These factors were @scelated with initiation of
offending, however, and are therefore not unique to the gsadedesistance. The
authors ultimately conclude that initiation of offendinglalesistance from it are simply
opposite aspects of a similar process. Interestitigdy, static measure of physical
aggression was strongly associated with initiation,laBoa, and desistance from
offending.

Farrington and Hawkins (1991) analyzed data from the CambBtigly in
Delinquent Development to investigate whether each coemarf the criminal career

has unique predictors. Their finding that early onseffehding behavior is negatively
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associated with desistance from offending provides mudieodémpirical foundation for
the developmental taxonomies such as those of M@#®3) and Patterson and
colleagues (Patterson and Yoerger, 1993, 2003; PattersonySe8and Ramsey,
1989), which privilege age of onset as distinguishing betweguas tgf offenders.
Farrington and Hawkins find that the most robust predicibes early age of onset are
low paternal involvement, troublesomeness, authoritgr@@ants, poor psychomotor
skills, and interestingly, non-criminal parents. Bastassociated with persistence in
offending between ages 21 and 32 (and by inference, thenjatisddn the opposite
direct with desistance) include low paternal involvemtw commitment to school, and
low verbal 1Q. Desistance in this study is operati@eaias having a conviction through
age 20 but not thereatfter.

Stouthamer-Loeber, Wei, Loeber and Masten (2004) exdndia&a on the 506
boys from the oldest cohort of the Pittsburgh Youtd8t(PYS) in order to isolate those
factors that are uniquely associated with desistanag@ssed to general predictors of
delinquency or predictors of onset and persistence. The#fidgist over one third of
boys ages 13-19 as chronic persistent delinquents, but of dlisest 40 percent desist
from serious offending by age 25. Romantic relationslafustdoes not differentiate
between the two groups, but desisters are distinguishedtignpersistent offending
peers by their levels of employment and schooling iryeahlilthood, and low physical
punishment by parents during adolescence. This finding leadsitihers to conclude

that “... early, more distal promotive and risk factors ptildict[ed] desistance even
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when early serious delinquency and, later, more proximalgtigenand risk effects

[were] taken into account” (p. 914). It is noted tieet operationalization of desistance in
the study is a static one - stopping the commissionimies. Desisters are defined as
those boys who were persistent serious delinquents dutalgsaence but who did not
engage in serious offending during early adulthood.

Uggen’s (2000) paper on work as a turning point in the life ecafreffenders
highlights the contribution of the developmental apprdaatur understanding of
desistance. Uggen’s event history analysis of data fnemational Supported Work
Demonstration Project confirms Sampson and Laub’s (1993n§rtat work is an
important correlate of desistance from offending. HawelWdggen's research also
suggests an important caveat, that work is a causal agetgdistance only for older
(ages 27 and older) offenders. This finding underscores $ampsl Laub’s thesis that
the effects of social bonds are age-graded. Uggen spdusisurvival model according
to either time-to-onset of self-reported arrest, or tionthe first spell of illegal earnings
during a three year follow up period.

These studies have been important for identifying faettwish may be related to
desistance and have provided a good foundation from which tmeemur research.
However, the eventual recognition that desistance ia dligcrete state (as it is measured
in the aforementioned studies) but rather a developmprdeéss casts serious doubt on
the utility of these studies to accurately identiésisters. If the desisters themselves are

not accurately identified, then the factors assocmiddtheir desistance must also be
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viewed with caution.

Dynamic Measures of Desistance

Bushway, Thornberry and Krohn (2003) provide a convincinguatoof the
inadequacies of static measures of desistance, chief atmemghe arbitrary nature of
the cutoff points between offending and post-offending gerithe fact that the
heterogeneity of offending careers demands some heteibgenthe process of
desistance not accounted for by static measures, apotm@tial for identifying false
desisters in the absence of a sufficiently long follgwperiod. Bushway and colleagues
propose, then, that desistance be defined as “the profcestuction in the rate of
offending from a nonzero level to a stable rate ewgliy indistinguishable from zero”
(Bushway, Piquero, Broidy, Cauffman and Mazerolle, 2001:508h®&ay et al,
2003:133). This definition distinguishes the developmentalgsoof desistance from
the discrete state of termination, the point at whiath @eases to offend (Laub and
Sampson, 2003). It allows for the possibility of multipghways to desistance.
Bushway and colleagues then apply different measuresstaeace to data from the
Rochester Youth Development Study to demonstrate thexaliftes in results. When the
static approach is employed (they identify anyone wifended before the age of 18 but
not thereafter as a desister), 27.6 percent of thelsanget the criterion for desisting.
The dynamic measure of desistance requires estimat@iemi-parametric group based

model (SPGM), which is advocated as an appropriate metigpdior capturing
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heterogeneity in developmental processes. This metlentifies seven patterns of
offending behavior, only one of which comprises desisté&tss group represents 8.4
percent of the entire sample. Bushway and his colleggogsse that the notably larger
group of desisters identified by the static approach incluaigiduals who did not
experience meaningful change during the course of study. irtbegeluals exhibited
low levels of criminal involvement during the pre-cutoffipdrand, not surprisingly, did
not offend after the cutoff period. Closer consideratibthis group suggests that they
actually exhibit stability in their behavior over timbat their rates of offending were
never meaningfully different from zero. Indeed, Sampamad Laub (2003) caution that
our examinations of desistance should be directed toWwase offenders for whom
desistance represents meaningful change, as desistamclevirdevel offending is
normative (see also Laub and Sampson, 2003). In this ing&recmparison of static
versus dynamic measurement of desistance, Bushway acalleesgues make clear that
a static approach to desistance is not likely to be leeiigng. In addition, the dynamic
approach they advocate provides richer information asttirtiing and slope of the
process of desistance.

To a great extent, the operationalization of desistaletermines which modeling
strategies can be appropriately applied. This recognitomgted Brame, Bushway and
Paternoster (2003) to question the consequences of paassuimptions imposed by
modeling strategies, particularly with respect to idgimtd desisters. Their illustration,

based on analysis of the 1958 cohort of the Philadelphiar€8tudy, provides further
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support for Bushway and colleagues’ earlier conclusion antdon that desistance
research is particularly sensitive to differences in amnalization and measurement.
Results must be critically examined and assessed indfgheasurement of the construct
and the assumptions of the modeling strategy.

There is general agreement that there are multiplevags to desistance
(Sampson and Laub, 2003), but not as to the causes ancesadlit. Indeed, very
little is known about the causal processes of desist@Piquero, Farrington and
Blumstein, 2003). Unfortunately, much of the existing aesie on the causes and
correlates of desistance involves the (mis)applicaifatatic measures to capture a
dynamic process. The research reviewed above suglasthis body of research has
limited utility, at best, for enlightening the processrténately, in response to the
theoretical recognition that desistance is a developahprocess, and with the
introduction of analytic techniques capable of treating guah, new studies emerged
which employed dynamic measurement of desistance.

In response to Sampson and Laub’s important findingee@mfluence of adult
social bonds on long-term change (see Sampson and Laub, H883g¢y, Osgood and
Marshall (1995) extend the inquiry to an examination efitifiluence of “local life
circumstances” (p. 655) on the intermittency of offengiagerns, or short-term change.
Local life circumstances are those situations odit@ms that are subject to frequent
fluctuation and shift, such as corrections experienags;nmittent drug use, or temporary

cohabitation. Horney and her colleagues apply hieraiddmear models to month-to-
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month data on 658 convicted male offenders. Their findhaglocal life circumstances
are associated with meaningful short-term changes iih mdle offending behavior,
independent of stable individual differences in offending pmepg confirms and

extends the earlier findings of Sampson and LauleirFimdings also provide an
important complement to Sampson and Laub’s empiricak g showing that the

effects of local life circumstances are, at timthemselves quite transient and short-lived.

Laub, Nagin and Sampson (1998) hypothesize that desissamo®nsequence of
investment in social relationships. The formationazfi@ bonds based on these
relationships is a gradual process, and so desistance enaigiradual process as well.
To test their hypothesis, Laub and his co-authors appéctoay analysis to describe the
dynamic patterns of desistance in the Glueck datay fiin& support for their hypothesis
that quality marital bonds facilitate the process ofsasce, and by implication,
childhood characteristics are insufficient for predigtihe full course of offending.

Each of these studies was perhaps motivated by, at@hdgsupports, the
findings of the seminal work by Laub and Sampson (2003; Samgosd Laub, 1993).
This body of work was introduced in 1990 and has stimuladedistent attention and
discussion ever since. The recent publicatio8ledred Beginnings, Divergent Lives
(2003) provides a comprehensive summary of the developmémtiofge Graded
Theory of Informal Social Control (discussed in mdetail in a later section), the
significant empirical support for their theory, and intpotly for the present discussion,

their recent findings on patterns of desistance aman@theck men, five hundred male
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delinquents born in Boston between 1924 and 1932. In the tdogggudinal study in
criminology, Laub and Sampson followed-up a sub-samjpleese men to age seventy.
Most of these men would have been classified as chrpaisistent offenders during
their adolescence, and for some this was the casenmieetheir adult lives. Laub and
Sampson find that marriage and employment, and the infawoa#! control generated
by a positive experience with either, are criticagéxplaining desistance from crime.
When coupled with human agency or a personal individuateho stop offending,
marriage and work provide the social context and situatstnucture that eventually

results in desistance.

Assessing the Status of Desistance Research

The foregoing discussion allows for some conclusieganding the process of
desistance, and suggests some unanswered questions whiatt Wwatiner consideration.
Conceptually speaking, it is by now clear that desistegg®arch must employ a
dynamic, developmentally-oriented definition and operaii@zation. Empirically
speaking, thorough and rigorous research has identified pvexanal correlates and
predictors of desistance, with sufficient replicatioat ttineir place in any discussion of
desistance is irrefutable. Chief among these are rgaraad work, as identified by the
research of Sampson and Laub.

The empirically established predictors of desistancalafactors which emerge

in adulthood. Each of the studies that employed a dgnan@asure of desistance found
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that proximal influences explain changes in adult ofieggatterns, net of childhood
characteristics. However, these childhood charaties are measured and modeled as
static predictors, which do not fully capture the earled@mental processes that shape
later ones. Thus, the question of the influence of bbidd development on desistance
remains open. In addition, with the ultimate goal stéoing desistance as early in the
life course as possible, the identification of factohsclv predict desistandsefore
adulthood would be ideal. Finally, the existing findifigsn desistance research apply
only to males. More research is needed to examinehethttte predictors and processes
of desistance are different for females. This studyesdes these gaps in the existing
literature with an examination of the relationship bemvthe developmental course of
aggressive behavior in childhood and continuity and chanigéeinoffending. The

extent to which gender contextualizes this relationshifssexplored. Before the
conceptual model and research hypotheses are presentdebdietical landscape of

desistance research is considered.

Theoretical Frameworks for Understanding Desistance

While most criminological theories can be interpdetgth respect to their
implications for desistance, Sampson and Laub (1993) prthedenly causal theory
explicitly articulated to explain desistance. Gengrdibwever, we must rely upon
broader theoretical frameworks to provide the basisfferences about the process of

desistance. Laub and Sampson (2001) summarize five suoéwaks:
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age/maturation, rational choice, social learning, devedpal, and life-course
perspectives.

Perhaps the simplest theoretical account for desistigrthe proposition that it is
a function of maturation and aging. This theory wasimaity advanced by the Gluecks
(1950), who felt that the natural physical and mental clrenggch accompany
maturation account for the cessation of offending beha\biesistance is therefore the
inevitable result of time passing, and variability in tharigrmand rate of desistance is
explained by the delayed maturation experienced by somsteetsoffenders. Whereas
the Gluecks viewed maturation as linked, but not synonymous agé (Laub and
Sampson, 2001), Gottfredson and Hirschi (1990) posit a diretioreship between age
and crime, such that crime declines with age. Whil@iteibution of criminality in the
population remains relatively stable, crime declines agé for everyone; hence
desistance.

Rational Choice theory asserts that the decisi@mg@age in crime is the result of
an evaluation of the anticipated costs and benefitceded with crime (Cornish and
Clarke, 1986). This cost/benefit analysis is an itergiregess, and the factors under
consideration may change over time. This rationalstiatimaking process applies to
every component of the criminal career. A ratiornaice explanation for desistance,
then, asserts that the cessation of offending iseth@t of increasing fear of punishment
(Cusson and Pinsonneault, 1986; Laub and Sampson, 2001) andccepipe of

decreasing rewards associated with crime (Laub and Sang&@ly Shover and
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Thompson, 1992).

As is the case for Rational Choice explanationglé&sistance, proponents of a
social learning approach argue that the causal mechanispwsprbby the theory apply
equally well to every component of the criminal caréerit onset, continuation, or
desistance. Thus, a distinct theory of desistancetisequired; the original tenets of
social learning theory are able to account for desistaAkers (1985) begins with
differential association theory, which argues thaihdividual will learn criminal
behavior through exposure to delinquent others and subsequetibaddplefinitions
favorable to crime. Akers expands upon the theory byritbasg the process of how an
individual incorporates “definitions favorable to violaticsfdaw” (p. 39). Relevant to a
discussion of desistance is Akers’ notion that diffaaéneinforcement of a behavior
determines whether that behavior will continue. Qwee and as offenders age, they are
less likely to be exposed to delinquent peers and theredanetdeceive the same
positive reinforcement of their criminal behavior.

The three theoretical frameworks reviewed thus far haweh to offer our
understanding of the process of desistance. Each atfemipssown way, to account for
the behavioral change evinced in desistance, and as stitimaat include some
consideration of change over time. Gottfredson ancchiiesxcepted, each argues that it
is not time (or age) in and of itself that leads teigtance, but some social or
psychological change process that unfolds over time. Hewvér the developmental

and life course perspectives, the relationship betweearajbehavior is a fundamental
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component of even the most basic expression of tlspeetive, rather than a possible
extension of it.

A developmental approach to explaining desistance refensorporating
consideration of early influences on later behaviothltheoretically and
methodologically. A number of developmental theor@gehbeen put forth which may
guide our thinking about desistance. For example, Maffidévelopmental Taxonomy
(1993) identifies two distinct groups of offenders: the ast@ace-limited (AL) and the
life-course persistent (LCP) offender. The adolescéinuted offender is more
common. For these individuals, delinquency is the redw@hort-term social processes
which lead to psychological discomfort (Moffitt, focdming) and as such, offending is
limited to the adolescent years. This psychologicaaimfort stems from the “maturity
gap” (p. 3), which Moffitt defines as the discordance betwan adolescent youths’
emerging biological maturity and their desire for, buklataccess to, adult privileges
and responsibilities. The ALs’ offending represents tdigempt to close that gap —
offending behavior is a form of social mimicry of th€P and is thought to establish
autonomy from parents and to cement affiliations wittrpe As the maturity gap closes,
the AL desists. The AL offender has experienced nbpmeaoffending development,
and once the short-term social inducements to offendageanoved, a conventional
lifestyle is resumed. Varying rates of desistancesacAds are explained by “snares”
such as addiction, criminal conviction, or retarded educakiattainment resulting from

involvement in delinquency.
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Life-course persistent offenders account for about @08te population but
about 50% of offending (Caspi and Moffitt, 1995). LCPstsifiending at earlier ages
(indeed, age of onset serves to distinguish betweemwthgypes of offenders) and offend
at greater frequency, severity, and duration. It isHerLCP that early childhood risk
factors are of particular importance. Neuropsycho#dgialnerabilities, frequently
manifest as hyperactivity or a difficult temperamentc@la child at greater initial risk
for problem behavior. These cognitive deficits thenratewith a difficult socializing
environment, which may include inadequate parenting, poor bondfagily, and
poverty (Moffitt, forthcoming). This interaction i&kély to eventuate in a persistent
offender. Moffitt acknowledges that most LCPs evetyuddsist, but points to their
continued involvement in other antisocial behaviors anceased negative life outcomes
as evidence for the persistent nature of their antisperaonality structure.

Patterson and Yoerger’s (1993, 1999, 2002) developmental modeiatizated
by their observation that there is heterogeneity anmorenile delinquents with respect
to their levels and course of offending, and the outcahmsexperience as adults. Their
analysis of the Oregon Youth Study (OYS) data leads themmopose that two
theoretical models of delinquency are required, onéhearly starter and one for the
late starter. The antisocial behavior of the ed#dyter begins with overt problem
behavior in toddlerhood and progresses to delinquency by ageda. The genesis of
the overt problem behavior is ineffective socialzatcaused by coercive parenting,

which in turn produces oppositional and disruptive behavitiis behavior leads to
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rejection by conventional peers and facilitates deviaet gssociations. Thus the
problem behavior of the toddler triggers a state dependectgmgavhereby antisocial
behavior is canalized, and opportunities for effectiveadization diminish over time. In
contrast, the late starter in Patterson and Yoergge@y has been effectively socialized.
Their delinquency is temporary, resulting from the inaedasssociation with deviant
peers that characterizes the conventional adolescenieng®e Thus, the late starter is
never truly antisocial. The implications for desis&m Patterson and Yoerger’s theory
are similar to those for Moffitt's taxonomy. Desiste is expected and normative for the
late-starter, for whom delinquency is influenced only bympnal and short-lived social
factors, namely a deviant peer group. Desistance farahg starter is more
problematic, as their offending behavior is a reflecaban underlying antisocial
personality structure interacting with disrupted parenpiragtices.

A final example of a developmental theory which magrm our thinking about
desistance comes from Loeber and colleagues (TaterayKelbeber et al, 1997), who
propose the existence of three distinct developmentalvags of early problem behavior
- covert, overt, and authority conflict. Each of théwee pathways has different
outcomes in terms of the types of offending observediolescence. The covert
pathway begins with minor transgressions such as iftiragpland lying and may proceed
to more serious forms of covert antisocial behavior siscproperty damage, burglary
and serious theft. The authority conflict behavior begiitk stubborn behavior and may

progress to defiance and avoiding authority by running awaydyyand curfew
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violations. Finally, the overt pathway begins with ariaggression (bullying, for
example) and may progress to physical fighting and ultijmé&bederious violence.
Individuals can develop along more than one pathwayiatea tLoeber’s framework
recognizes the sequential nature of problem behavior aqutdbeession from less to
more serious forms of each types of behavior. Ofqdati relevance to the present
research is the Overt Pathway, which begins with maggression. Loeber’'s model
presents each pathway as though it represents a honusggmoup, which is not likely
the case and will be examined in detail with this stullgditionally, empirical support
for Loeber’s pathway model comes from data compriseidegnof males (for examples,
see Loeber, Farrington, Stouthamer-Loeber and Vanmikeam1998; Loeber et al.,
1999). The relevance of his theoretical propositionsherdevelopment of problem
behavior in girls remains an open question.

Sampson and Laub’s Age-Graded Theory of Informal So@atr@l (Laub and
Sampson, 1993, 2003; Sampson and Laub, 1993) embodies the I§e-acaount of
desistance. The full model is discussed in detail bedovihe theory is not summarized
here. Of relevance for this section is SampsonLah’s assertion that because the life-
course perspective emphasizes explaining within-individuahgés in behavior over
time, it is best suited to explain desistance.

Laub and Sampson draw theoretical distinctions betwe life-course and
developmental perspectives. The developmental perspactifeir assessment, does

not make sufficient allowances for the possibilifbange, particularly that which

% To be fair, Loeber proposes a heuristic model to exples progression from predelinquent prob@w
behavior to delinquency and offending. His language mayebessarily stylized in order to efficiently
convey the basic propositions of the theory.



might emerge after childhood. Thus, the systemagie@s of development are
overstated, to such a great extent that developmamdlgatesembles “the execution of a
program written at an earlier point in time” (2003:33ardue, however, that their
characterization of the developmental perspectivansasly overstated, or perhaps is
relevant for applications of the developmental perspedativther fields of study, such as
evolutionary genetics. It is true that many developmehémries of criminogenesis
identify a small group of offenders who seem largely impeis to change, and the
stability of their behavior is attributed to childhodthcacteristics (to wit, the
developmental theories of Moffitt and Patterson disedsabove). The identification of
childhood factors that account for longitudinal stapilitowever, does not demand the
disavowal of the influence of later-life influencedamf the possibility for change.

It is possible that Laub and Sampson’s criticism$efdevelopmental
perspective are more appropriately directed to a fewfgp#dweories that clearly derive
from a developmental approach, rather than to the penspéself. Moffitt's
Developmental Taxonomy, for example, is frequently gmésd as the apotheosis of
developmental criminology, and the taxonomic compooéher theory in particular has
been the subject of intense focus. If a consequenttesdbcus is that Moffitt's specific
articulation of a developmental theory has supplantedtiginal tenets of the
perspective, then a stark distinction between life-coanskedevelopmental perspectives
is warranted. However, an appreciation of the developahperspective in its original

form (see Loeber and LeBlanc, 1990) finds more common gritnamdpoints of
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disagreement with the life-course perspective. Samgsdriaub seemed to share this
view in 1993 when they wrot€rime in the Making They originally characterized their
theory as a “sociogenic developmental theory” (p. 246)sistent with Loeber and
LeBlanc’s definition of developmental criminology ‘atrategies that examine within-
individual changes in offending over time” (1990: 433 as citeésiaimpson and Laub,
1993). The emphasis on understanding longitudinal pattéidividual behavior
within social and structural contexts is common to ifieeclourse and developmental
perspectives (Elder, 1975; Loeber and LeBlanc, 1990), asiiedbgnition that
consideration of early childhood development is ciiticaachieving this objective. It is
this interpretation of the developmental and life-copesspectives, and the
interpretation originally embraced by Sampson and Laubjriftams this study. In fact,
the conceptual model presented at the end of this chaptes tieavily from Sampson

and Laub’s theory, and from Thornberry’s Interactiofta¢ory of Delinquency (1987).

Sampson and Laub’s Age Graded Theory of Informal Social Control

Sampson and Laub (1993; Laub and Sampson, 2003) offer an AdedsFheory
of Informal Social Control to account for the longiteal sequence of offending over the
life course. The central premise of their theorh& bonds to conventional institutions
such as work and marriage exert social control ovamndividual, which then restrains
the individual from engaging in crime. When these bamdsionexistent or weak,

criminal behavior is more likely. Any persistent alisenf social control, then, accounts
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for persistence in offending. Conversely, the preseneenergence of social control
created by social bonds explains desistance from cr$aeapson and Laub include
consideration of the influence of structural factors éeample, socioeconomic status,
family size, parental employment) and individual diffezes (for example, temperament
and conduct disorder during childhood) on the processe<ial sontrol. Ultimately,
however, structural background factors are indirect distlalences, and are mediated by
informal social control. Figure 3.1 provides a graphieptesentation of their theoretical
model.

Sampson and Laub emphasize the importance of thoeal nature of causal
influences of offending. This is particularly evidemthe Adult Development phase of
their dynamic conceptual model, which illustrates tbetive relationship between
criminal behavior and weak social bonds. Weak sociadl®dacilitate criminal
involvement, which in turn further weakens social bondsely increasing the
likelihood of future offending, and so forth.

Sampson and Laub are widely recognized for their canioib to our
understanding of continuity and change in offending durindflzmiod. Much of their
work has focused on explaining desistance from crime dadogihood. Fundamental to
their theory, however, is that it is derived fromfa tourse paradigm, and has the ability
to explain crime across said life course. Delinquenohilihood and adolescence is
explained by family and school processes of informakdaointrol. Adolescent

delinquency is an important variable in their model, asaticts weak adult social
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bonds. However, adolescent delinquency is not suftiéerpredicting adult offending
behavior, as evidenced by the notable degree of discdgtothserved in criminological
research across time, place, and sample. Accorditigiotheory, the presence or
absence of social bonds in adulthood is a more powantlkalient influence on
concurrent and later behavior. In their final empiricaldels, Sampson and Laub find
that once background factors and past behavior are codtrsdieial bonds do in fact
account for the observed variation in the course oft affending. This finding
establishes the importance a focus on adulthood fomarehensive understanding of
desistance across the entire life course. Howevdogis not obviate consideration of the
effects — whether direct, indirect, or mediated —aofyechildhood development on

shaping (but not determining) later desistance.
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Figure 3.1 Sampson and Laub’s Theoretical Model
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Giordano, Cernkovich and Rudolph (2002) question the extavitithh Sampson
and Laub’s theoretical model generalizes to womenomtiaes, and contemporary
populations. Their analysis of a sample of seriousfemelinquentsfinds that neither
job stability nor marital status are related to fentisistance, and thus challenges the
applicability of Sampson and Laub’s theory for femal€sordano and colleagues then
propose an alternative “provisional”’ theoretical madednded to address this limitation.
Informed by their impressions from unstructured life hisintgrviews, Giordano and
colleagues offer their theory of “cognitive transforioat (p. 991), which they align with
the symbolic interaction tradition. Briefly sumnmad, behavioral change is necessarily
preceded by a cognitive shift — a change in one’s fundamdatdity and assessment of
the desirability of criminal behavior. Pursuant to this cogmishift, the offender
exercises increased agency in shaping their environmelmatsib is consistent with (and
conducive to) their newly emerging identity. Giordano laedcolleagues assert that this
“agentic” take on desistance avoids the restrictsgimptions imposed by theories of
desistance grounded in classical control theory, su8aagpson and Laub’s. The
vulnerability in their argument is that the assumptimnahich they refer — that an
individual's propensity to offend is a constant and variatn behavior results entirely
from the degree of control exerted over an individuale-cartainly implicit in classical
control theory, but are not retained in Sampson and Laoédsy. In fact, the notion of
human agency is central to Sampson and Laub’s atimwualaf control theory. Thus, if

Giordano, Cernkovich and Rudolph’s theory of desistanbassd on increased social
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connectedness stemming from an agentic decision toaligself with prosocial others,
it is not the “theoretical counterpoint” (Giordano,r@l@vich and Holland, 2003: 295) to
Sampson and Laub’s theory, but rather a symbolic ictieratranslation of it.
Theoretical redundancy notwithstanding, Giordano andutieeas’ empirical findings
raise the compelling possibility that the causal proces# result in desistance for
women differ from those for men. In the absencetbé&r empirical evidence specific to

women, this possibility demands further consideration.

Thornberry’s Interactional Theory of Delinquency

Thornberry identifies several critical limitationsefisting theories of
criminogenesis, and proposes his Interactional TheioDetnquency (1987;
Thornberry, Lizotte, Krohn, Farnworth and Jang, 1994ddress them. He observes
that many theories assume recursive causal relationsétipeen delinquency and other
variables, when in fact the occurrence of delinqueneifits likely to have a state
dependent impact on subsequent behavior. Delinquency trerefst be
conceptualized as both a cause and an effect of soo@gses. Thornberry also offers
the related criticism that few theories adequately addihesgevelopmental progression
of behavior over time. Many theories of delinquency focuadnlescence because
offending behavior is most likely to occur during this depelental period. When the
focus on adolescence is exclusive, however, the cafkednce of the preceding

developmental patterns is ignored. Finally, manyrieeagnore the influence of social
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structures and context on the dynamic process of behbg@ralopment. To address
these limitations, Thornberry reformulates the chiygpotheses of social control theory,
social learning theory, and integrated models into an@ttpldevelopmental
framework.

The guiding principle of Thornberry’s Interactional Theof Delinquency (ITD)
is that all behavior, including delinquent behavior, ocauocial interaction. By
implication, models intended to explain behavior mustafor interactional and
reciprocal relationships among variables. The variadfi@sterest with respect to
delinquency are attachment to parents, commitment to sdiel@f in conventional
values, association with delinquent peers, delinquent vahekslelinquent behavior
itself. None of these are static characteristlosy likely vary over time, and each
interacts with the other throughout the developmentalgz®

Social control theory (Hirschi, 1969) provides the concestzating point for
ITD. Thornberry asserts that the causal processlmiogency begins with weakened
social controls. The primary social controls at kvderive from attachment to parents,
commitment to school, and belief in conventional valu€sornberry moves beyond
classical social control theory with his notion ttia attenuation of control does not
necessarily lead directly to delinquency; it simplyaldor greater freedom of behavior.
Delinquent behavior is one potential outcome in a greatay af behavior. In order for
weakened controls to eventuate in delinquency, a weaktyadied individual must be

exposed to a social learning process that models and reisfdetinquency. Social
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structure and environmental context are important forisgape extent to which
delinquency behavior is learned and reinforced, which initiflurences the extent to
which delinquent behavior is perpetuated. In addition, the weadkleonds that are the
fundamental cause of delinquency are reciprocally relatédThat is, the weakening of
the bond provides the initial cause of delinquency, but delirmyuleecomes its own
indirect cause over time because it further weakendréedg tenuous bonds to family,
school, and conventional beliefs.

So explicit is the developmental perspective in Intéyaat Theory that three
separate models are required to illustrate the theorgrnblerry provides a model for
early adolescence (ages 11-13), one for middle adoles@ttene for later
adolescence. Each causal model outlines the reciprdaabnships among the six
concepts of interest: attachment to parents, committoesthool, belief in conventional
values, association with delinquent peers, delinquent vahekslelinquent behavior.
The nonrecursive structure of the model allows Thornldergivest himself of the
temporal ordering quandary typically attendant to discussibtige causal relationships
among delinquent peers, beliefs, and behavior. He redsatnadividuals frequently
adopt some version of the attitudes and beliefs of #ssiociates, as suggested by a strict
social learning model, but simultaneously seek out like ndirzohel “like behaved” peers,
as is the case within a strict selection model. réteionship is a bidirectional one, and
is modeled as such. Figure 2.1 details the early adosoemdel and the reciprocal

relationships among the bonding, learning, and structurahlas.
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Figure 3.2 Thornberry’s Interactional Theory Model (at Early Adolescence)
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The common contribution of Thornberry’'s and SampsahlLaub’s theories is the
recognition that current behavior is best understood icdhe&ext of the developmental
pathways that precede it. A synthesis of the twspmaatives yields a clear articulation of the
proposed linkage between early childhood aggression andashegistom adult offending:
Desistance from offending in adulthood is explainedniigrmal social control, which is
explained in large part by prior delinquency. Delinquency caba@xplained without due
consideration of the phases of development that geece, so we must look to childhood
development. During childhood, the dynamic interactibsocial structure with parental,
school, and peer influences determines the extent of ashitdids to convention and to
prosocial others. These bonds, or rather the scaordtol they exert, are the fundamental

explanation for variation in offending behavior.

The Conceptual Model

The conceptual model depicted in Figure 3.3 outlines the hgpized relationship
between developmental patterns of aggression during elameschool and various aspects
of juvenile offending and adult offending.

Inadequate socialization in the home places a chilglator encountering difficulties
upon entering the school environment. Difficulty witlhaol attainment and rejection by
peers not only continues the failed socialization psydast also likely facilitates association

with rejected or non-socialized others.

54



Repeated measures of aggression from first through thide gravide the
information required to estimate latent classegich differentiate the distinct behavioral
patterns that emerge. These patterns are then usadnaependent variable that influences
the onset, seriousness, and duration of offending. ke the left-hand side of the figure
identifies several theoretically derived covariatesgia to influence levels and patterns of

aggressive behavior.

Model Covariates

Raceis one of the most robust — if least understood — coeela offending behavior.
African-American youth are disproportionately repreednt the juvenile justice system
(Poe-Yamagata and Jones, 2000; Snyder and Sickmund, 1999ardResdso suggests that
race is an important correlate of predelinquent problemvi@haFor example, evidence
indicates that African-Americans are rated higherxiarealizing behavior (Zimmerman,
Khoury, Vega and Gil, 1995). Race is therefore an impocd@amsideration for any
investigation of problem behavior. Inthe present concéptadel, | hypothesize that
minority status will be positively associated with mensb in the trajectories that describe
more problematic behavior.

Eligibility for free lunchprovides a proxy measure of socioeconomic status (SES).
Sampson and Laub’s and Thornberry’s theories includsidemration of the importance of
social and structural contexts for shaping behaviasad¥antaged economic status is an
important component of this context, which has beeatedlto a host of negative life

outcomes, including criminal involvement (Dodge, Pettit Bates, 1994; Greenberg,

® Variations of the terms latent classes, trajecpoyps, and class membership are used interchangeably in
discussing this model and the empirical findings reportasdifisequent chapters. Each term is simply an
efficient way to talk about the various patterns ofraggive behavior that emerge in the data.
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Lengua, Coie and Pinderhughes , 1999; Leventhal and Brooks-&00®). Nagin and
Tremblay’s (1999) finding that low socioeconomic status (SESeriminates trajectories of
antisocial behavior among school-aged children also supttat SES is an important
consideration in studies of antisocial behavior. Presi@search has shown that free lunch
status correlates highly with other traditional measufescioeconomic status and family
poverty (Ensminger, Forrest, Riley, Kang, Green, Stlarfand Ryan, 2000). | expect that
students who are eligible to receive free lunch wilbleerrepresented in the high and chronic
trajectories of aggressive behavior.

Ageat first grade entry is included to account for the b@st empirical observation
that for most children, overt problem behavior decreasesfunction of age (Broidy et al,
2003; Loeber and Hay, 1997; Nagin and Tremblay, 1999; Pepler amgg £388). Children
who are slightly older at the start of first grade reagerience a protective effect of their age,
and therefore will more likely exhibit behavior consistetth a low-level pattern of
aggression.

Academic attainment and attachment to school are édsssmponents of a child’'s
early experiences with social bonds, and play keysrinl¢he theories informing this
conceptual modelSchool Readiness therefore included as a covariate to tap into this
dimension of early development. Cognitive abilitiad @tellectual functioning strongly
predict offending and other behavior problems (Farring2003; Moffitt, 1993; Wilson and
Herrnstein, 1985; Yoshikawa, 1995). Several prominent develdphtbaories of
criminogenesis assert that a child’s intellectual ayghtive functioning mediates the
relationship between family process risk factors and prolilehavior outcomes (for

example, Moffitt and Caspi, 2001; Moffitt, Caspi, Dicks&ilva and Stanton, 1996). This
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proposed relationship has been borne out in empirical wdrére findings indicate that
intellectual functioning and school attainment predictagettory class assignment (Petras et
al, 2004b; Schaeffer et al, 2003). School readiness is expgeced/e as a protective factor,
with children who are more prepared for school exhibitavger levels of aggression.

Peer Rejections positively correlated with aggressive behavior (HyrReibin,
Rowden and LeMare, 1990; Rubin, 1982; Rubin and Clark, 1983; Rubin, &aehess
and Hayvren, 1982), and with later delinquency (Patterson,|di@pa Bank, 1991; West
and Farrington, 1977). Several theoretical positions poipeer rejection as a facilitator of
association with delinquent peers, which is itself amdegtost robust predictors of juvenile
delinquency (Gifford-Smith, Dodge, Dishion and McCord, 2005)ied_ochman, Terry, and
Hyman (1992) noted the high correlation of peer rejectimhchildhood aggression and the
relationship each seems to have with adolescent maieeldethavior, including delinquency.
To address the question of the unique contribution of ehef,analyzed three years of data
on a large sample of Black, primarily poor, boys ant$ ¢iom Durham city schools. Their
results show that both aggression and peer rejectiamaoatant for their unique
relationships with adolescent offending behavior. Pgection is also highly predictive of
early school withdrawal (Coie et al, 1992). This relalup highlights the importance of
Sampson and Laub’s notion of cumulative continuitdisddvantage, and Thornberry’s
emphasis on the relevance of prior states and bekdweiounderstanding contemporaneous
behavior. Based on the empirical evidence and thedheal accounts of it, | expect that

peer rejection will be strongly predictive of incredsggression for both boys and girls.
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Figure 3.3 Conceptual Model for the Relationship Between Childhood Aggreswl Later Offending

Teache-Rated Aggressic

1F 1S 2F 28 3S
Age of Onset
I><S r
<>
=<
_ 10 11| |..... 18
Covariate
Race
SES
Age .
Juvenile Adult
q Membership
Peer Rejection
Parental Monitoring
Parental Rule
Setting Gender
Ages 6-9 Ages 10-18 Ages 19-26



In a meta-analysis of the empirical literature isk factors for juvenile delinquency,
Loeber and Stouthamer-Loeber (1986) find that variablatedeto parental socialization,
such agParental Monitoring and Rule-Settingre among the most powerful predictors of
juvenile delinquency. Family processes, and parenting pesés particular, are implicated
by several criminological theories (Farrington, 199m@&is, Simons and Wallace, 2004).
Included among them are Sampson and Laub’s (1993) age-gradeal tteaury and
Thornberry’s interactional theory. For both, attaeimt to parents and parental socialization
are key causal agents with respect to the original emeege problem behavior. The work
of Patterson and Yoerger (1993, 2002; see also Pattersoary3eB and Ramsey, 1989) is
also of particular relevance. They postulate that inagtcoercive parenting potentiates the
development of problem behavior in children. Boys whosat®ect to ineffective
socialization at home are likely less receptive taadaation efforts at school, and therefore |
expect that these boys will exhibit more serious andnibia@ggressive behavior. The same
expectation applies to girls as well, though there angpanatively few studies in the existing
literature to support this hypothesis (c.f. Moffitt, Cagfutter and Silva, 2001).

The conceptual model proposes that latent class mehibdé@sed on aggressive
behavior and further delineated by the specified covanmitesignificantly impact the
probability of various measures of later offending. Tigbt-hand side of figure 3.3 depicts

these distal offending outcomes. The first relationshipterest is the link between
patterns of aggression and involvement in juvenile offesmdiResearch has established that
latent classes depicting high, chronic, or escalatgggession are associated with a higher
prevalence of offending. It is hypothesized that tHieskngs will be replicated here. Given

the normative nature of offending during adolescenceyichails on other trajectories may
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have official records during adolescence. However, bedfese data are based on official
records it is reasonable to expect that they do a hebt@f identifying those who are
involved in delinquency to a more meaningful extent. Thss Gomponent of the distal
outcomes analysis model will identify an interestingugrdhose who engage in high-stable
or escalating aggressive behavior during elementary sbhbddb not go on to offend during
adolescence. This group should be examined for the pagdihdt the discontinuity between
their childhood and adolescent behavior reflects emdystance.

The continuity of antisocial behavior is most readibserved among those who
exhibit the most serious behavior. The second compohém dependent variable,
therefore, distinguishes violent from non-violent juvemiffenders. This will allow an
examination of the relationship between early aggressiactory membership and the
seriousness of subsequent juvenile offending.

Examination of the relationship between early aggregsaectory membership and
the age of onset of official juvenile offending wilptanto the timing dimension of desistance.
The inverse relationship between age of onset and desaste@m offending is well
established in high-risk samples (Elliott, 1994; Thornbamy Krohn, 2005), so age of onset
may serve as a proxy, in a sense, for desistanceseThdividuals who experience early
onset are less likely to desist from offending during adelese. It is hypothesized that

members of the high stable and escalating aggressiocttrags will experience earlier
onset of juvenile offending. Again, however, those wwhaot experience early onset will be
considered to be desisting in terms of the timing of thi#éénding behaviors.

Finally, the conceptual model includes consideration®pthways from childhood

aggression to juvenile delinquency and on to adult offending aged®6. Offending
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behavior from ages 10 through 18 is posited to have a difect eh adult offending, and the
relationship between the development of childhood aggreaswadult offending is

hypothesized to be indirect and mediated by juvenile difgnbehavior.

Questions for Research

The review of literature presented in Chapters Two dmed motivated the
conceptual model presented here. This model servesomgamzing framework for analysis
of the specific research questions this study seeks tossddfle overarching interest is in
furthering our understanding of how the developmental eocnfraggression in early
childhood influences later offending behavior, with paitic interest in the pathways from
childhood characteristics to desistance from offendifigis general area of interest can be
systematically addressed with a series of more focusedigi® which are presented below.

The explanatory variable at the heart of this studlyasdevelopment of aggression
during elementary school. As such, a comprehensive dasorof the patterns of aggressive
behavior observed in these data and the extent to wiesk patterns are shaped by
covariates are prerequisites. Consideration of tworpirediry questions accomplishes this

task.

What patterns or trajectories of aggressive behavior are observed m daés?
An important first step is simply to describe theiddtlongitudinal patterns of
aggression that emerge in these data. Based on the @\existing research, | expect that a
3- or 4-class model will provide the best fit for the §ajata, with some combination of a

chronic-high, moderate, and stable-low trajectory. Fds gexpect that a 2- or 3-class
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solution will best fit the data, with some combinatafrthronic-high, moderate, and stable-
low trajectories. Although this question is designed piiignew generate the necessary
information for addressing subsequent questions, it is if@pbin its own right because it
allows direct comparison of the differences and sintiés, both qualitative and quantitative,

in boys and girls development.

What is the relationship between aggression trajectory membership andleiéatyood
antecedents of juvenile offending?

This question addresses the relationship between seveoattically derived
predictors of problem and antisocial behavior and membernsieach latent class. The
covariates specified by the conceptual model are rac®esmnomic status, age, school
readiness, peer rejection, parental monitoring and dnere-setting. Again, the primary
importance of this question is to establish the numbeisamcture of patterns of aggressive
behavior so that they explanatory power of these ip&ttzan be explored. Nevertheless, the
contribution of this question on its own should not bertooked. First, this question
facilitates further comparison of aggression in bay$ girls. Second, if the influence of
childhood aggression on desistance can be discernagjdatienship of these covariates to

aggression will be of significant interest for poliyd prevention.

What is the relationship between early childhood trajectory membershitharstibsequent
course of juvenile offending?
Here the analysis proceeds to an examination of theemdke of aggression class

membership on the distal outcomes of juvenile offendifig.begin, an examination of the
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relationship between class membership and a dichotomousmaedguvenile offending
potentially identifies an interesting group — those wheldispersistent aggression during
childhood (and would therefore be at high risk of laféeraling) but who do not actually
offend during adolescence. A second dichotomous outcalineevexamined for the
subgroup that does offend during adolescence — whetherralgugemmitted any violent
offenses in the time period up to age 18. Next, | exammeethtionship between trajectories
of childhood aggression and a categorical outcome measthe types of offenses, or crime
mix. Finally, | address the question of whether tim@itset of juvenile offending varies by
aggression trajectory membership. The inverse relatpmstiveen the age of onset of
criminal behavior and the seriousness and length of theguést criminal career has already
been noted. If the development of childhood aggressiogiated to the age of onset of
criminal behavior, age of onset may in turn be viewea a&diating link between childhood
aggression and desistance. | hypothesize that membershipoderate or high aggression

trajectory will significantly increase the risk of aonset of criminal behavior.

What is the relationship between the developmental course of aggressantyinhildhood
and a measure of adult incarceration?
The next logical step after examining the relationshipvéen childhood aggression
and juvenile offending is to assess the relative stresigtie relationship between
childhood aggression and adult offending. The data fosthdy (described in-depth in
Chapter Four) do not contain sufficient informationaaiult offending to directly assess
desistance, but a dichotomous measure of adult incaorepbvides an indication of the

stability of antisocial behavior for a small portioitloe data.
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What is the relationship between the developmental course of aggressantyinhildhood
and a measure of adult incarceration, once juvenile offending behavior is ¢ed®ol

The conceptual model proposes that the relationshipeketehildhood aggression
and adult offending is mediated by the developmental pssgne of behavior during
adolescence and the later teen years. This questionfesattite mediating influence of
juvenile offending so that any persistent effects otdttubd development not accounted for

by juvenile offending can be assessed.

Are any of these relationships conditioned by gender?

The final aim of this research is to gain a better tstdading of how the patterns of
aggressive behavior and the relationships of these pattémdistal outcomes (such as age
of onset and components of desistance) vary by gefddethat end, each model is run
separately for boys and girls so that differencesanvgr parameters and the predictive

accuracy of trajectories on distal outcomes carsbessed.

Answers to each of these specific research questimestha potential to provide rich
information and insight which extends our current undedstgnof the pathways from

childhood aggression to desistance from adult offendingaly&is of these questions

demands considerable data and modeling resources. ChapteleBoribes the data and the

analytic strategy capable of meeting these demands.
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CHAPTER FOUR: DATA AND METHODS

The Data

Data for this research come from the first genenatiothe Johns Hopkins University
Prevention Intervention Research Center’s schosétbanterventions trials in Baltimore City
Schools (hereafter referred to as the Baltimore Ptéve Data) (Prevention Intervention
Research Center, 2006). The sample was drawn for thegaugb evaluating two school-
based interventions (for a complete description ofpdiauign procedures and measures, refer to
http:// www.jhsph.edu/prevention). Two successive cahafrtirban first-graders (in 1985
and 1986) were recruited from nineteen elementary scheplesenting forty-three
classrooms and five socio-demographically distinct asé8sltimore. These geographic
areas are defined by census tract and vital statistiasalad vary considerably by community
composition and structure, though they were defined sutlpaingcipants within each area
were relatively homogenous with respect to ethnicitysimy, income, and family structure.
The study participants are now approximately twenty-eery old. Assignment to
experimental or control conditions in first and secgratle was determined as follows: three

or four schools from each of the five urban areas welected, and each school then
randomly assigned to receive one of the two intergastior to serve as a control. Within the
schools designated to receive an intervention, classegere randomly assigned to
experimental or control conditions. Special educagioah gifted classrooms were excluded

from the pool of eligible classrooms. The total safpdm the two cohorts of first graders
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contains data on 2,311 individuals. Four hundred fifty-twthe$e were randomly assigned
to receive the Good Behavior Game intervention, andidii@nal five hundred twenty were
designated to receive the Mastery Learning interventi@nly the control participants will be
considered for the purposes of this research, as gmémnttions delivered to the experimental
groups were designed explicitly to influence the developrmeaggression, which is to be
used as the independent variable in this research. | wuarefore expect some exogenous
systematic differences in the course of childhood aggre®etween the experimental and
control groups, the presence of which would unduly conglittee longitudinal study of
aggressive/disruptive behavior. The control sample coa®piis339 individuals. Of these,
one hundred fifty-eight children are missing the falfist grade Teachers Observations of
Classroom Adaptation — Revised (TOCA-R) assessmermsauBe the fall of first grade
assessment provides the baseline for estimating devetb@inh@jectory membership, these
cases must also be excluded from the analysis, resuitensample of 1,181. Finally, three
individuals were missing information on one of the catas to be employed in the analyses.
Estimation of the effects of covariates on classnimership with Mplus software requires
complete data for all cases, so these three indigdaral excluded as well, yielding a final
sample of 1,178 students (51% male, 66% nonwhite), or 88 peifdiet original control
sample.

For both cohorts, data were collected in the fall gmohg of first grade and in
the spring of second through seventh grade. For cohati/Lldata were also collected in the
fall of second grade. An adult follow-up assessmentogaducted at ages 19-20. A large
portion of the transition from family to school sd@eg environments is captured in these

data, which makes them particularly relevant for develoqmtal research.
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Measures

Independent Variabfe Teacher Observation of Classroom Adaptation — Revised (TOCA-R;
Werthamer-Larsson, Kellam and Wheeler, 1991)

The TOCA-R is a structured interview conducted by a traassegssor that captures
teachers’ assessments of student behavior. The aggfdssuptive behavior subscale of the
TOCA-R provides the repeated observations of aggressiquired to construct a dynamic
measure of childhood aggression, which can then besaskisterms of its relationship with
later behavior. Osgood and Rowe (1994) discuss the imporénseng time-varying
explanatory variables to understand change over timegxaréss surprise that such measures
have not been employed in criminological research wgieater frequency.

A general body of research demonstrates the retiabiliteacher-rated behavior and
the utility of these ratings for measuring the behawefcstudents when they are away from
their parents (Cairns and Cairns, 1994; Harris, 1998; for gearsee Greenberg et al., 1999).
Further, research focusing specifically on teachengatof aggressive behavior finds them to
be valid and reliable measures of aggression, withyufdit predicting later antisocial
outcomes (Campbell, Ewing, Breaux and Szumowski, 1986; iBgem Kellam and Rubin,
1983; Petras et al, 2004a; Petras et al, 2005). Teacher @taggression have also

provided the basis of assessment for a number of robagdion evaluations (for
example, Tremblay, Pagani-Kurtz, Masse, Vitaro and Pihl, )199&0 studies with

particular relevance for these data find support foutieeof teacher reports of behavior.

® Upon introduction of the modeling strategy, TOCA-R aggpessatings are referred to as proximal distal
outcomes, which implies dependent variable status. elfatent variable modeling framework, the observed
indicators conceptualized as observable manifestatic$atent construct, hence use of the term outcdme.
the larger conceptual framework of this research, howeaggression ratings are the basis for constructing the
primary independent variable of interest — a dynamicsoresof childhood aggression.
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First, Epkins and Meyers (1994) found that teacher-pareneogerce on aggression
measures in an urban elementary school was significebbys and girls. The second study
examined concordance across multiple reporting souncgégpand that inter-rater
concordance was greatest for children ages six to elawdrfpr externalizing rather than
internalizing behaviors (Stanger and Lewis,1993). Thus, éeaalings of behavior are
widely accepted as valid and reliable, and the evidencdisgedeacher assessments of
externalizing behaviors among urban elementary school ehikeindorses their use here.

Teachers assess students’ aggressive behavior on dargisqade (1=never true to
6=always true). The scale includes the following itetmgrms or hurts others physically,
harms property, fights, stubborn, breaks rules, brdakgg, yells at others, takes others’
property, lies, teases classmates, and trouble acceptingrity. Scores on each of these
subscale item responses create the composite TOCA-Rimaedsaggressive/disruptive
behavior for each child. Test-retest correlationgh subscale range from 0.65 to 0.79, and
coefficient alphas range from 0.92 to 0.94.

Inspection of the specific items that constituteatygressive/disruptive subscale
reveals that it reflects behaviors extending beyondlideete scope of physical aggression.
A potential avenue for future research is an examinatiamly those specific items tapping
into physical aggression. For this research, howevetain the composite score. This

decision is justified on empirical, substantive, arebtitical grounds. Broadband
measures of aggressive/disruptive behavior are the Hansguiry in much criminological
research. In areview of research on aggression,adoi®odge (1998) extend their
discussion to include antisocial behavior on the grourais'tee comorbidity of aggression

with other antisocial behaviors suggests that an undemstgatithe etiology and
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developmental course of aggression might be enhancedlbglimg aggression into the
broader class of antisocial behavior”. Although Tremi2000) is troubled by Coie and
Dodge’s decision, he allows that it is consistent whthapproach to studying childhood
aggressive behavior over roughly the past thirty years. yéisabf the original composite
score therefore facilitates an examination of hosvrésults of this research are consistent
with and expand upon existing research. Finally, as @dddy Coie and Dodge’s reasoning,
the conceptualization of aggression as part of a bradakes of antisocial behavior may
generate important insight for theoretical perspectoreBomotypic continuity of behavior.
Finally, factor analyses conducted in previous researt¢hese data (Werthamer-Larsson,
Kellam and Wheeler, 1991) support a one-factor solutionnimgdhat when taken together,
the individual items measured for the subscale tap istogde underlying (latent) dimension
of problem behavior.

Table 4.1 reports mean aggression scores for eaclsiassggeriod. Consistent with
existing research, girls in the sample consistenglplady lower absolute levels
aggressive/disruptive behaviors, and the ratings suggediittlerghange in levels of
aggression from one assessment to the next. Bdlgsisample evince increasing levels of
aggression from first to third grade. Substantive inteapioet of these patterns is premature,
however, as the mean scores potentially mask the es&std heterogeneity of within-

individual patterns.
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Table 4.1 Mean TOCA-R Subscale Ratings, First througtd Thiade

Boys Girls Total
Aggression in: (N=597) (N=581) (N=1,178)
Fall 1% Grade 2.01 (1.01) 1.70 (0.82) 1.86 (0.94)
Spring £ Grade 2.09 (0.99) 1.77 (0.85) 1.93 (0.94)
Fall 2" Grade 1.93 (1.02) 1.51 (0.67) 1.71 (.88)
Spring 29 Grade 2.26 (1.19) 1.75 (0.77) 2.00 (1.03)
Spring 3 Grade 2.33 (1.20) 1.75 (0.88) 2.03 (1.09)

Differences in gender means are significant at p<0.05
Note: standard deviations are reported in parentheses

Model Covariates

The proposed conceptual model presented in Chapter ificledes several
covariates that are hypothesized to differentiate ctesabership. This earlier discussion
also included the empirical and theoretical rationateHe place of each covariate in the
model. This section describes the coding schema andatheides applicable to each
covariate, and presents descriptive information.

Table 4.2 reveals that the sample is essentially gdiwviled between boys and girls,
and that approximately two-thirds of the sample are Namewhihe measure for race is
dichotomized into White/Nonwhite (1=Nonwhite) becausedli insufficient variation in
other racial groups to use a categorical measurhe racial composition of the sample varies

significantly by gender, Nonwhites accounting for 62 peroétiie boys and 71.1
percent of the girls in the samplEligibility for free lunch(denoted byunchin Table 4.2 and

subsequent tables) provides a proxy measure of socioecortatug. sThis is a dichotomous

" All but seventeen students in the sample are Africaraac&sian (Msian =2, Namerican indian=11, Nispanic=4).
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measure with 1 = eligible for subsidy. Just over hathefsample is deemed eligible

according to their family income. Eligibility for bogsd girls is statistically equivalent.

Table 4.2 Baltimore Prevention Project Control Sammsddiptives

Boys (N=597) Girls (N=581) Total
(50.7 %) (49.3 %) (N=1,178)
Race nonwhite 370 (62%) 413 (71.1%) 783 (66.5%)
white 227 (38%) 168 (28.9%) 395 (33.5%)
Lunch eligible 309 (51.8) 300 (51.6) 609 (51.7)
not eligible 288 (48.2) 281 (48.4) 569 (48.3)
Age <6.50 169 (28.3) 140 (24.1) 309 (26.2)
>6.50 428 (71.7) 441 (75.9) 869 (73.8)
mean 6.30 6.24 6.27
Ready mean 3.15 2.83 2.991
SD 1.28 1.21 1.26
Reject mean 1.73 1.58 1.655
SD 1.28 0.913 0.931
Monitor®  low risk 0.715 0.850 0.787
high risk 0.285 0.150 0.213
mean 4.41(sd=1.61) 4.99(sd=1.42) 4.83(sd=1.56)
Rule® low risk 0.400 0.474 0.439
high risk 0.600 0.526 0.561

mean 3.01(sd=1.85) 3.24 (sd=1.88)  3.14 (sd=1.87)

* Differences in gender means are significant at p<0.05

& Measured on a scale from one to six, with higherescepresenting increasingly negative assessments,
or higher risk.

® Values reported for low and high risk are proportions

Ageis treated as a binary variable (1=less than six-amalfg#pars of age at start of first
grade). On average, boys are older than girls, but geifflnrences do not emerge in the
dichotomized measure of age. School readiness (apgaat@bles aseady) is measured
with a subscale of the TOCA-R, and reflects teaclmeyall assessment of a student’s

preparedness for school and adaptation to the academicrangimt School readiness is
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rated on a scale of one to six, with higher values tilndigher risk. In teachers’
assessments, girls demonstrate significantly bettastdgnt to school than boys. This
variable is normally distributed for boys and girlstise original measurement scale is
retained. Teachers also assess the extent to wihiddrgs areejectedby their classmates on
a six point scale, again with higher values correspondirnggher risk for adverse
consequences. Girls are generally more accepted by#wes than the average boy.
Previous analyses of these data demonstrate that t€aabs¥ssments are significantly
correlated with peer reports of rejection (Petras. eP@04a). These ratings are normally
distributed for boys and girls, so the original measusgain retained for the analyses. Data
collected at the Young Adult follow-up interview provide megas of parental monitoring
and parental rule-setting. The variablenitorcomes from a question asking: “How much
would you say that the people who took care of you whilewene growing up kept tabs on
where you were and who you were with?”. Data for tngableRulescome from responses
to the next question “How much would you say they set af@r@d rules for you?”. These
items were rated on a scale of one (“not at all'§ixo(“very much”). The distribution of
responses to these items was skewed, so both measueesutvat the midpoint. Girls

recalled experiencing higher levels of parental monitattiagn boys.

The Dependent Variable
The dependent variable of interest is official offegdimom ages 10 to 26. Measures
of juvenile offending in the BPP sample come from moaad court arrest and adjudication

records of Baltimore City. Data were collected loenumber, severity, and timing of
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official arrests and convictions. Adult records wertaoted from the Department of
Corrections and include incarceration information tigto January of 2006.

Table 4.3 summarizes the official offending behaviahefsample. The police
records and juvenile court data indicate that 229 of thé31control participants, or 19.4
percent, experienced at least one arrest. One hustkredlividuals have official records of
three or more arrests, sixty individuals have recofdse or more arrests, and the data
reflect two individuals who have official records of fteen arrests.

Offending outcomes will be analyzed according to five categtions. The first is a simple
dichotomous measure of offending. Second, among thoseltbmmmit at least one
offense, do they have an official record of violent offmg? Third, is there evidence of
specialization by offense type? A categorical variabl&ime mix provides the outcome
variable for this question. Finally with respect to julewniffending, do the identified latent
classes differentially predict the age of onset whitral behavior? Early arrest is the best
predictor of long-term repeat offending (Farrington etl&190; Hanson, Henggeler, Haefele
and Rodick, 1984; Loeber et al., 1991, Loeber and LeBlanc, 1988it\t al., 2001,

Moffitt, 1993; Nagin and Farrington, 1992a; Tolan, 1987; West, 198RS, the

identification of a pattern of behavior in elementariyeol that significantly increases the risk

for early onset is also then indirectly predictive ddrag subsequent offending career.
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Table 4.3 Official Offending Outcomes

Boys Girls Total
n=597 (50.7 %) n=581 (49.3 %) n=1,178 (100%)
Any official offending 161 (27) 68 (11.7) 229 (19.4)
# Offenses Committed 0 436 (73.0) 513 (88.3) 949 (80.6)
1 45 (7.5) 40 (6.9) 85 (7.2)
2 25 (4.2) 13 (2.2) 38 (3.2)
3 23 (3.9) 6 (1.0) 29 (2.5)
4 14 (2.3) 3(0.5) 17 (1.4)
5+ 54 (9.1) 6 (1.0) 60 (5.1)
# Violent Offenses 0 464 (91.7) 533 (91.7) 997 (84.6)
1 60 (10.1) 28 (4.8) 88 (7.5)
2 27 (4.5) 11 (1.9) 38 (3.2)
3 16 (2.7) 3(0.5) 19 (1.6)
4 13 (2.2) 2 (0.34) 15 (1.3)
5+ 17 (0.28) 4 (0.69) 21 (1.8)
Offense Mix
Any offense 161 (27.0) 68 (11.7) 229 (19.4)
Mixed offenses 91 (15.2) 18 (3.1) 109 (9.3)
Violent Only 42 (7.0) 30 (5.2) 72 (6.1)
Non-violent only 28 (4.7) 20 (3.4) 48 (4.1)
Any violent offense 133 (22.3) 48 (8.3) 181 (15.4)
Age of Onset Mean (s.d.) 14.41 (2.03) 14.02 (1.91) 14.20 (2.00)
<10 8 3 11
10 3 1 4
11 5 3 8
12 10 12 22
13 40 16 56
14 32 13 45
15 23 9 32
16 29 7 36
17 10 4 14
18 1 0 1
Adult Incarceration N=1178 97 (16.2%) 6 (1.0%) 103 (8.7%)
N=229 60.2% 8.8% 45.0%
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Adult offending is reported as a dichotomous measure efiven an individual
experienced a term of incarceration under the Departofé€rrections. Of the 229 juvenile

offenders, 103 (45.0 percent) experienced a term of carnattonfinement.

Missing Data

Attrition is endemic to longitudinal studies such as {Hansen, Tobler, and Graham,
1990), and missing data are an inevitable consequence obattrfach of these models will
be tested on the Baltimore Prevention Data in Mpddisvare using full information
maximum likelihood estimation and assuming that data &®img at random (MAR)
(Muthén, 2004b). MAR assumes that data are either missing d@dmawith respect to the
outcome of interest, or random after other measuradbles are incorporated into the
analysis Muthén, 2001, 2004b; Schaeffer et al, 2003). Mplus software generatesaance
coverage matrix, which gives the proportion of obsésnatavailable for each indicator
variable. The minimum proportion required for model cogeace is .10Nuthén, 2004b).
In the present study, the lowest coverage is .40, indg#hbiat the data are more than

sufficient for estimating the proposed models.

Analytic Strategy

The goal of this research is to further our understarmhigw the development of

aggression in childhood influences the later processsidtdace from offending. More

generally, this is a question of the effects of eaelyadbpment on individual change over
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time. As such, it requires a model specified at theviddal level (Land, 1992), and with an
explicit longitudinal component. The study of within-midual change over time has
perhaps been hampered by limitations of the methodolagioks at our disposal thus far.
Ordinary regression techniques are commonly applied isdtial sciences and criminology,
and often are an appropriate strategy for assessingféloesesf static risk factors. These
techniques, however, require an assumption of indepea@enong observations. Certainly,
this assumption does not hold when the observatiomgerest are repeated measures on an

individual over time.

Evolution of Modeling Strategies

A variety of modeling strategies have emerged in attenopaddress this
methodological issue. Early efforts at disaggregatingtfgecrime curve involved subjective
classification of individuals into groups according to s@rieulated criteria, an approach
commonly referred to in the literature@santeassignment. Although this classification
approach has the potential to identify similar groups @setidentified by more advanced
forms of analysis, the inability to explicitly testrfihe existence of distinct classes and to
distinguish random from meaningful variation renders itegliinited (Fergusson, Horwood
and Nagin, 2000; Nagin, 2005).

Raudenbush and Bryk (2002; see also Bryk and Raudenbush, 1992) ativecate
application of a multilevel or hierarchical linear mo(t¢LM) to questions of within-
individual change. They propose that these models actarumtterogeneity by identifying a
mean pattern of development and then estimating randeotsefor the intercept and slopes

around the mean regression line. These random effgets as individual-specific growth
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factors Muthén andMuthén, 2000). A potential limitation of this type of model, gexly
referred to as a Conventional Growth Model (CGM), iress the assumption that variation in
individual differences is normally and continuously dizited around this single mean
pattern. Few existing criminological theories expljccomment on the theoretical validity of
this assumption, and mounting empirical evidence to refatampels consideration of

alternative strategies.

Latent Class Growth Analysis
A class of strategies broadly classified as Latdas<Growth Analysis (LCGA)

offers one such alternative. Rather than imposingaai@ssumptions as to the shape (or
shapes) of the underlying distribution in the population,gimesthods test for clustering of
individuals around distinct behavioral patterns or trapges (Blokland, Nagin and
Nieuwbeerta; Jones, Nagin and Roeder, 2001; Nagin, 2005te#t kclass model is then
derived in which each group is described by a categorical ledeiable with unique growth
parameters defining the shape of the growth cuviigli{én, 2004aMuthén andMuthén,
2000). LCGA is a flexible modeling strategy in its abserfgg@oametric assumptions about
the population. However, it does place some restnstan the nature of the estimated latent
classes. Growth parameter variances associated aagthlatent class are constrained to zero,

which means that individuals within a trajectory arastmined to the same slope and
intercept. By implication, all of the individual valility in development is accounted for by
class membership, and residual variation seen as random &his inability to estimate
within-class variation limits the utility of the modeltwo important ways: First, because

within-class variation cannot be modeled, it is likedflected in the model as between-group
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variation, which potentially results in the identificat of more classes (Nagin and Tremblay,
2005). Bauer and Curran (2004) argue that this addition of spurlesses forced by the
assumption of within-class homogeneity renders the namlddly misspecified, because in
addition to the incorrect number of groups, the clasgires within each class are different.
Second, class membership is described only by a mean pitaraslope, which limits tests
of the association of class membership with antecea@mualtslistal outcomes. Research is
needed to examine the implications of these limitatiamterms of the patterns of behavior
identified and the relationship of trajectory group menttprio later behavior. Bauer and
Curran (2003a) suspect that these models are frequentleithfokthe sake of ease and
efficiency, and that those who explicitly test théidity of the assumptions reject them in
favor of other alternatives.

A final alternative modeling strategy, Growth Mixture Mbig (GMM) is similar in
many respects to LCGA, but with important extensiongil& to LCGA is the notion that
repeated measures of an observed behavior reflecteriimihber of latent trajectory groups.
The divergence from LCGA is that GMM allows but does assume within-class
homogeneity Muthén andMuthén, 2006;Muthén and Shedden, 1999). Variation within
classes also allows for more sensitive tests ofelaionships of covariates with latent
classes. Because GMM allows increased flexibility irdei@pecification, it provides an

ideal modeling strategy for the research questions at HEmelnext section further

details the specifics of the models.
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Growth Mixture Modeling

GMM is a developmentally meaningful approach to theyamabf longitudinal data
(Muthén, 2003). Growth Mixture Modeling derives its flexibilityofn a synthesis of aspects
of LCGA and CGM. A separate growth curve is estimateaach identified group within
the population by the same latent variable approach udediGiA. The categorical latent
variable representing class membership remains, but is oxwlemented by the estimation
of a continuous latent variables capturing growth facémiances, as is done in CGM. This
second step allows for intra-class heterogendfiytién, 2004).

Figure 4.1 provides a simple visual representation of GNRdpeated measurgsof
observed indicators — in this case, aggression — are aigiehtify a categorical latent

variableCy (class membership) with slope and intercept and sippeandnik, respectively.

The subscripk indicates that these latent variables are classfgpdhe slope and intercept
parameters are the random growth factors that detethergarting point and shape of
longitudinal development associated with each class.
GMM can also accommodate consideration of covariatmsght to be related to class
membership; these are represented by x. Theoreticalgmpirically supported covariates
included in the models are race, eligibility for freadb (as a proxy for socioeconomic
status), age at the start of first grade, teachersssess of academic readiness and peer
rejection, and a retrospective measure of each chédssament of parental monitoring
and rule setting. Covariates serve two purposes ie theslels ¥uthén, 2004a). First, the
probability of membership in a given trajectory may beditioned by a covariate. Including
such covariates in the model, then, allows for moeeipe and accurate class assignment.

Second, the use of covariates also allows for eadelgtification of class membership, as
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conditional probabilities of class assignment can lmepeded based on combinations of

covariates.

Figure 4.1 Growth Mixture Model

yl y2 y3 y4

Mok N1k

General Growth Mixture Modeling (GGMM) is an extensidicdM that allows for

prediction of a distal outcome, u, based on trajecta@sbership ¥uthén, 2004aMuthén

andMuthén, 2000). Figure 4.2 illustrates the extension from GMMe figure is identical to
Figure 4.1 in its representation of the latent class/tironodel. The addition of an
outcome, u, distinguishes this from the basic growthurnexmodel.

To investigate the presence of different class trajexs in the latent class analysis

component of the model, Mplus formulates a finite-onigtrandom effects model where the

trajectory classes are captured by a latent classblanwithK classesNluthén, Brown,

Masyn, Jo, Khoo, Yang, Wang, Kellam, Carlin and Liao, 2002hén and Shedden, 1999).
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Figure 4.2 General Growth Mixture Model
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For individuali in classk (k = 1,2,..., K), the growth mixture model is given by:
Yit = Noi + Nu & + N2 &° + it
MNoi = Olok *+ Y okXi + Coi

Nii = o1k + Y 1X + 81, where

Yit are repeated measures on observed outcomes (i = 1n2, =.1,2,..., T)Noi, N1 andnz;

are class-specific growth factog,is the time variable set at O for initial status, apds the
residual term, which may vary across trajectory cls#dlowing the means, variances and

covariances of|p; andn);; to vary creates the different trajectory clasaesl the variance of
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the residual term may also vary across classes. @®&(x) may influence class
membership and may have differing influence on class-spegtiwth factors.
When including a dichotomous distal outcome, u, predisyedajectory membership

in a GGMM framework, class membership influence is caledlavith the logit regression:

Pr(y=1¢ =k, x) = 1/ (1 +&™ %)

where the influence of class memberslapon a distal outcome (u) is found in the class-
varying thresholdst() and slopes for covariates (x) which are captured bpahemeterK,

(Muthén, 2004a). This is an extension of the standard mulimidogit model.

Assessing Model Fit

The challenge of identifying the appropriate number okelss$o account for
unobserved heterogeneity has been the subject of msmisdion and research.
Complicating the issue is the absence of any absolitéei@n or universally accepted
threshold value against which to assess a latent classhgnwodel. Such relativity is the
boon and the bane of longitudinal methods for latanables; the flexibility afforded comes
at the cost of some inherent subjectivity in model sielectldeally, the “best” model is
selected on the basis of a complement of statistiwélsubstantive considerations.

The appropriate number of trajectory classes is r&reyvn prior to model
specification, so the traditional approach to moddtimg begins with specifying a number
of different class solutions and assessing their velditi. Models with different numbers of
classes are non-nested (D’'Unger, Land, McCall and N4§®8), so the” likelihood-ratio

statistic that frequently guides model selection decis®ns longer appropriate. A number
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of alternative fit statistics provide the basis fordabselection. The Bayesian Information
Criterion (BIC; Kass and Raftery, 1993; Schwarz, 1978alsutated by log(L) - 0.5 * log(n)
* k, where L is the model maximum likelihood, n is tla@nple size, and k is the number of
parameters in a model. Smaller values of the Bltsttaare better. The Lo-Mendell-Rubin
statistic is an adjusted likelihood ratio test (ALRT;,, IMendell and Rubin, 2001) forpHK-1
classes, where a p-value less than 0.05 indicates alsleefita Entropy (Ramaswamy,
Desarbo, Reibstein and Robinson, 1993) is a summated meéslassification accuracy;
that is, how well the estimated model performs wipeet to identifying the most likely
class membership. The final formal test for statistices the Bootstrapped Likelihood Ratio
Test (BLRT), which provides a superior test of fit thamadve likelihood ratio test by
applying the estimated model parameters to bootstrap saamul@ssting the LRT for each
(Feng and McCulloch, 1996). Ideally these fit statistidspoint toward the same class
solution as the most faithful characterization ofdla¢a. Lack of consensus among them,
however, is not necessarily problematic, as eachltsilated based on slightly different
“rewards” for maximizing likelihood and “penalties” for theamber of estimated parameters
(Bauer and Curran, 2004).
In addition to these formal statistical tests,reated models should also be assessed

with respect to parsimony and the size of the speddi&ses identified. For example, a six-

class model may provide better statistical fit in tetssense of these formal tests, but if
the additional class contains a trivial portion of $henple and fit indices suggest that a five-
class solution provides a reasonable fit, selectioneo$ikrclass model demands a more
compelling justification than a lower BIC or higherreqty. Substantive, conceptual,

practical and theoretical considerations may provide pusthication. Whether expressed as
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support for statistical conclusions or as reason to heconvention, substantive criteria are
an essential component of model assessment, and slodidd neglected, even in the face of

“ideal” statistical fit.

Potential Vulnerabilities of Growth Mixture Models
As is true for any quantitative strategy for modeling bedra@ppropriate application

of GMM requires an understanding of the assumptiongeofriodel and due consideration of
potential sources of misspecification. Bauer and Cu2@83a), for example, urge
researchers to exercise caution when the applicafi@MM is intended to describe
population heterogeneity and subsequently identify the sakttips of covariates with
distinct subgroups. In considering the statistical heoaderlying finite normal mixture
models, they realized the potential of GMM to extraot@rthan one class from data
comprised of a single homogenous population. This isstecsesrwhen the distribution of
the repeated measures is non-normal. A GMM fithi® distribution will likely view the
non-normality as the consequence of aggregating two a¢ distinct subgroups, which may
in fact be the case. It may also be the case, Yythat a non-normal distribution of
aggregated data simply reflects a homogenous group following-asrmal distribution
function. Fit statistics and model assessment @itge not sensitive to this distinction, so

selection of the appropriate model must rely on thealeguidance. To investigate the
extent of this problem, Bauer and Curran conduct a siroalatudy on non-normally
distributed data generated as though from a single, homoggopulation. Estimation of a
2-class GMM on these data converged every time. Moubling is Bauer and Curran’s

finding that for the majority of the GMM fitted to novermal data, fit statistics actually
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endorse the multiple-class solution over a singlsscldJpon the identification of a multiple
class model, applied researchers frequently turn tosasssient of the relationship of
covariates with growth parameters or class member&aper and Curran urge caution here
as well, based on their finding that estimation of dtigla class model on a homogenous
group diminishes power to detect the true influence of catesrion the aggregate data.

Muthén (2003) answers Bauer and Curran’s critique of GMM andsffeo primary
points of mitigation. First, while Bauer and Curranrelterize the non-normality of their
simulated data as mild, Muthén’s assessment the data are “strongly non-normaBga®)
and therefore would not likely be subject to GMM in tinst place. Second, Bauer and
Curran point to the lack of empirical tests to determathether a well-fitting multiple class
model should be selected over a well-fitting aggregated atpalmodel. In response,
Muthén reports that the emergence of the Lo-Mendell-Rubin hkeld ratio test addresses
this concern.Muthén’s ultimate assessment of Bauer and Curran’s critigtietsheir
scrutiny is important and timely for deterring “poor applmas” (p. 369) of the modeling
strategy, but the critiques they offer are not partityl@@maging. In their brief response,
Bauer and Curran (2003b) maintain that their simulatioa dais modest in non-normality
and highly consistent with the data analyzed in much pdggltal research.

Hipp and Bauer (2006) identify a second issue that requiressdenation when GMM

models are estimated. They note the susceptibilitnidé fmixture models to

singularities and multiple optima of likelihood functipasd wonder whether GMM is
similarly affected. As an extension of finite miktumodels, one might expect similar erratic
behavior of likelihood functions for GMM. Alternatiwelthe addition of growth parameters

in GMM imposes a structure on the estimated class na@&hsovariances, which may
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insulate against local solutions to some extent. HipBagkr assert that this is a question
worthy of systematic examination. Results of thasecstudy and a Monte Carlo simulation
indicate that local optima are a serious considerdio@®MM. Models seems to be
particularly sensitive to start values in the Mplwariework, which uses maximum likelihood
estimation and the expectation-maximization (EM) athani Model complexity and the
number of latent classes also influence the chancaswkrgence on a local solution, or
nonconvergence. A comparison of the substantivetsegaeherated by the global solution
model to those from a local solution provides a dranmatitire of the consequences of
choosing a model based on local optima — the resultodgets are quite different. Based on
their systematic investigation of local optima with GMNIipp and Bauer assert — and one
would be hard pressed to disagree — that a thorough examioatikelihood surfaces is
required. They close with three specific recommendatior estimating GMM. First,
researchers should vary start values — extensivetlieinase of complex models with many
parameters. Hipp and Bauer recommend using at least 50 taattOfakies. Second,
various solutions should be compared in order to deterthenstability of the model.
Consistent substantive results from the best solusbosld be observed. Third,
consideration of the frequency of the solution withhlghest log likelihood provides a
diagnostic tool; infrequent convergence of start valtidlseaoptimal solution should prompt
closer examination of a model for possible misspecificatHipp and Bauer remain
optimistic about the contribution of GMM and its alyilib elucidate heterogeneity in change
over time. The addition of their recommendationsafariding local optima contributes to the

appeal of GMM for the analyses at hand.
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CHAPTER FIVE: RESULTS

Introduction

Results of the application of the analytic stratéggcribed in Chapter Four are
presented here. The first section describes theagtimof growth mixture models to capture
heterogeneity in the developmental course of aggregsiaiementary school-aged boys and
girls. Upon identification of the best models, teationships between antecedent covariates
and the trajectory groups identified by the models are sgcli The discussion then moves
to the relationships of trajectory groups to several ldistecomes measuring offending

behavior. Each section first presents the finding®dys, followed by the findings for girls.

What is the relationship between aggression trajectory membership andleiéattyood
antecedents of juvenile offending?

Model building begins with estimation of a traditiosalgle-class growth model to
determine the functional form of the development of eggjwe/disruptive behavior from Fall
of first grade through Spring of third grade. Table 5.1 providesramary of fit statistics for

an intercept-only model (1), an intercept-slope modél, @8d an intercept-slope-
guadratic slope model (ISQS). The results of theriinshd of model estimation are shown in
the shaded portions of the table. For comparisons téch@sodels such as these, jBe

statistic provides the appropriate test for fit. In ti@se, for both boys and girls, the IS model
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is nominated as the best fit. Once the appropriate nwdelected, the other fit indices may

be consulted to further evaluate the model.

Table 5.1 Comparison of Single Class Growth Models

Boys (n=597)

Fit Indices I IS ISQS Modified IS

2 (dfy  213.639 (13)*  95.667 (10)* 62.096 (6)* 30.912 (9)*
CFI 785 .908 .940 977
TLIP .835 .908 .900 974
RMSEA® 161 120 125 .064
SRMF 151 072 .078 .046

Girls (n=581)

2 (dfy ~ 227.506 (13)*  147.733 (10)* 60.345 (6)* 53.527 (9)*
CFI 776 .856 943 953
TLI .828 .856 .905 948
RMSEA .168 154 125 .092
SRMR 141 121 .062 .043

* Significant at p<0.05
& Estimation of this model did not produce a positivinite residual covariance matrix for

boys or girls

P Desired value is >.95

¢ Desired value is <.06

None of the models reach the desired value of CFI>TIO5, but at 0.908 for boys
and 0.856 for girls, these indices for the IS models suggestceptable fit. The same is true
for the values of the Root Mean Square Error of Approtiong RMSEA) and the

Standardized Root Mean Square Residual (SRMR), both of whmind ideally fall

below .06. These fit statistics are acceptable, butleat. Modification indices are therefore
consulted for guidance as to how the IS model may betadjusorder to provide the best fit.
For both boys and girls, modification indices suggest tiinere is a correlation between

aggressive/disruptive behavior ratings in the Fall and §@fifirst grade, and in the Fall and

Spring of second grade, and that the model may be imprbitas specified to account for
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this correlation. This model specification is substahy supported, as the same teachers
rated students’ aggressive/disruptive behavior at botkssssat points for first and second
grades. Examination of model results for males and &sva$o indicates that the correlation
between the intercept and the slope, though signifinggligible in size (r=-0.165 and -
0.109, respectively) and therefore may be fixed at zeroini&rcept-slope model for boys
and girls is estimated, now allowing for the observedetations between behavior ratings
and the slope-intercept correlation set to zero. Thesdfied IS models yield improved fit
for both boys and girls, evidenced by the improvemergami of the fit statistics outlined
above. Model fit is sufficiently improved to allow thenclusion that when a single-class
growth model is estimated, an intercept and linear slopstgrparameter are capable of
capturing the development of aggressive/disruptive behavertone. Recall, however, that
this traditional growth model assumes that the sarmspgleawn from a single population, such
that one class or group is capable of capturing heterogemeievelopment over time
through the estimation of random effects or growthoiesc If tests of this restriction suggest
that it is tenable, the single-class model provides sirpanious and relatively
straightforward estimation technique. If the assumpticansingle and largely homogenous
population is invalid, however, then the single-class piasents an oversimplified
representation of the data and ultimately is of liide for theoretical development or
practical application. Assessing the suitability of thizsdel, then, becomes an important
task, and one we may begin to address with a simple wspaction of the observed means

of behavior plotted with the predicted means generatedebmdtdel.
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Figure 5.1a Observed and Estimated Means: Single CtasglModel — Boys (n=597)
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Figures 5.1a and 5.1b shows the observed sample mean edsigefdisruptive
behavior ratings plotted with the means estimated bygitigde-class growth model for boys
and girls, respectively. Although the single-class matié#mes underestimates (e.g. Fall of
second grade) or overestimates (Spring of second gradebsbeved levels, it appears that

the predicted means provide a reasonably close approxinodtipe observed sample means.
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Figure 5.1b Observed and Estimated Means: Single ClasglGktodel — Girls (n=581)
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A different picture emerges when the estimated meaga@rfessive/disruptive
behavior is plotted with individual-level patterns insted the sample means. Figures 5.2a
and 5.2b show the considerable variation around the medicteeby the single-class

models. The estimated means of aggressive/disruptive belatne aggregate belie
the notable heterogeneity observed at the individual,lewt respect not only to initial

levels of the behavior, but also the shape of develapmeer time.
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Figure 5.2(a) Estimated Means and Observed Individual Vatueirigle Class Growth
Model — Boys (n=597)
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The limitations of the CGM for exploring individudifferences in development
motivate the next model stage in the analysis, whitheispplication of a modeling strategy
capable of empirically identifying unique longitudinal pattewnithin the sample. A number
of latent class growth modeling strategies are avaifablgis purpose, with semi-parametric

growth models (SPGM; Nagin, 2005; Nagin and Tremblay, 1998)easost
parsimonious. Although these models are designed to idéeti®yogeneity in development,
they impose the assumption that identified trajectaesprise homogeneous groups of

individuals.
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Figure 5.2(b) Estimated Means and Observed Individual Vétudsclass Growth Model —
Females (n=581)
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Given the lack of theoretical consensus on this ighissassumption requires

empirical examination. Appendix A provides a complete dasen of this examination and
of the model building procedure. Ultimately, | determinteat iIGeneral Growth Mixture
Modeling (GGMM) is best equipped for the analyses at hand.

| applied GGMM to the longitudinal measure of aggressive\neh&om first
through third grade to identify unique patterns of behavionagldpment. The single-class
growth model (as discussed above) established that thepajppedunctional form of the
underlying growth process for the whole sample is andepgrslope model. The adjustments
to the single-class model are also incorporated hesdual variances of aggressive behavior

for the Fall and Spring of first and second grade arevatioto co-vary because the same
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teachers rated students’ behavior for the two assessichering each school year, and the
parameter estimate for the slope-intercept correlasifined at zerd FollowingMuthén et
al. (2002), | estimated 2, 3, 4, 5 and 6-class solutionbtairothe information criteria

required for model comparison and selecfion.

Patterns of Aggressive Behavior in Boys
Table 5.2 reports the model fit indices for the 2etigh 6-class solutions for boys.

The fit indices most strongly endorse a 4-class soiub describe boys’ patterns of
aggressive behavior, but fit indices for the 3-class swldre acceptable, so the 3-class
model also warrants further consideration. The estidhmodel parameters and modification
indices are consulted to ascertain what adjustments enaggropriate and if they result in
improved substantive and statistical fit. Modificatindices for the 3-class solution suggest
that the residual variances associated with clase thtke non-aggressive group - may differ
from those in the other classes. This is consistéhtthe reasonable notion that boys in the
non-aggressive class show less variability in their aggeebghavior than boys in other
classes, so the model is specified to allow the thasg residual variances to differ from
those for classes one and two. Similarly, modifccaindices suggest freely estimating the
intercept variance for the non-aggressive class. mbdification is also reflected in the re-

estimated model. Results of this model specificatierr@ported as model 3.1 in Table

5.2.

& These modifications indices were also incorporatedenipus analyses of these data (Petras et al, 2004;
Schaeffer et al., 2003, 2005).

% In accordance with Hipp and Bauer’s (2006) recommendatiagoid the possibility of local maxima, the
random perturbations of initial start values are iaseg from the default of ten to one hundred, with teai fin
stage optimizations instead of the default of one. Intiadditwenty iterations of each set of start values a
allowed in the initial stage of optimization instead & thefault of ten. This procedure is applied to all GGMM
models from this point forward.
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Table 5.2 Fit Indices for Latent Class Solutions: B@wsb97)

Base Modefs
Latent classes LL df BIC SSABIC Entropy ALRT BLRT
2 -2994.107 23 6135.228 6062.210 0.853 0.0665 0.000
3 -2938.543 33 6088.020 5983.255 0.770 0.0007 0.000
4 -2887.449 43 6069.751 5913.239 0.881 0.0123 0.000
5 -2879.556 53 6097.884 5929.625 0.779 0.3060 0.000
6 -2843.524 63 6089.740 5889.733 0.805 0.2366 0.040

Modified Models
3.1 -2715.317 39 5679.919 5556.106 0.879 0.013 0.000
3.2 -2717.331 37 5671.164 5553.700 0.880 0.08 0.000
4.1 -2700.518 44 5682.281 5542.594 0.792 0.0650 0.000
4.2 -2701.278 43 5677.409 5540.896 0.791 0.176 0.000

2 Base models free the parameters for the correlafi®®EA-R scores in Fall and Spring of and 2°
grade, and the correlation of the growth factors (slapergept) is set to zero

The modifications result in a better-fitting modelthwall fit statistics exceeding the criteria
for acceptable fit. Further examination of the modsiiits reveals two additional changes in
model specification worth pursuing. First, the paramesamates for model 3.1 include a
negative residual variance associated with the TOCAtHRg & the Fall of first grade. The
estimate is small and non-significafit< -0.008, s.e.=0.007), so the residual variance for this
parameter is set to zero for the non-aggressive ckanally, the correlation of aggression

ratings in the Fall and Spring of first grade are persistemall and non-significant as
well, (3 = -0.005, s.e.=0.005), so this parameter is set to zereseTmal modifications yield
the best fitting 3-class solution, reported as model 3T2bie 5.2.

The same recommended modifications to the base reausige for the 4-class

solution as for the 3-class — freeing the residual veeisiand the intercept variance for the

non-aggressive class. These modifications are repastétbdel 4.1 in Table 5.2. Although
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the BIC and SSABIC drop, the entropy (0.792) and the ALRIiis&ta(0.0650) indicates that
this modified model is an unacceptable fit. Returnindgiéonhodification indices generated in
the 4-class base model, a reasonable alternativegtitoate the model with the intercept
variance for the non-aggressive class constrained to Zéris.model is reported in Table 5.2
as Model 4.2. Again, model fit worsens. The best §ttimodel among the 4-class solutions
remains the base model. The choice of the bestrfindkl, then, lies between the modified
3-class solution and the original 4-class solution.ingices and parsimony both favor the 3-
class model. | turn now to a discussion of the pattefaggressive behavior among boys
identified by this final model.

The best fitting model for boys identifies three distitrajectories of aggressive
behavior. Table 5.3 summarizes the estimated model pamanaad fit indices. Thirteen
percent (n=77) of the boys in the sample are mosylikebe in Latent Class 1, which can
best be described as a High-Declining (HD) behavioag@dtory. These boys exhibit high
levels of aggressive behavior in the Fall of first grade 3.939, s.e. = 0.167) and
consistently decrease in aggression through third gfade.373, s.e. = 0.114). The largest
group of boys (n=390, 65%) are those most likely to be taritaClass 2. Boys in this
trajectory show a Moderate-Increasing (M) patteraggressive behavior. On average,
these boys were rated 1.951 (s.e. = 0.072) on the TO&¢&lR in the Fall of first grade, and

each subsequent assessment saw an average 0.211 (s.e. m&.€44¢ in their
aggression rating. Finally, Latent Class 3 descridesaalncreasing (LI) trajectory of 130
boys who comprise 22 percent of the sample. Boyssctass are essentially considered

non-aggressive by their teachess«1.049, s.e. = 0.020), though the slope estinfate (

97



0.200, s.e. = 0.083) indicates a slight increase in aggnefsem first through third grade.

Figure 5.3 provides a graphical representation of the 3-adhgsos for boys.

Table 5.3 Parameter Estimates for Boys’ Final ThreesO\dodel

Aggression Growth Estimates

High-Declining Moderate-Increasing Low-Increasing
Parameter Estimate SE Estimate SE Estimate SE
oo 3.939 0.167 1.951 0.072 1.049 0.020
o1 -0.373 0.114 0.211 0.041 0.200 0.083
V(%) 0.241 0.031 0.241 0.031 0.005 0.002
V(@) 0.031 0.026 0.031 0.026 0.031 0.026
Yrace 0.359 0.425 0.956 0.284
Yinch 0.861 0.512 0.146 0.324
YVage 0.892 0.521 0.430 0.318
Vieady 0.862 0.215 0.437 0.181
Vieject 2.876 0.412 1.921 0.376
V (e1r) 0.189 0.033 0.189 0.033 0.000 Fixed
V(e19) 0.324 0.038 0.324 0.038 0.019 0.011
V (e2¢) 0.686 0.107 0.686 0.107 0.430 0.089
V (e29) 0.951 0.101 0.951 0.101 0.607 0.133
V (e39) 0.994 0.192 0.994 0.192 0.232 0.228
Clerr £19) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Cleor £29) 0.465 0.102 0.465 0.102 0.465 0.102
C(oo, 01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Tmonitor 1.165 0.362 0.802 0.142 1.122 0.276
Trules -0.425 0.313 -0.390 0.134 -0.437 0.232
Class Prevalence 0.1294 (n=77) 0.6538 (n=390) 0.2167 (n=129)
LL = -2717.331, df=37 BIC = 5671.16 Entropy = 0.88 BLRT =@D0
* p<0.05
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Figure 5.3 Boys’ Trajectories of Aggressive Behavior
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Patterns of Aggressive Behavior in Girls
The process of estimating the optimal growth modegjids parallels that for boys.

The fit indices that inform model selection are repoiih Table 5.4. For boys, the 3- and 4-

class solutions were readily identified as the viablelei®for consideration. For girls,
none of the models are strongly or consistently esetbthus far. According to the BIC
statistic, the 3-class solution is best; though theptexsize adjusted BIC continues to drop
with each addition of a class. The continued impramnm SSABIC even when all other fit
indices would reject a model suggests that it is noti@bitelmeasure of fit in this case. The

entropy statistic is acceptable for each of the models,so is not helpful for differentiating
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goodness-of-fit or explanatory power. Conversely, th&Alejects all but the 2-class

solution.

Table 5.4 Fit Indices for Latent Class Solutions: $&5in=581)

Base Modefs
Latent classes LL df BIC SSABIC Entropy ALRT BLRT
2 -2468.173 23 5082.734 5009.718 0.906 0.0036 0.000
3 -2409.018 33 5028.074 4923.311 0.865 0.1762 0.000
4 -2366.317 43 5006.318 4869.809 0.846 0.1330 0.000
5 -2339.813 53 5016.958 4848.703 0.868 1.0000 0.000
6 -2305.446 63 5011.872 4811.871 0.823 0.5642 0.000

Modified Models
3.1 -2061.292 39 4370.809 4246.999 0.908 0.020 0.000
3.2 -2061.456 38 4364.773 4244.137 0.908 0.014 0.000
4.1 -2021.872 49 4355.617 4200.061 0.848 0.098 0.000
4.2 -2021.991 48 4349.490 4197.108 0.847 0.256 0.000

2 Base models free the parameters for the correlafi®®EA-R scores in Fall and Spring of and 2°
grade, and the correlation of the growth factors (slapergept) is set to zero

Thus far, the 2-class solution is the best candidate fmal model. First, however, efforts
are made to improve the fit of the 3- and 4-class salstilo order to provide a more rigorous
comparison to the base 2-class model.
Modification indices for the girls’ 3-class model alkgled those for boy’s models in

suggesting that the intercept and residual variancesdarah-aggressive class should
be allowed to vary from the other classes’. Thesarpaters were freed in Model 3.1, with
the results reported in Table 5.4. Estimation of thoslifred model notably improved model
fit, but also resulted in a problematic parameter — ativegeariance for the Class Three
(non-aggressive) intercept. Because it was small andgigoificant § = -0.001, s.e.=0.002),

the Class Three intercept variance was constramedrb in the subsequent model. Results
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of this modification are reflected in Model 3.2, whid¢tow/s the same increased goodness-of-
fit, now without any problematic estimates.

When the 4-class solution is modified, the same psogefolds. Model 4.1 for girls
resulted in improved BIC and SSABIC, decreased — butstiéptable — entropy, and the
ALRT is no longer acceptable. In addition, Model 4.1nestes a negative variance for the
intercept of Class Foup = -0.001, s.e.=0.002). In Model 4.2 this parameter is sadrtg but
again the ALRT indicates that this model does not proaigeod description of the girls’
data. The choice of the best model for girls, thebetween the base model 2-class solution
and the modified 3-class solution (Model 3.2). The 3-das#ion is unanimously endorsed
and is therefore chosen as the best fitting model ftg. gAs was the case for boys, the best
fitting model for girls identifies three distinct trajeries of aggressive behavior. Parameter
estimates for the final girls’ model are presented bl &.5. Figure 5.4 provides a graphical
representation of these groups.

Eight percent (n=48) of the girls in the sample aostrlikely to be in Latent Class 1,
which can be characterized as a High-Declining (HD) pattéaggressive behavior. Like
their male counterparts, these girls start at higalseof aggressive behavior in the Fall of
first grade (@ = 3.687, s.e. = 0.170) and consistently decrease in aggresspugh third
grade (3 =-0.418, s.e. = 0.107). The majority of girls in theagke are likely to be classified

in Latent Class 2 (n=361, 62%), which describes a ModeratdeStMS) pattern of
aggressive behavior. Girls in this class, on average raged 1.772 (s.e. = 0.046) on the
TOCA-R scale in the Fall of first grade and showedignifsicant change at each subsequent
assessmenp (= 0.049, s.e. =0.027). Finally, thirty percent of tiisgn the sample (n=172)

have the highest probability of membership in the Low-8téh) trajectory. Girls in this
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class are rated as non-aggressive by their teachtms kall of first grade ¢ = 1.058, s.e.=

0.020), and at each assessment thereafter through third(frade067, s.e. = 0.019)

Table 5.5 Parameters Estimates for Three-Class MGiléd: (n=581)

Aggression Growth Estimates

High-Declining Moderate-Stable Low-Stable
Parameter Estimate SE Estimate SE Estimate SE
0o 3.687 0.170 1.772 0.046 1.058 0.020*
01 -0.418 0.107 0.049 0.027 0.067 0.019*
V(%) 0.130 0.023* 0.130 0.023 0.000 Fixed
V(@ 0.002 0.003 0.002 0.003 0.002 0.003
Yrace 1.126 0.736 0.363 0.277
Yinch 0.445 0.509 -0.142 0.239
YVage 0.758 0.539 -0.242 0.238
Vieady 0.891 0.211 0.343 0.119
Vieject 1.976 0.361 0.842 0.263
V(e16) 0.213 0.033 0.213 0.033 0.007 0.004
V(er9) 0.262 0.038 0.262 0.038 0.013 0.004
V (e26) 0.420 0.059 0.420 0.059 0.145 0.042
V(e29) 0.414 0.041 0.414 0.041 0.284 0.069
V(es9) 0.663 0.075 0.663 0.075 0.077 0.030
Clear €19) 0.006 0.003 0.006 0.003 0.006 0.003
Clezr. £29) 0.192 0.051 0.192 0.051 0.192 0.051
C(oo, 01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Trmonitor 0.383 0.408 1.885 0.184 1.890 0.264
Trules -0.757 0.433 -0.073 0.122 -0.036 0.178
Class Prevalence 0.0829 (n=48) 0.6219 (n=361) 0.2952 (n=172)
* p<0.05

1% The slope estimate of 0.067 is significant at p<.001thsiniegligible in magnitude, hence the designation of
this trajectory as low-stable, not low-increasing.
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Figure 5.4 Girls’ Patterns of Aggressive Behavior
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The Influence of Covariates on Development of Aggression

Subsequent to the identification of the unique patternsoaitgrin aggression for
boys and girls, | proceed to an examination of thengxtewhich risk factors
differentiate the probability of class membership. Rehat the following covariates are
included in the models: race, free lunch eligibilitgeaschool readiness, peer rejection,
parental monitoring and parental rule setting. Regresfasg membership on race, free
lunch eligibility, age, school readiness and peer tiejecaptures the utility of these

antecedent risk factors for predicting aggression trajgct@mbership. Parental monitoring
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and rule-setting are established risk factors for aggmnessid are hypothesized to
contemporaneously influence the development of aggrelsshavior. However, these are
retrospective measures assessed at the young adultentem therefore likely reflect
respondents’ generalized recollections of their paretytes over the duration of their
childhood. As such, parental monitoring and rule-setinggnot incorporated into the model
in the same fashion as the prospective measures. rRéienodel uses these covariates in
addition to the growth factors to define the trajectdag®es. The most accurate
characterization of the trajectory classes, thethat they describe the patterns of aggressive
behavior and the parenting experiences of the samptefirst through third gradé A
limitation of this modeling approach is that these c@tas cannot predict class membership,
but because the predictive utility of these covariatestsubject to explicit testing, it is
appropriate to include them in the model in the mannest sansistent with their original
measurement. For all covariates, odds ratios (ORyuke non-aggressive class as the
reference group provide an intuitive measure of the inflei@fcisk factors on the

development of aggression from first through third grade.

Influence of Covariates on Class Membership for Boys
Table 5.6 summarizes the findings on the influence ofr@tes on the
development of boys’ aggression. The parameter estinaaisociated with each covariate are

logit coefficients?, and represent the expected change in the log odds ofremsisership

1 For an economy of words, the identified trajectoriesraferred to as “aggression trajectories” or “pagef
aggressive behavior” throughout this document. The reademiaded that in fact, the trajectories capture both
patterns of aggressive behavior and the respondent’s experivith their parents.

12 parameter estimates are also reported in Table 4atdutpeated here for ease of reference.
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(relative to a reference category) associated witheauoit change in the covariate
Inspection of the covariate parameter estimates andratids (OR) reveals several things of
note. Being nonwhite is significantly related to an iase® risk of membership in the MI
trajectory group relative to the LI group (OR = 2.60:TH19-4.54), but does not place boys
in the sample at higher risk of membership in the HD grdtimibility for free or reduced
lunch does not significantly predict membership in any of thedlulasses, nor does a
dichotomous measure afje.

Among the antecedent risk factors included in the modeddeeadiness and peer
rejection appear to have the most powerful influencdassenembership. Recall that each
of these covariates is measured on a scale of oire twith higher scores corresponding to
higher levels of risk. From Table 5.6 we see that bdys are one unit above the mean
scoré* for school readiness have significantly increased oddeaibership in either the Ml
group (OR=1.55, CI=1.09-2.21) or the HD group (OR=2.37, CI=1.55-3.B148. relationship
of peer rejection to aggressive trajectory membership is eaee striking. Boys who are
rejected by their peers experience notably higher rigkttheir accepted counterparts of
membership in the MI trajectory relative to the Ljectory (OR=6.83, Cl=3.26-14.27), and
even more pronounced risk for membership in the HD t@je¢OR=17.74, CI=7.92-39.77).
Conversely then, boys who are deemed by their teatthées more prepared for schooling

than their peers, and who are accepted by their peess, significantly decreased risk

of membership in either of the aggressive groups.

13 The measurement portion of the growth mixture madgiven by: ¥ =mng +ng & + &, , where g&= 0, 0.5, 1.0,
1.5, 1.5. The structural component is giveniay= ook + YorXi + Coi: M1i = oak +yuXi + &1i , Where x=race,
lunch, age, ready, reject. The probability of membprisha given class given some value on a covariate is
calculated with: P(c=k|x) = exq@(+ viX)/ Z [expk + YkX).

4 The measures fdkeadyandRejectwere mean-centered for ease of interpretation.
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Table 5.6 Association of Trajectory Class Membership @bvariates: Boys (n=597)

Antecedent covariates predicting class membership

Covariate Class Est (SE) OR Cl
Race HD 0.359 (0.524) 1.432 0.513-4.00
MI 0.956 (0.284) 2.601 1.49-4.54
LI
Lunch HD 0.861 (0.512) 2.366 0.867-6.46
MI 0.146 (0.324) 1.157 0.613-2.19
LI
Age HD 0.893 (0.521) 2.440 0.879-6.79
MI 0.430 (0.318) 1.537 0.824-2.87
LI
Ready HD 0.862 (0.215) 2.368 1.55-3.61
MI 0.437(0.181) 1.548 1.09-2.21
LI
Reject HD 2.876 (0.412) 17.74 7.92-39.77
MI 1.921 (0.376) 6.828 3.26-14.27
LI
Intercept HD -1.513 (0.630) 0.220 0.064-0.758
MI 1.138 (0.469) 3.121 1.24-7.83
LI

Covariates used to define trajectory classes:

Threshold (SE) OR Cl P(x=1)
Monitor ~ HD 1.165 (0.362) 0.958 0.396-2.314 0.238
MI 0.802 (0.142) 1.377 0.731-2.597 0.310
LI 1.122 (0.276) 0.246
Rules HD -0.425 (0.313) 0.988 0.462-2.113 0.605
MI -0.390 (0.134) 0.955 0.553-1.648 0.596
LI -0.437 (0.232) 0.607

& P(covariate=1|c) = 1/1+eXp
* p<0.05

To understand the effects of the covariates as a wih@ehelpful to calculate the
predicted probabilities of class membership based on timeag¢sti model for various
combinations of values on the covariates. Table 5.7 suines several predicted
probabilities based on various combinations of the caemfiteadyandRejectwhen all other

covariates are held at their zero. The predicted probebihighlight the difference between
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a boy in the sample who is above the mean onRetdyandReject(and therefore at
increased risk) with a probability of HD membership of 0.225mared with a boy who is

below risk on both covariates and a probability of HBnmbership of 0.004.

Table 5.7 Boys’ Predicted Probability of Class MemberBiaiped on Covariates

Value of Covariate Predicted Probability of Class Membership

Ready Reject HD Ml LI

0 0 0.051 0.719 0.23

0 +1 sd 0.142 0.816 0.043

+1 sd 0 0.093 0.766 0.140

+1 sd +1 sd 0.225 0.753 0.023

0 -1sd 0.001 0.335 0.655

-1sd 0 0.026 0.624 0.350

-1sd -1sd 0.004 0.225 0.771

Note: all other covariates held at zero

Neither of the retrospective measures of covariesitor or Rules appears to be
particularly helpful in delineating class membershipe Tanfidence intervals for each of the
odds ratios contain the value 1.0, which means thatdte of class membership in either HD
or MI are not significantly different from the oddsrmémbership in the LI trajectory,
regardless of risk on either covariate. The non-Baamit relationship is further observed in

the predicted probabilities for each class. For exanapi®ng boys in the HD class,
23.8 percent are predicted to have reported low levels aftgaraonitoring while growing
up. Forthe MI and LI groups, the predicted probabilities3arpercent and 24.6 percent,
respectively. With respect to parental rule setting, péréent of the HD class is predicted to
have reported little rule setting, with 59.6 percent eflt class and 60.7 percent of the LI

class predicted to report the same. These probabdite largely similar across classes, and
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thus it appears that the measures of parental monitarthgupervision are not particularly
powerful for distinguishing class membership for boys.

An unexpected finding is that the proxy measure for socim@unic statusyree lunch
status does not significantly distinguish class membershiifiyrof the groups. This result
may be a statistical artifact stemming from the nebirity of race and socioeconomic status
in these data. Estimating two additional models, ifrdtuding onlyrace and then onlyree
lunch statussupports this hypothesis. Both models yield the equivaldstantive results as

the full model. Complete results for each of themelels are reported in Appendix B.

Influence of Covariates on Class Membership for Girls

The influence of covariates on class membership forigidesmmarized in Table 5.8.
Raceis not significantly related to an increased risk ofmbership in either the HD or the
MS trajectory relative to the LS trajectory. As whs tase for boys, eligibility for free or
reducedunch andagestill do not significantly predict or differentiate mbership in any of
the three classedndeed, school readiness and peer rejection arenthaatecedent risk
factors that have significant influence on class mestbgifor girls. Girls assessed by their
teachers at higher risk than their peers have significentreased odds of membership in

either the MS group (OR=1.409, CI=1.12-1.79) or the HD group=@>&38, CI=1.61-3.69).
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Table 5.8 Association of Trajectory Class Membership @ibvariates: Girls (n=581)

Antecedent covariates predicting class membership

Covariate Class Est (SE) OR Cl
Race HD 1.126 (0.736) 3.083 0.729-13.05
MS 0.363 (0.277) 1.438 0.835-2.47
LS
Lunch HD 0.445 (0.509) 1.560 0.576-4.23
MS -0.142 (0.239) 0.868 0.544-1.39
LS
Age HD 0.758 (0.539) 2.134 0.742-6.14
MS -0.242 (0.238) 0.785 0.493-1.25
LS
Ready HD 0.891 (0.211) 2.438 1.61-3.69
MS 0.343 (0.119) 1.409 1.12-1.79
LS
Reject HD 1.976 (0.361) 7.214 3.55-14.64
MS 0.842 (0.263) 2.321 1.38-3.89
LS
Intercept HD -3.718 (1.065) 0.024 0.003-0.196
MS 1.001 (0.292) 2.721 1.54-4.84
LS

Covariates used to define trajectory classes:

Threshold (SE) OR Cl P(x=1)
Monitor HD 0.383 (0.408) 4.512 1.75-11.63 0.405
MS 1.885 (0.184) 2.055 0.824-5.13 0.132
LS 1.890 (0.264) 0.131
Rules HD -0.757 (0.433) 1.005 0.526-1.92 0.681
MS -0.073 (0.122) 1.037 0.669-1.61 0.518
LS -0.036 (0.178) - - 0.509

& P(covariate=1|c) = 1/1+eXp
* p<0.05

Girls who are rejected by their peers are at increaskedor membership in the MS
trajectory relative to the LS trajectory by a faacdd@.32 (Cl=1.38-3.89), and their risk for

membership in the HD class increases by a factor of 7.2+8&3-14.64). While not as
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remarkable as the boys’ increased risk §6R17.74), peer rejection still appears to exert
powerful influence on the aggression trajectories ofetlgards.

Table 5.9 summarizes the predicted probabilities of clasalrarship in each class for
various combinations of values BeadyandReject with all other covariates held at zero.
The girls who are most likely to exhibit a pattern dhdeor consistent with the LS trajectory
are below the average risk with respect to schooimeas and peer rejection (Pr=0.717).
These girls also have a near zero probability of bagsigned to the HD trajectory class. The
retrospectively measured covariategnitor andRules show a different relationship with

class membership for girls than was observed for boys.

Table 5.9 Girls’ Predicted Probability of Class Membgr&ased on Covariates

Value of Covariate Predicted Probability of Class Membership

Ready Reject HD MS LS

0 0 0.006 0.727 0.267

0 +1 sd .001 0.916 0.074
+1 sd 0 0.014 0.794 0.192
+1 sd +1 sd 0.021 0.929 0.049

0 -1sd 0.003 0.373 0.625
-1sd 0 0.003 0.641 0.357
-1sd -1sd 0.0007 0.282 0.717

Note: all other covariates held at zero

Whereas for boys, neither has a significant relahgnwith class membership,
Monitor evinces a significant relationship with membership inHBegroup relative to the
LS group (OR 4.51, CI=1.75-11.63). This means that girlsmeport lower levels of
parental monitoring are at increased risk for membershipel HD class relative to the LS

group. The relationship for girls in the MS group is ¢stesit with the expectation of lower
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levels of parental monitoring increasing risk for aggresiseleavior patterns (OR=2.055), but
this relationship is not significant (Cl1=0.824-5.13). WHhems threshold parameters are used
to calculate predicted probabilities, we see that 40.5 peotdme girls in the HD group are
likely to have reported low parental monitoring, compareti W8.2 percent of the MS girls
and 13.1 percent of the girls in the LS trajectory. iffieence ofRuleson class membership
is not significant for any group.

The proxy measure for socioeconomic stafieg lunch statuysdoes not significantly
distinguish class membership for girls. Again, this findsagnexpected in light of the
existing empirical research establishing SES as preditiglass membership. Two
additional models (one including onigce and a second witlunchonly) are presented in
Appendix B, and support the hypothesis that this finding&lection of the collinearity of
race and socioeconomic status in these data. Both sngidéd the equivalent substantive

results as the full model.

Relationship of Trajectory Classes to Distal Outcomes

The presentation of findings turns now to the questiomhather knowledge of
aggression trajectory membership is helpful for understgrttie adolescent offending
outcomes these students experience. The utility ohardic measure of aggression as an
independent variable for predicting to distal outcomes mssassl by regressing four measures

of distal outcomes on class membership.
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The Relationship Between the Development of Aggression and Boys’ & @féeriding

Results of the analyses on distal outcomes fos laog summarized in Table 5.10.
The first adolescent outcome of interest is simpigther boys in the data experienced at
least one arrest between the ages of ten and eighteeong all the boys in the sample, 27
percent (n=161) were arrested at least one time. A dioioais measure of arrest is regressed
on class membership to assess the probability of apesifis to each class. Results show
that class membership significantly differentiateslitedinood of arrest for all classes. The
odds of arrest for boys in the HD trajectory are 3.466¢ for boys in the LI group
(CI=1.416-8.431), and boys in the MI group are also at suamfly increased risk of arrest
compared to boys in the LI group (OR=2.490, CI=1.176-5.272). Rotlghly-six percent of
HD boys are expected to experience at least ond,atoespared with 29.2 percent of boys in
the MI group and 14.2 percent of boys in the LI group.

Knowledge of aggression trajectory membership also higm#icant relationship
with the dichotomous measure of violent offending.tf@f597 boys in the sample, 22.3
percent (n=133) were arrested for a violent offense. g@rbisability varies significantly,
however, according to which trajectory a boy’s aggressitiavder most resembled. Boys in
the HD trajectory had 3.815 (Cl=1.508-9.650) the odds of a vialeast than their LI
counterparts, and a predicted probability of violent ane6t304. Membership in the Ml

trajectory also distinguished boys with higher risk ofemdlarrest (OR=2.854,

Cl=1.360-5.990).
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Table 5.10 Association of Boys’ Trajectory Class Merabgr with Distal Outcomes

Trajectory Proportion with

Class Outcomé OR 95% ClI
Any Official Arrest HD 0.364 3.456 1.416-8.431
MI 0.292 2.490 1.176-5.272
LI 0.142 - -
Any Violent Arrest HD 0.304 3.815 1.508-9.650
MI 0.247 2.854 1.360-5.990
LI 0.103 - -

Categorical Offending Mix

Violent only HD 0.093 0.337 0.084-1.352
Ml 0.078 0.409 0.121-1.387

LI 0.033 -- -
Violent and Non-violent HD 0.212 0.260* 0.102-0.666
Ml 0.168 0.351* 0.165-0.744

LI 0.069 -- -
Non-violent only HD 0.059 0.299* 0.112-0.799
Ml 0.045 0.418 0.174-1.008

LI 0.044 -- -

No offending HD 0.635 -- --

Ml 0.709 -- -

LI 0.853 -- -

a Percentages are based on threshold estimates agideardy: P(y=1|c) = 1/1+eXp
Note: OR = odds ratio; Cl = 95% confidence interval
*p<0.05

The final distal outcome summarized in Table 5.10 exanireeselationship between
aggression trajectory membership and a categorical medsfferaling mix. This measure
includes four mutually exclusive categories to represesetinose offense mix
comprised: 1)violent offending only, 2) a mix of violendanon-violent offenses, 3) non-
violent offenses only, and 4) no offending at all. Theeawved distribution of this variable in
the data is as follows: violent offending only = 0.07, efdland non-violent offending =

0.152, non-violent offending only = 0.047, and no offending = 0.730.
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Note first that the predicted probabilities for the Née@dling category are the
complements of the predicted probabilities of the dicmotes measure of arrest. Second,
while the predicted probabilities for each trajectoryaresistent with expectations (i.e. the
HD trajectory has the highest probability of violent affeng only), the relationships between
aggression trajectory and offense mix are less robastttiose observed for the dichotomous
measures of offending and violent offending. Boys inHBetrajectory are less likely to
commit a mix of offenses (OR=0.260, CI=0.102-0.666) or norewiobffenses only
(OR=0.299, CI=0.112-0.799) and boys in the Ml trajectory hawel odds of committing a

mix of violent and nonviolent offenses (OR=0.351, 0.165-0.744).

The Relationship Between Development of Aggression and Girls’ Juéfateling
The analyses were repeated for the girls in the lgrapd results are reported in

Table 5.11. To begin, the consistent empirical obsenvaéhat plagues prediction efforts for
girls — that they offend at lower rates than boysrejgoduced in these data. Of the 581 girls
in the sample, 11.7 percent (n=68) have official aresinds from ages 10 through 18.
Nevertheless, when the dichotomous measure of asresgriessed on class membership,
results show a significant relationship for girls ie tHD class. These girls are roughly 7.5

times more likely (CI=3.034-18.30) their non-aggressive peegggerience an arrest
during adolescence. Membership in the MS trajectory groap dot appear to place girls at

increased risk for arrest (OR=1.445, CI=0.703-2.970).
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Table 5.11 Association of Girls’ Trajectory Class Memhbgrsvith Distal Outcomes

Trajectory Proportion with

Class Outcomé OR 95% ClI
Any Official Arrest HD 0.373 7.452 3.034-18.300
MS 0.103 1.445 0.703 - 2.970
LS 0.074
Any Violent Arrest HD 0.293 6.068 2.315-15.904
MS 0.064 1.00 0.450-2.224
LS 0.064

Categorical Offending Mix

Violent only HD 0.143 0.256 0.076-0.867
MS 0.045 0.918 0.341-2.468
LS 0.041 -- --
Violent and Non-violent ~ HD 0.146 0.170 0.064-0.450
MS 0.019 1.016 0.453-2.278
LS 0.024 -- --
Non-violent only HD 0.078 0.129 0.049-0.335
MS 0.042 0.631 0.272-1.462
LS 0.005 -- --
No offending HD 0.633 -- --
MS 0.894 -- --
LS 0.930 -- --

a Percentages are based on threshold estimates agideardy: P(y=1|c) = 1/1+eXp
Note: OR = odds ratio; Cl = 95% confidence interval
*p<0.05

The model for a dichotomous measure of violent offendingysres similar results.
In the overall sample of girls, 8.3 percent (n=48) waerested for a violent offense. When a
dynamic measure of aggression is utilized, girls inHBegroup are significantly and strongly
distinguished from girls in the LS class (OR=6.068, CI=2.31544. Girls in the MS
trajectory appear to be indistinguishable from the §8 giith respect to violent offending.
The predicted probability of violent offending is equaltlee two classes (Pr=0.064) and the
odds ratio of 1.0 confirms that the odds of a violent agesequivalent for the MS and LS

trajectories.
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The observed distribution of offense mix for girighe sample is as follows: 1)
violent offending only = 0.052, 2) mix of violent and non-eiatl offending = 0.031, 3) non-
violent offending only = 0.034, and 4) no offending = 0.883. Whéendategorical measure
is included as a distal outcome influenced by aggressioctwajemembership, only the HD
group is distinguished as significantly related to therefé mix categories. Girls in the HD
aggression trajectory have a predicted probability = 0.148 ddb of violent offending only
or violent and non-violent offending, respectively. was the case for boys, membership in

the MS group does not differentiate risk for these categ relative to the LS group.

Aggression Trajectory Membership and Age of Onset for Boys
The next stage of the analyses examines the effeatgyoession trajectory

membership and the age of onset of criminal behavior asureghby arrest. Dummy
variables for onset at each age from ten through sixteee regressed on aggression
trajectory class membership. Ages seventeen and emgivexe collapsed into one dummy
variable capturing onset at either age. The resultsT(@ele 5.12) reveal no significant
relationships among patterns of aggression during elemesthopl and the age of onset of
criminal behavior. Because onset is a relatively esamt, particularly when measured by
official arrest data, and because here the occurrdragset is distributed over eight time

periods, it is likely the case that there is insuffitieariation in each dummy category to
detect significant relationships. To assess this posgjlitie analysis was rerun on a
dichotomized measure of age of onset. Onset befor&ftaga was selected as the
demarcation point because roughly half (n=85) of all thenadliérs in the boys’ sample

experienced onset of official offending behavior befbent
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Estimation of this model (Sedodified Modelpanel in Table 5.12) suggests that aggression
trajectory membership does have a meaningful influenagerof onset, but this relationship

was masked in the first analysis.

Table 5.12 Association of Boys’ Trajectory Class Merabgr with Age of Onset

Trajectory  Percentage with

Onset at age: Class Outcomé HOR 95% ClI

10 HD 0.000 0.000 0.000-0.000
Ml 0.003 0.356 0.021-6.184

LI 0.007

11 HD 0.019 62648 rrk

Ml 0.009 30801 ok

LI 0.000
12 HD 0.028 4.324 0.187-99.86
Ml 0.011 1.610 0.084-30.89

LI 0.007
13 HD 0.094 1.974 0.432-9.025
Ml 0.069 1.407 0.454-4.359

LI 0.050

14 HD 0.094 i i

Ml 0.071 i i

LI 0.000
15 HD 0.053 3.521 0.483-25.69
Ml 0.056 3.722 0.694-19.947

LI 0.016
16 HD 0.015 0.283 0.019-4.288
Ml 0.072 1.460 0.442-4.826

LI 0.051
17-18 HD 0.033 1.087 0.154-7.684
Ml 0.016 0.523 0.100-2.744

LI 0.031

Modified Model

Before age 1% HD 0.212 3.979 1.324-11.957
MI 0.156 2.734 1.114-6.710
LI 0.063 --—- ---

|
2 Percentages are based on threshold estimates agigeardy: P(y=1|c) = 1/1+eXp'
Note: HOR = hazard odds ratio; Cl = confidence irgterv
*p<0.05
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Boys who were on the HD trajectory of aggressive bemnaltring elementary school are
almost four times more likely than boys from thegkdup to experience onset before age
fifteen (HOR=3.979, CI=1.324-11.957). Membership in the Mettajry membership also

puts boys at increased risk of onset before age 15 (HOR=ZTF34.,114-6.710).

Aggression Trajectory Membership and Age of Onset for Girls

The same analysis of age of onset as a distal outamggrls (see Table 5.13) yields
similar results as for boys, with the exceptionved tsignificant findings. Girls in the HD
trajectory have significantly increased risk of expeeieg onset at age thirteen
(HOR=14.455, CI=2.697-77.471) and age fifteen (OR=18.504, CI=1.194-286.6983¢ T
significant relationships do not appear to be part of a lasystematic pattern, and
examination of the predicted probabilities reveals fitvaévery age until seventeen, girls in
the HD trajectory group are at higher risk of onsdtis Tesult is not surprising, nor is it
particularly informative. The modified model with a di¢bhmized measure of onset is
therefore estimated for girls. Age fourteen was setkat the cut point for the girls’ model,
as the 32 girls who experienced onset before age fowrtesprise almost half (47.1 percent)

of all girls who committed any offense. Resultsha te-estimated model are reported in

the lower panel of Table 5.13. A clear relationship leetwmembership in the HD trajectory
and an increased probability of experiencing onset befpegourteen (HOR=9.458,
ClI=3.022-29.600) is now evident. Membership in the MS grouptisissociated with

increased risk of onset before age fourteen relatitleetd.S group.
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Table 5.13 Association of Girls’ Trajectory Class Mensb@ with Age of Onset

Trajectory  Percentage with

Onset at age: Class Outcomé HOR 95% ClI

10 HD 0.021 70931 *hx
MS 0.000 1.000 1.000-1.000
LS 0.000

11 HD 0.022 4.616 0.141-150.927
MS 0.003 0.682 0.010-45.605
LS 0.005

12 HD 0.070 4.313 0.721-25.783
MS 0.014 0.804 0.165-3.920
LS 0.017

13 HD 0.146 14.455 2.697-77.471
MS 0.022 1.942 0.392-9.632
LS 0.012

14 HD 0.042 2.072 0.213-20.190
MS 0.020 0.971 0.188-5.020
LS 0.021

15 HD 0.087 18.504 1.194-286.699
MS 0.015 3.020 0.206-44.240
LS 0.005

16 HD 0.036 3.053 0.260-35.90
MS 0.012 0.973 0.162-5.852
LS 0.012

17-18 HD 0.000 0.000 0.000-0.000

MS 0.009 1.507 0.145-15.654
LS 0.006

Modified Model

Before age 1¢ HD 0.245 9.458 3.022-29.600
MS 0.040 1.211 0.413-3.552
LS 0.033

|
2 Percentages are based on threshold estimates agigearéy: P(y=1|c) = 1/1+eXp'
Note: HOR = hazard odds ratio; Cl = confidence irgterv
*p<0.05
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Linking Boys’ Childhood Aggression with Juvenile Offending and Adult Offending
The final question of how the development of aggressioimg childhood influences

adult offending, and desistance from adult offending itiqadar, can now be examined. To
begin, | estimate a model that treats adult offendinggssny other dichotomous outcome
linked with the GMM. These results are reported as Mbdie Table 5.14. The significant
relationship of childhood aggression trajectories vatkr offending is maintained in this
model. Boys in the HD class are almost seven tima® likely than their non-aggressive
peers to experience adult incarceration, and boys iNlthejectory are almost five time as
likely. However, while this model provides an good initrelication of a positive association
between childhood development and adult outcomeseg dot take behavior in the
intervening developmental period into account, and is ther@iot consistent with the
conceptual model linking childhood development to adulthoodwbehthrough adolescent
development and behavior. A second model more conswitnthis pathway is estimated.
Model 2 includes consideration of juvenile offending by #yeg a two-part growth model.
The growth model for aggression remains the same, but jevafending is now also
measured as a growth model with two known classes — thlaseommitted a juvenile
offense and those who did not. This allows the childigrod/th model to influence the
juvenile growth model, which in turn is related to the adéfending (measured by adult

incarceration). This model shows that of those wiraroitted a juvenile offense, 39.8
percent go on to experience adult incarceration, compatkd 8 percent of those who did
not experience arrest as a juvenile. Estimation ofppart models does not generate

transitional odds ratios for the entire two-part gropibicess.
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Table 5.14 Association of Boys’ Trajectory Class Memiigrsvith Adult Incarceration

Trajectory  Proportion with

Class Outcomé OR 95% ClI
Adult Incarceration
Model 1 HD 0.246 6.891 1.580-30.050
Ml 0.183 4.710 1.134-19.571
LI 0.045
Childhood Trajectory Adolescent  Adult
Class Outcome  Outcome Class Count
Model 2 HD JA Al 14
(n=77) JA NI 15
NJ Al 5
NJ NA 43
Ml JA Al 48
(n=398) JA NI 68
NJ Al 25
NJ NA 257
LI JA Al 3
(n=122) JA NI 14
NJ Al 3
NJ NA 102
Class Transition Probabilities: Childhood to Adolescence  JA NJ
HD 0.709 0.635
Ml 0.860 0.709
LI 0.140 0.860
Class Transition Probabilities: Adolescence to Adulthood Al NA
JA 0.398 0.602
NJ 0.076 0.924

a Percentages are based on threshold estimates agideardy: P(y=1|c) = 1/1+eXp

Note: OR = odds ratio; Cl = 95% confidence interval
*p<0.05
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Therefore, to show the various progressions of behav@&rtbe three phases of development,
the second panel of Table 5.14 reports the latent adasgscfor each possible pattern based
on the estimated model. For example, of the 77 botwikiD trajectory class, 14 then also
experience both juvenile arrest (JA) and adult incat@er (Al). Forty-three of the boys in

the HD class during childhood were not arrested as jugefild), nor were they incarcerated
as adults (NA). These patterns are particularly béfpf distinguishing highly stable

patterns of behavior over time from those that sugdesiging behavior, potentially toward
desistance. One such group of interest is made up aftdenfboys who were in the HD
trajectory during elementary school, experienced aasgtveniles, but have not experienced

adult incarceration.

Linking Girls’ Childhood Aggression with Juvenile Offending and Adult Offgndi
Girls’ aggression trajectory membership is not as gtyorelated to adult offending as

it is for boys. The odds ratios reported in the fisbel of Table 5.15 suggests that
membership in any of the three groups does not significdift@rentiate the likelihood of
experiencing incarceration as an adult. Consideratitimeopercentage of girls expected to
actually experience adult offending reveals one possipéanation for this. Even among the
most aggressive group of girls, only two percent are exgpéatexperience adult

incarceration. One percent of the MS girls and just tralf a percent of LS girls are
expected to be incarcerated as adults. This findingctrthereof, echoes findings observed
in much of the literature on female involvement in offemg. There is simply not enough

variation in the outcome to detect any relationship wtitential antecedents.

122



Table 5.15 Association of Girls’ Trajectory Class Memhgrsvith Adult Incarceration

Trajectory  Proportion with

Class Outcomé OR 95% ClI
Adult Incarceration
Model 1 HD 0.022 3.805 0.221-65.402
MS 0.011 1.939 0.207-18.159
LS 0.006

Childhood Trajectory Adolescent  Adult

Class Outcome Outcome  Class Count
Model 2 HD JA Al 1
(n=47) JA NI 16
NJ Al 0
NJ NA 30
MS JA Al 1
(n=361) JA NI 37
NJ Al 3
NJ NA 320
LS JA Al 0
(n=173) JA NI 13
NJ Al 1
NJ NA 159
Class Transition Probabilities: Childhood to Adolescence JA NJ
HD 0.356 0.644
MS 0.105 0.895
LS 0.076 0.924
Class Transition Probabilities: Adolescence to Adulthood Al NA
JA 0.029 0.971
NJ 0.008 0.992

a Percentages are based on threshold estimates agideardy: P(y=1|c) = 1/1+eXp
Note: OR = odds ratio; Cl = 95% confidence interval
*p<0.05

123



Results from Model 2, which was specified to be coesiswith the conceptual
model, are somewhat more informative. The additioadofit offending outcomes does little
to distinguish these results from those for the analg§éhe relationship between childhood
aggression and juvenile offending. That is, the modeirosfthat HD girls are more likely
than their peers to be involved in juvenile offending. Tmglel is notably distinguished
from the previous models, however, in that the modahwehal trend observed in all groups

is one of non-offending.

Summary of Findings

Patterns of Aggressive Behavior Identified for Boys and Girls
Application of General Growth Mixture Modeling to theltdaore Prevention Project

data yielded a 3-class solution as the best model to begmatiterns of aggressive behavior
from first to third grade for boys and girls separatdite model for boys shows a High-
Declining (HD) pattern of behavior beginning with high le&isiggression in the Fall of
first grade and steadily declining thereafter. This ttajgogroup approximates the behavior
of about thirteen percent of the 597 boys in the sanidiest of the boys in the sample

(roughly 65 percent) exhibit behavior consistent with thersg¢rajectory, termed
Moderate-Increasing (MI). This group of boys began tts¢ §rade already exhibiting low to
moderate levels of aggression, and teachers reportedsedraggression at each assessment
period after the Fall of first grade. On average, loyke MI group were assessed at a 1.951

on the TOCA-R scale, and by the Spring of third grade thesrage TOCA-R score was 2.48.
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Finally, a third trajectory describes the behavior of heks, at first grade entry, did not
exhibit any aggressive behavior. TOCA-R scores for thegs did increase over time, so
that the average TOCA-R assessment in Spring of thidkgras 1.59. This trajectory was
labeled Low-Increasing (LI) to reflect the statistigadignificant estimate for the slope
growth parameter. However, the increase over timeaiginal, and in light of the low initial
status, boys in the LI trajectory are functionallyan-aggressive group. They account for
about 22 percent of boys in the sample.

The best model to describe patterns of girls’ aggressivevio in elementary school
is also a 3-class solution, which bears more simyléinian difference to the boys model. As
was observed for boys, one trajectory identifies allsgnoup of girls — just over eight percent
— who initially exhibit high levels of aggression but desigheir aggressive behavior over
time. This group of girls, also labeled High-Declining (HDoves from an average TOCA-R
score of 3.687 at first grade entry to an average sc&&42 in the Spring of third grade.
The largest group of girls (62 percent) is most likelpéhave in accordance with the second
identified trajectory, the Moderate Stable (MS) group.IsGir this trajectory begin first grade
with moderate levels of aggression (the average TOG&eRe is 1.772), and longitudinal
assessments of their behavior reveal no significaartgdr Finally, the third trajectory
identified for girls represents about thirty percent ef$ample and characterizes a Low-

Stable pattern of behavior. These girls are non-agigeeat the beginning of first grade
as reflected by the average TOCA-R score of 1.058, amibaraggressive at the end of third
grade, when the average TOCA-R score is 1.23. Althoug$idpe growth parameter for this
group is positive and significant, it is sufficiently aliin magnitude to warrant the label

Low-Stable (LS).
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Relationships Among Risk Factors and Trajectory Membership

Analyses did not reveal significant relationships betwthe covariatdsinch age
monitoror rulesand membership in any of the three trajectories idedtiie boys. Race
evinced a significant relationship with the MI group onlyggesting that being Nonwhite
increases one’s odds of membership in that group relatitreetLI group of boysReadyand
Rejectwere both strongly associated with the MI and thettdizctory groups. Higher levels
of risk on either of these covariates were assatiaith increased probability of membership
in the Ml and HD groups relative to the LI group.

For girls, onlyReady Reject andMonitoring were found to be significantly associated
with trajectory membership. Higher levels of risk oa tdovariatefReadyandRejectpredict
membership in the HD and the MS groups. With respect enfamonitoring, girls in the
HD trajectory were more likely to have recollected lewels of monitoring than girls in the

other classes.

Aggression Trajectory Membership and Distal Outcomes
Aggression trajectory membership for boys significadifferentiated the probability
of two dichotomous measure of later offending: any offednd violent offending. Boys in
the HD trajectory have a predicted probability of offewgdof 0.364 —significantly higher than
the predicted probability for Ml boys of 0.292, which in tigsignificantly different
than the expectation for LI boys, who have a 0.142 fmtitypof offending. Violent
offending is similarly differentiated for boys basedtoajectory membership, with

probabilities of 0.304, 0.247 and 0.103 for the HD, MI and LI groappectively. Results
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for the categorical offending mix variable are legsachnd it appears that offending
trajectories do not systematically distinguish thegaties captured with this variable.

Trajectory membership for girls is also associated diffiering arrest outcomes,
though only one pattern of aggressive behavior in elemestanol, the High-Declining
pattern, significantly differentiates girls at highek for offending behavior. Girls in the HD
group have a predicted probability of offending of 0.373 compaiitdOai03 and 0.074 for
the MS and LS girls. HD girls are more than six 8ras likely as other girls in the sample to
commit a violent offense. The categorical offense m@asure for girls, like that for boys,
does not provide additional insight into the impact géttary membership on juvenile

offending outcomes.

Aggression Trajectory Membership and Age of Onset

The initial analysis for age of onset did not revesystematic relationship between
aggression trajectory membership and specific ages of fomdmiys. Subsequent analysis of
age of onset before age fifteen detected some notddi®nships. Namely, membership in
the HD trajectory increases the risk of onset bedge fifteen by a factor of almost four, and
membership in the MI trajectory group increases thishys& factor of almost three.

Similarly, analysis of specific ages of onset fotsgihid not illuminate the predictive

influence of the three trajectory groups. When onefrb age fourteen was compared

with onset at age fourteen or thereafter, howevds igi the HD trajectory emerged as more
than nine times as likely to experience onset befordaagteen. Risk of onset before age
fourteen was not significantly different for girlstime MS trajectory relative to their non-

aggressive peers.
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Linking Development From Childhood to Adulthood

Findings on the relationship between early childhood agigreguvenile offending
and adult offending are quite dissimilar for boys amts gparticularly with respect to
indications of desistance. While various patterns erdeiayeboys, some of which are
suggestive of a desistance process, virtually no girls epezdl adult incarceration.
However, rather than suggesting that girls’ early dgaralent does not explain variation in
later behavior, this result is consistent with existiegearch that shows earlier desistance for
girls compared to boys. This is taken as cause foimuad attention to girls’ development

rather than cause to abandon interest in it.
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CHAPTER SIX: DISCUSSION AND CONCLUSIONS

Patterns of Aggressive Behavior in Elementary School

The identification of three distinct patterns of aggree behavior during elementary
school for boys is consistent with existing reseandtich has generally identified three or
four trajectories of aggression for boys. Several sauidave identified a small group of boys
who exhibit problematic levels of aggression at theah#ssessment (usually kindergarten or
first grade) but decrease in aggression over time (fample, Broidy et al., 2003; Maughan
et al., 2000; Nagin and Tremblay, 1999; Shaw et al., 2003). Esermrfinding that a small
group of boys (12.9 percent of all boys in the sample)pcses the HD trajectory is
consistent with these previous efforts. The secofectay group identified in the BPP data
describes the behavior of the majority of the samples l§65 percent). Again, this sizeable
group is not the first to emerge from examinations of@ggjon trajectories, though there is a
fair amount of variation in the direction of growttentified for this trajectory. The MI group
identified here shows increasing aggression over timehbutate of growth is quite
moderate. Finally, the low aggression group is ubiquitoaggression trajectory research.

Three trajectories of aggressive behavior were ideati@ie girls as well. One group

of girls displays a high but declining pattern analogoubkedD trajectory for boys.

Interestingly, the level of aggressive behavior displaygthese girls at the beginning of first
grade is comparable to that displayed by boys. This e#piche findings of Schaeffer and
colleagues (2005), whose previous research on the BPPstiablistved similar initial levels

of aggression for boys and girls in the high aggressiompgtoThis finding also distinguishes

129



the current research from other existing research sutitaof Broidy and colleagues (2003),
which has generally found that the most aggressiveagilstill less aggressive than the most
aggressive boys. It is important to note, however, ek the pattern of behavior itself is
similar for boys and girls, it describes only 8.3 peradrgirls compared to 13 percent of
boys. The second trajectory for girls describes moeédeaels of aggression, and is also
notably similar to the boys trajectory. For both sexas is the modal pattern of behavior,
exhibited by roughly 65 percent of boys and 62 percent of dinlsal aggression ratings are
slightly lower for girls (TOCA-R=1.77 for girls, 1.95 foo¥s), and remain constant over
time. The third trajectory group for girls, the LS gromsglirectly analogous to the non-
aggressive trajectory for boys. Students in thesectmajes are non-aggressive at the start of
first grade and remain so through third grade. There iBeaatice in prevalence for this
group, which represents the behavior of 21.6 percent ofd@y29.5 percent of girls.

The findings discussed thus far point to the existence pirgally identifiable sub-
groups of individuals who differ according to their pattevhaggressive/disruptive behavior
over time. Evidence that individuals display differleniels of behavior and different rates of
change in that behavior over time is not particuladgtroversial or novel. Thus far, | have
simply presented a stylized description of observed behaifithe existence of such groups
is to have meaning for criminology theory or prevenpeoactices, we must examine whether

they vary systematically with respect to both theteeedents and their outcomes.
Critics of group-based quantitative methods like GGMM argatl#tent classes are
modeling random variation or “noise”. Such “random depeiental noise” is undeniably a
component of the interaction between the individunal @nvironment that defines

development (Lewontin, 2000: 35-36 as cited in Sampson augl PAO0Sb: 40). Itis
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unlikely, however, that the observed patterns are ifiethtentirely on the basis of random
noise. The next stage of analyses tested the vadiflityat criticism by looking at the
relationship between several theoretically derived prediof problem and antisocial
behavior and membership in each latent class. If timaged models identified patterns of
behavior based on random noise, there should be no systeatationship between the

antecedents of problem behavior and the trajectory t@sgithat behavior.

The Influence of Risk Factors on Aggression Trajectories
The dichotomous measure of race exhibited a signifiedationship only for boys in

the MI trajectory group. The finding that Nonwhite stasuassociated with a higher
probability of membership in the MI group relative to theroup is consistent with findings
from previous research that African-American ydtitand to be rated higher on externalizing
behaviors (Zimmerman, Khoury, Vega and Gil, 1995). This sstgdbat teachers may rate
Nonwhite students higher on aggressive behavior compared te $dents, even when the
actual levels of behavior are the same. It is alssiplesthat this finding is driven, in part, by
the high correlation in these data between race arideconomic status (r=0.647). Family
poverty may disrupt the socialization process in theehand place children at greater risk for
aggression. Children from poor homes are also more likadpserve criminality in their

neighborhoods, which may interact with vulnerabilitiesegated in the home to bring
about higher levels of aggressive behavior. The nonfgignt influence of race on
trajectory membership for girls may reflect their higlesels of parental monitoring, which
provides insulation from criminogenic neighborhood influenc&irls, particularly those

from lower-class families, are more closely monitdogdheir parents (Hagan, Simpson and

15 Of the 370 Nonwhite boys in the data, 363 are African+icag.
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Gillis, 1987). The high correlation between race ands/én@blelunch which was used as a
proxy for family SES, may also account for the lackighificant findings with respect to the
variablelunch Ageat first grade entry did not have a significant influena trajectory
membership for boys or girls.

Measures of school readiness and peer rejection shagveficant relationships with
aggression trajectory membership for boys and girlsdif@gs support the hypothesis that
students who are less prepared for school are more tixddg in the HD and the Ml or MS
trajectories groups, by a factor of 2.4 and 1.5, respectivelyoys, and by 2.4 and 1.4 for
girls . This hypothesis was generated based on theadneéicspectives such as those of
Loeber and Stouthamer-Loeber (1998), Moffitt (1993) anceP=th and colleagues (1989)
that implicate early school failure in the persiseen€ antisocial behavior. Additional
measures would be required to test whether the utilitgardher-assessed school readiness for
discerning trajectory membership is a reflection of sontketlying neuropsychological
deficit, or is indicative of the difficult socializatm experiences of children who experience
early school failure.

Peer rejection was hypothesized to increase the prolgaifiitntisocial behavior by
encouraging association with deviant peers, thus providgsaogial context that models and
reinforces antisocial behavior (Patterson et al., 1992 findings show that peer rejection is

strongly associated with HD and Ml trajectory memberéhifpoys, and with HD and
MS trajectory membership for girls.

Of the parental monitoring and supervision measures, kt@reship between

monitoring and the HD trajectory group for girls was theyamle to emerge as significant.

Consistent with the findings of Maughan and colleagues (26{DYirls were 4.5 times
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more likely to report low levels of parental monitorin§everal theories could claim this
finding as empirical support. Gottfredson and Hirschi’'s (192¢0eral Theory of Crime, for
example, identifies a lack of self-control as the aycausal agent in criminal behavior and
analogous acts. They believe that self-control devetoparly childhood as the result of
effective parental practices and supervision. Low parerdaitoring as predictive of
antisocial behavior is also consistent with Differ@nAssociation and Social Learning
perspectives (Akers, 1985; Sutherland and Cressey, 1955), whicth agselrt that the
freedom afforded by low parental monitoring is likely ésult in increased exposure to
delinquent others. Finally, several current articulat@minsontrol theory, such as Sampson
and Laub’s Age Graded Theory of Informal Social Conts@luld hypothesize that low
parental monitoring during early childhood likely corretalbdghly with parental attachment.
Thus, girls who reported low levels of parental monitprivere at high risk for membership
in the HD trajectory because of a lack social bood&eir parents. In addition, the failure to
form prosocial bonds with one’s own parents may atenthe likelihood of forming social
bonds in other relationships, so from a developmentappetive, this risk factor for girls
may mark the beginning of a highly detrimental “cumulatieatinuity” (Sampson and Laub,
1992). This finding contrasts with that of Heimer and Dexrd4.999), who found that low
parental supervision was directly related to self-reporielent behavior for males, but was

only indirectly related for females.

In summary, several risk factors demonstrated significglationships with class

membership: race, school readiness, peer rejectiorpaaadtal monitoring. Taken together

these findings constitute support for the notion that ttendt patterns of behavior identified
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by the growth models are more than just random noisekrawlledge of an individuals’

most likely class membership may have some practidayuti

The Influence of Aggression Trajectories on Offending Outcomes

The three identified trajectories were further valkdiby their ability to delineate the
risk of several measures of juvenile offending. Consistéth previous empirical work (for
example, Broidy et al., 2003, Maughan et al., 2000; NaginTaemblay, 1999; Petras et al.,
2004b; Schaeffer et al., 2003) and with theoretically derixpéctations, 85 percent of the
boys in the non-aggressive trajectory group during elemesthool avoided arrest from
ages ten through eighteen, and 90 percent were nevdedr@sa violent offense. Girls in
the non-aggressive group showed similar continuity of miakbehavior, with almost 93
percent never experiencing arrest and 94 percent neveilenqeg arrest for a violent
offense. For boys, membership in either the Ml or Fjettories was associated with
increased risk of offending. Both groups exhibit a higher peeea of arrest and violent
arrest than exhibited by the aggregated sample of boys.e Wibinbership in the moderate
trajectory distinguished boys from their non-aggressieeg@irls in the moderate trajectory
were not distinguishable from non-aggressive girls omldmsitcomes. Not so for girls in the
HD trajectory, 37.3 percent of whom were arrested duriadeh to eighteen age range, and

29.3% of whom were arrested for a violent offense. fifiegng that girls in the HD

trajectory were arrested at the same rate as bayeiHD trajectory is unique to this study.

Membership in the MI and the HD trajectories was shtmngignificantly increase the
risk of early onset (defined for boys as prior to agediff). Twenty-one percent of boys in

the HD group, and 15 percent of the Ml group were arrdstate their fifteenth birthday,
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compared to six percent of the LI boys. In lightled temarkable predictive relationship
between early onset and serious, long-term offendieg;e$ults for the HD group deserve
particular consideration. When an early age of ossgéwed as a mediating predictor
between early childhood aggression and long-term patéféending, these results identify
a non-trivial group of boys who are identified as beinthatextreme-high end of the risk
continuum by the end of third grade.

The relationship between aggression trajectories andfageset for girls is also
compelling. Only one trajectory, HD, puts girls at inseshrisk for early onset (defined for
girls as arrest before age fourteen), but the magndtittee relationship is notable. More
than 24 percent of the girls in the HD trajectory expeaeearly onset, compared to less than
five percent of girls in either the MS or LS groups. ibiattoo, that a higher percentage of
girls than boys in the HD group experience early onseggin, there are profound
implications for prevention based on this observediogiahip between patterns of aggressive
behavior in elementary school and juvenile offendinggomes.

Three distinct behavioral trajectories identified sapay for boys and girls are
meaningfully associated with both antecedent risk facod distal outcomes. These
findings support the notion that the growth mixture motalge identified meaningful sub-
groups of individuals who are differentiated from one heohot only with respect to their

observed behavior, but also with respect to the causesomsequences of it.

Gender and Aggression: Similarities and Differences for Boys and Girls

The empirical landscape of aggression trajectory rekdar girls is such that

replication is required before refinement is a reasenpbtsuit. Research on the
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developmental course of aggression in girls is limiged] the findings of research to date do
not allow for consistent conclusions. At the dgsore level, existing research shows that
girls exhibit lower average levels of aggression, and hiaee a lower prevalence of
offending from ages ten through eighteen. In this reghedresearch reported here is
consistent with established findings. The three trajms@f aggressive behavior identified
for girls have also been previously identified, thoughlhgps in varying combinations.

The general impression conveyed by existing research igitlsgare different in
initial levels, rate and shape of growth, and assioaiatith later behavior. The current
research, however, supports the conclusion that gelshare similar to boys than different.
These findings contribute to a small but growing body séaech that finds similar patterns
of aggressive behavior for boys and girls (for exanfpédaeffer et al., 2005), and similar
linkages between trajectory membership and distal offeralibgpmes (for example, see
Fergusson and Horwood, 2002; Maughan et al., 2000). This d@eussiot intended to
suggest that the development of aggression, antecedathtspasequences of it are identical
for girls and boys. Gender differences in growthtlf@r respective moderate and low
aggression classes are observed, parental monitoring exeirifluence on the HD group for
girls but not for boys, and the probability of distat@mes are not differentiated for the
girls’ MS and LS groups. Nevertheless, the similegitleat do emerge are notable because

they are contrary to one of the few consistent figdito emerge from the literature on
girls — that their childhood aggression is not as styorejated to juvenile offending
compared to boys (for example, Broidy et al., 2003)tat¢h, the similarities observed
between girls and boys in these data pertain to thé pnoslematic group — those who

exhibit high levels of aggression and elementary schabhaore offending during the teen
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years. This group is also the primary candidate forgmtgan and intervention efforts.
Interestingly, when analysis included a measure of adfelbding, results for girls were
dramatically different than for boys and were moresistent with existing research. Given
the interest in facilitating earlier desistance, hesvethe findings from analyses limited to the
teenage years are important.

An important consideration regarding the differerdta¢ngth of the relationship
between childhood patterns of aggressive behavior andlatteomes is that the measure of
aggression provided by the TOCA-R does not distinguish betasgssh and relational
aggression. Overt, or physical, aggression is behaabht#rms or threatens to harm others
physically (Crick and Grotpeter, 1995). Pushing and hitting,reatening to beat up
another, for example, are behaviors that constitueet @ggression. Relational aggression, on
the other hand, is intended to hinder affiliative angmaty goals by inflicting harm on others
through manipulation or control of relationships (Cricks&aand Mosher, 1997). Relational
aggression may take the form of threats to withdrawdséip, social exclusion, and rumor-
spreading. Research suggests that overt aggressionadgreealent among boys, while girls
are more likely to engage in relational aggression (C1i@R,7; Crick et al., 1997; Tiet,
Wasserman, Loeber, McReynolds and Miller, 2001). Thaspstentially important gender
difference, as research also suggests that overtlyssiggechildren are more likely to

experience maladaptive behavioral outcomes than at®neltly aggressive children
(Crick, 1997). It may be the case that teachers assgssith respect to their gender
normative form of aggression (overt) and girls with respe theirs (relational). If this is in
fact the case, then the lower prevalence of juveffignding outcomes and the virtual

absence of adult incarceration of aggressive girls isapsrless notable.
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Early Childhood Aggression and Desistance
Bushway and colleagues define desistance as “the procestuction in the rate of

offending from a nonzero level to a stable rate ewgliy indistinguishable from zero”
(2003:133). If the focus on offending is extended to includsaaitil behavior in general,
then this definition of desistance describes the pattdoetwavior exhibited by the High-
Declining groups of boys and girls in the BPP data. Aigfothey were not observed at a
zero-state of aggressive behavior, there can be no quésaibthey were following a
desisting pattern of behavior during the period betweery énfirst grade and the end of
third grade. If these boys and girls were in fact expeimg the developmental process of
desistance during elementary school, one might reasospdtulate that their risk for later
offending behavior is significantly lowered, despite liiggh risk associated with their initial
levels of aggression. The conceptual framework underlyimndrthis speculation is
homotypic continuity, which refers to the continuatfysimilar behaviors over time (Caspi and
Bem, 1990). Applications in criminology emphasize tbetmuity of antisocial behavior,
and conceptualize the various manifestations of problenvioelaver time as age-graded
expressions of an underlying syndrome of antisocial behaiibus, if the boys and girls in
the High-Declining trajectories did in fact desist frdmir aggressive behavior during

elementary school, the idea of homotypic continaltyws for the possibility that they
have desisted from the larger complex of antisociehters. The alternative possibility is
that aggression during elementary school is a distgieavior, which, while phenotypically
similar to juvenile offending, is more than just an-ggaded expression of the same

underlying syndrome (see, for example, Stanger, AchenbacWieathdlst, 1997). If this is

138



the case, then desistance from aggression during elasneabmol has less bearing on the
expectation of juvenile offending.

Despite the declining levels of problem behavior observethe boys and girls in the
HD groups, they went on to experience early onset andratgh of offending that
significantly distinguish them from their peers. Tladusion, therefore, is that desistance
from aggression in childhood does not mitigate the inflaerfanembership in the high
aggressive group on offending outcomes. Three possiblaretmins for this conclusion are
plausible. First, it may be the case that childhaggression and juvenile offending are not
age-specific analogous behaviors or expressions of a comnaerlying trait, so individuals
may desist from one behavior but not the other. Thenskgossibility is that the desisting
trajectory of the HD groups was interrupted or othenwisemplete. Analysis of additional
assessments beyond third grade would allow for a systeimagistigation of this possibility.
Finally, recall that a 4-class solution was initialhnsidered as the optimal model to describe
the patterns of behavior in these data. If the H2¢tayy is also accounting for the behavior
of a small group of high-and-chronic aggressive boys argl giis possible that the positive
association between HD membership and offending outcai&/en by the continuity of

behavior for this small group of individuals.

Methodological Considerations
Human development is inherently complex, and quant&atpproaches to studying it
involve significant data and modeling demands. The modeliategyr employed here is part
of a larger system of latent class growth models, wliokrged in response to the need to

identify and understand patterns of development over tiflese “group-based” strategies
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have been applied with increasing regularity in crimigaal research, and with increased
application comes increased attention scrutiny. Thigakexamination of group-based
modeling strategies proves important, as it produced anchaestto produce an informative
exchange on the interaction of theory and methods fiseexample, Eggleston, Laub, and
Sampson, 2004).

The crux of the discussion is embodied in the exchhagygeen Sampson and Laub
and Nagin and Tremblay that appeared in the jo @RAMINOLOGY(Nagin and Tremblay,
2005a, 2005b; Sampson and Laub, 2005b). The debate is fueley kargéfferences in
theoretical perspectives; there is staunch disagreeasdn whether a general theory can
explain criminal behavior across the entire populatiooff@hders, or whether a taxonomic
approach that offers distinct etiological hypothesestgroups within the larger
population is required. Group-based longitudinal methods Ibeee applied to investigations
of the latter perspective with such great frequency beassumptions attendant to the
theoretical perspective have come to be ascribecgtméthods themselves. In reality, group-
based methods are simply one approach to understandingmgiapis in longitudinal data.

By Sampson and Laub’s own account, this analytic sfyatean important tool for
“description and pattern recognition” (2005b). Sampson and dauitot dispute the
existence of empirically identifiable patterns of bebaviln fact, they have capitalized on the

descriptive power of trajectory analysis in their walbwn body of work on the Glueck
data (see, for example, Laub and Sampson, 2003; Sampsbawn 2003).

The solution appears to be the conscientious and tatication of latent class
methods, informed by a thorough understanding of the assurapioplications, and limits

of these modeling strategies. GMM was selected foréksmsarch because it provides the
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ideal combination of descriptive power for identifying pattevhbehavior and flexibility in
modeling these patterns. Sampson and Laub cautiondfedtories must not be viewed from
“a lens of unfolding inevitability” (2005b:14). GMM allows thesearcher to acknowledge
and address this concern by capturing heterogeneity in deveidfpoth between and within
identified trajectory groups.

The question remains, however, as to what these figeingroups actually represent.
This is not simply an empirical issue, as suggested byrBaueCurran’s observation that
“[t]he fact that multiple latent classes are opfifioa the data no more indicates that the
population is heterogeneous than a significant correlaidicates that Variable A causes
Variable B” (2003a: 358). Here they are referring to whettieidentification of finite
mixtures within aggregated data represent real groups, or saopdyint for a non-normal
and complex distribution for a homogenous population,H®it tomment has implications
for theory as well.

With respect to gender, the modeling technique employed fyeatler as a covariate
(i.e. theMultiple Indicator Multiple Causesr MIMIC approach; Joreskog and Goldberger,
1975). MIMIC models require that the number of trajecgmoups identified, the structure of
each trajectory group, and the predictive accuracycf gajectory to distal outcomes be
covariate-invariant. Such restrictions are not alwagsonable and may be contrary to

theoretically derived hypotheses. The trajectory gradgstified here do appear to meet

these criteria fairly well, with the possible exceptaf their relationships with distal
outcomes. However, this assessment is based onlyarmafobservation and is not
explicitly tested. Multiple Groups Analysis (MGA) effs a solution to this issue by

estimating separate GGMM for each value of a covaaatiecomparing the key parameters
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for these separate models. On the basis of these osonm a single model including all
values of the covariate is then estimated where paeasnean be constrained to be equal or
allowed to vary by covariate value. For an examplelGA with these data, see Schaeffer et

al., 2006.

Strengths and Limitations

The Baltimore Prevention Data represent a unique safopliis research in that it
comprises an epidemiologically defined sample of ethigidaserse boys and girls from an
urban area who were socialized during the 1980s and early 1B80Gsstudies of
developmental patterns include girls in their samdleBjidy et al., 2003; Cote et al., 2001;
Schaeffer et al, 2005), making explicit tests of genderrdifiees rare. In addition, much of
the existing body of research is based on analystaatasian youth (e.g., Maughan et al,
2000; Nagin and Tremblay, 1999; Shaw et al., 2003; cf. Loebetington, Stouthamer-
Loeber, Moffitt and Caspi, 1998), calling into question theegalizeability of findings to
other ethnic populations.

The methods are ideally suited to investigate the rekstip between patterns of
childhood aggression and later desistance from offendiing. use of trajectories of
childhood aggression allows for more complete measureai¢he independent variable than

that obtained with the use of static measures, and itig ot this approach for linking
childhood trajectories to offending outcomes emergedalllyi several person-centered
statistical methods for identifying distinct patternslefelopment are available; Growth
Mixture Modeling was selected because it offers a distideantage in allowing for class-
specific variation. GMM also allows for the possityilof early prediction of class

membership based on covariates.
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The strengths of the current research are considetaltlef course there are also
limitations in these data which must be acknowledgede @the strengths of the data, for
example, may also be viewed as a limitation, in tiratesults of this research are
generalizable only to similar populations of urban childnegthnically diverse school
setting. Other limitations arise from the data. &wample, assessments of aggression begin
in first grade, when the subjects are just over six yaldron average. It would be ideal to
have observations from kindergarten or prior to schooygboth for the purposes of
identifying trajectory membership and for prevention purpo3éss limitation is mitigated to
the extent that five time points are available, aedehprovide ample information for
trajectory identification.

A second limitation is manifest in the measures wéiile offending or non-
offending. Official data to age eighteen provides onlyatgibut critical) window during
which arrest outcomes are observed. Use of offie@drds is advisable in that they eliminate
concerns of recall and truthfulness in reporting, whiehpaioblematic with self-report data.
Official records can be problematic, however, in sdweegys. With respect to examinations
of the age of onset of criminal behavior, officialeeds do not allow for the possibility that
actual offending likely does occur before official camtd.oeber and LeBlanc, 1990).
Farrington (1983) states explicitly that official datamat reveal when a criminal career

actually begins. The probability of detection and prangdsy the juvenile justice
system is low (Weis, 1986), and the probability of a tisturrence of criminal behavior, that
is onset, coming to the attention of the police oepile justice officials is even more remote.
This results in a censoring of the left-hand sidéhefage-crime curve (Moffitt, 1993), to the

extent that Moffitt et al. (2001) estimated that officlata from the Dunedin Study
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ascertained age of onset a full three to five yefies # had actually occurred. In a discussion
of the data obtained in the original Cambridge Studyehriguent Development, West

(1982) reports that 52.6% of those who had self-reported detiogstill had no official
charges by age 16. Official data may also be, to somneatext reflection of the differential
vulnerability of some offenders to official processif@rtington, 1983; Weis, 1986). When
official data are used for analysis, it is possible thase factors related to explanations of
offending behavior are also related to an individuakslihood of official arrest and
processing (Loeber and Dishion, 1983). In mitigation odeéhiesues, one argument proposes
that official data may be used as a valid measure wirtal behavior because it will reflect,

in a reliable manner, the differences between indiv&lumatheir criminal conduct. The
argument concedes that, while not all offending will &ptared by official records, across
individuals official records are a reliable assessmetitedr actual involvement in crime in
relation to others.

The measure of adult incarceration undeniably identfiys a small portion of those
who commit offenses as adults. This limitation isipalarly relevant for examinations of
desistance, since active offenders not observed in thentley be categorized as desisters.
This measure is untenable for any explicit test of degistalt was examined here, however,
only to generate a preliminary picture of the developreking childhood to adulthood. A

combination of self-report and official data extending iadulthood would be ideal
(Paternoster and Brame, 1997) for a more explicit fetsteoconceptual model outlined in this
research. The measure is still helpful, howeverjqdarly for gender comparisons. The
notable difference between males and females in thigs of adult incarceration far exceed

that which we might expect to observe based on theeliffl rates of female incarceration
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compared to males. The results are still highly suggeshee, that females desist from
criminal involvement at some point between adolescendadulthood, and that they do so
at higher rates than males.

Finally, several theoretically and empirically driveovariates of childhood
aggression and juvenile offending were included in the aaalyHowever, there are other
covariates which would be desirable to include, but whiemat assessed in these data.
Chief among these would be measures of delinquent peeradgsgddetter measures of
parenting processes, neighborhood-level socioeconoaticssiand personality constructs to
assess the influence of neuropsychological deficits.

These limitations research do not nullify the conttitns of the current research to
our understanding of the relationship between the develaatmourse of childhood
aggression and juvenile offending. Such an understandagrisrequisite for our attempts to
prevent the onset of offending and to encourage or fdst@stance, which are the ultimate
policy goals for the entire body of juvenile offendelsis important to ground this research

in the larger body of prevention efforts, and to rememld&t it is we are trying to prevent.

Implications for Prevention
Violent crime rates for juveniles have been steattihpping since 1994 (Snyder,
2004). Many are heartened, and for good reason, by theseintpclime rates. Relief
over this seeming “normalization” of rates of violamgnile offending, however, ought not
dampen our efforts to understand and explain juvenile afigndnd violent offending in

particular.
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Youth violence remains a real and significant thregiuiolic health. According to
FBI data, juveniles accounted for 15 percent of all violemie arrests in 2002 (Snyder,
2004). This figure is daunting when viewed in light of the awigethat less than half of all
serious violent crime committed by juveniles is reporteldt enforcement (Snyder and
Sickmund, 1999), and is therefore presumably not reflectdebge FBI data. Juveniles are
also disproportionately affected as victims of violenBata from the National Longitudinal
Study of Adolescent Health (Add Health) indicate thahioide is the second leading cause
of death among adolescents. By comparison, homicttie 3" leading cause of death for
the population as a whole (Blum, Ireland and Blum, 2003).

Recent evidence also suggests that those juvenilemimerovolved with the system
are getting younger and younger (Snyder et al., 2003), mateasing evidence of children
under the age of 13 becoming involved in serious and violeinigdelncy. One recent
investigation shows a 45 percent increase in arrestsdient crimes among very young
juveniles (Snyder et al, 2003). Despite the welcomed dowhtsand in juvenile
involvement in violent crime, the need to understand andceaddwouth violence remains
exigent.

Contributing to the necessity of a thorough and sensttaenination of the role of
childhood development in later desistance is the chgrfigce of female involvement in

serious and violent delinquency. Girls’ levels of involesmin delinquency, including
violence, has been increasing in recent years (Bureawstéd Statistics, 1999; Hipwell et
al., 2002; Tatem-Kelly, Huizinga, Thornberry and Loeld®97), making the development of

aggression and offending in girls an ever more relevamgideration.
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Juveniles continue to be overrepresented in violent statestics and to offend at
higher rates than the rest of the population. The cuesees of violent crime are no less
dire than they were in decades past, and even in¢heofaoverall declining rates, evidence
suggests that youth violence is becoming a more problereality for certain segments of
the juvenile population, including females. The resepreBented here contributes to the
development of a theoretical understanding of the infleeri early development on later
desistance. The ultimate goal is the applicatiosoohd theory to prevent juveniles from
becoming involved in criminal behavior and to redirect theke have already done so

toward prosocial pathways.
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Appendix A

Latent Class Growth Analysis

Latent Class Growth Analysis (LCGA a form of finite mixture models that
represents a special case of GMM where the variandealope and intercept (the growth
parameters) are zero. This means that everyone wadbhinaass is constrained to the same

slope and intercept.

Table A.1 Fit Indices for LCGA Analysis

Boys (n=591)

ALRT LL

Classes BIC SSABIC Entropy p-value (# parameters)

1 5520.763 5504.763 -2744.402 (5)
2 5214.656 5189.259 0.758 0.0000 -2581.761 (8)
3 5142.867 5107.945 0.715 0.0183 -2536.278 (11)
4 5121.386 5076.940 0.759 0.1403 -2515.950 (14)
5 5109.934 5055.964 0.752 0.7206 -2500.635 (17)
6 5115.009 5051.515 0.748 0.0204 -2493.585 (20)
7 5126.693 5053.675 0.759 0.0180 -2489.840 (23)
8 5147.976 5065.434 0.582 0.1888 -2490.893 (26)
9 5159.056 5066.989 0.565 0.5000 -2486.845 (29)

Girls (n=581)

1 4484.946 4469.073 -2226.561 (5)
2 4115.598 4090.201 0.894 0.0001 -2032.340 (8)
3 4055.213 4020.292 0.847 0.3315 -1992.600 (11)
4 4004.227 3959.782 0.813 0.1611 -1957.560 (14)
5 3969.692 3915.723 0.834 0.0001 -1930.745 (17)
6 3988.786 3925.293 0.751 0.5018 -1930.745 (20)
7 3954.792 3881.775 0.800 0.2717 -1904.201 (23)
8 3965.645 3883.105 0.839 0.0000 -1900.081 (26)
9 3971.134 3879.070 0.647 0.0719 -1893.278 (29)
10 4012.074 3910.487 0.643 0.3952 -1904.201 (32)
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In addition, residual variances cannot vary over time gpace. Results from the LCGA
analysis are summarized in Table A.1.

In the case of males, it is readily evident thaspecific class solution is fully
endorsed across the spectrum of fit indices. The Bl@gtoward a 5-class solution while
the SSABIC recommends a 6-class solution, the ALR®rfaa 7-class solution, and none of
the solutions reaches a satisfactory minimum entody80. The 5-class solution for males
is disqualified from consideration by the ALRT statigpc= 0.7206). In the absence of a
clear best solution, the decision between the 6- or-tiass solution may depend upon other
considerations. Class prevalences, the number of [gelikely represented by each class,
may be helpful in directing this decision.

Turning now to the LCGA results for females: perhsyaprising is the consistent
support for a 5-class solution. Entropy for the 5-claigtion is acceptable at 0.834 (though
acceptable entropy does not distinguish the 5-class solubion many others).

Modification indices suggest that a better-fitting anden@arsimonious solution may
be obtained if the variances of the growth parametedshe residuals of the indicators are
allowed to vary. Estimation of these parameters, kewaenders the model in violation of
the assumptions of the LCGA approach and requires theafiph of avariance
Homogeneitymodel, which estimates variances for the intercegptséope parameters but

constrains these variances to be equal for all clad&sance homogeneity models also
estimate residual variances for the latent classanolis and allows these parameters to vary

across class, but not time.
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Variance Homogeneity Models

For males, the 4-class solution is strongly endorsed @V others. The 4-class
solution shows the lowest BIC (6049.824) and a significarRRIp = 0.0126), indicating
that the 4-class solution is significantly better the®rclass solution. Although the ALRT
suggests that the 5-class solution is an improvementfaweclasses, the larger BIC and

lower entropy for the 5-class solution mean that tetads model is maintained as the best fit.

Table A.2 Fit Indices for Variance Homogeneity Models

Boys (n=591)

ALRT LL
Classes BIC SSABIC Entropy p-value (# parameters)
2 6135.837 6062.819 0.853 0.0899 -2994.412 (23)
3 6089.159 5984.394 0.769 0.0008 -2939.113 (33)
4 6049.824 5913.311 0.882 0.0126 -2887.486 (43)
5 6098.499 5930.239 0.779 0.0000 -2879.864 (53)
6 6110.074 5910.067 0.745 0.2892 -2853.691 (63)
7 6105.473 5873.719 0.778 0.1502 -2819.432 (73)
Girls (n=581)
2 5083.177 5010.160 0.906 0.0040 -2468.394 (23)
3 5028.546 4923.784 0.865 0.1794 -2409.255 (33)
4 5006.704 4870.195 0.846 0.1343 -2366.510 (43)
5 5017.330 4849.075 0.868 1.0000 -2339.999 (53)
6 5031.999 4891.998 0.827 0.5871 -2315.510 (63)
7 5038.912 4807.165 0.786 0.4114 -2287.142 (73)

The best model for girls is less evident. The Bl@vgest for the 4-class solution,

while the SSABIC continues to drop up to and beyond the &-stastion'® Entropy for all

16 Additional class models were not estimated after thia3s solution because other fit indices strongly
disallow a solution with more than 6 classes (i.e. ALGRT.00 for the 6-class model).

150



the females’ models is acceptable, with the 2-clasgisalgenerating the best classification
accuracy. The 2-class solution is also the only mou#biesed by the ALRT (p = 0.0040).
Table A.3 presents the model parameters for the boyséd-stdution, and illustrates
the restrictions imposed by the variance homogeneity approFor example, the variance
estimates for the intercept (.074, t = 1.675) and slope (t+08,238) apply to each of the
four classes. The intercept variance is small irtiogld@go the estimated intercepts of 1.228,
2.165, 3.231and 4.700, and is non-significant, which suggests thaigmainimal variation

around the starting point within each class.

Table A.3 Males 4-class Solution Model Parameters -aviegei Homogeneity

Intercept Slope
Class| Class Size | Intercept Slope Variance Variance
1 35 4.700 -0.729
2 80 3.23% -0.116 .074 107
3 282 1.228 304
4 200 2.165 167

* Significant at p< .05

The variance for the slope, however, is non-trivia atatistically significant. This suggests
that there is a notable amount of variation withinhegass in the actual rate of growth or
development over time. The restrictions of the vax@ahomogeneity model, however, are
such that the possibility of different variances gsslcannot be further explored.
Modification indices suggest that estimating the vaeasicthe growth parameters and the
residual variables separately for some of the clagsald significantly improve model fit. If
these modifications are applied, the models haveltbeame variance heterogeneity models.

As the name implies, variance heterogeneity modelsngfitudinal development allow for
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estimation of unique variances associated with each-gpeessfic growth parameter. Any
combination of distinct intercept and slope variance®ssible. In addition, separate
variances may be estimated for the residuals of efdtie datent class indicators, both within
and across classes. As such, variance heterogergaigisrare synonymous with Growth
Mixture Models. Certainly, estimation of a variancéehegeneity model can become a rather
daunting, if not altogether haphazard endeavor. Thetaififml care required is only justified

in the face of sufficient motivation from “precursaribdels, such as the variance
homogeneity model just discussed. In this case, motitfitandices suggest that the models
may be greatly improved by capitalizing on the flexibibtiythe variance heterogeneity

model.
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Appendix B

Table B.1 Parameter Estimates for Three-Class M&&eieExcluded: Boys (n=597)

Aggression Growth Estimates

High-Declining Moderate-I ncreasing Non-Aggressive
Parameter Estimate SE Estimate SE Estimate SE
0o 3.950 0.184 1.953 0.079 1.049 0.021
o1 -0.368 0.125 0.209 0.042 0.198 0.087
V(%) 0.242 0.033 0.242 0.033 0.005 0.002
V(@) 0.031 0.028 0.031 0.028 0.031 0.028
Yinch 0.993 0.461 0.536 0.285
YVage -0.841 0.504 -0.435 0.295
Vieady 0.892 0.212 0.433 0.179
Vieject 3.019 0.430 2.067 0.390
V(e16) 0.196 0.033 0.196 0.033 0.000 Fixed
V(e19) 0.320 0.037 0.320 0.037 0.018 0.011
V (e26) 0.678 0.104 0.678 0.104 0.428 0.087
V(e29) 0.949 0.100 0.949 0.100 0.598 0.128
V(es9) 0.995 0.196 0.995 0.196 0.222 0.232
Clerr £19) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Clezr. £29) 0.459 0.099 0.459 0.099 0.459 0.099
C(oo, 01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Trmonitor 1.171 0.372 0.805 0.143 1.114 0.282
Trules -0.382 0.308 -0.406 0.133 -0.419 0.233
Class Prevalence 0.1271 (n=76) 0.6582 (n=393) 0.2146 (n=128)
LL =-2724.042, df=35 BIC =5671.801 Entropy = 0.877 BLRDH00

* p<0.05
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Table B.2 Parameter Estimates for Three-Class MadathExcluded: Boys (n=597)

|
Aggression Growth Estimates

High-Declining Moderate-Increasing Non-Aggressive
Parameter Estimate SE Estimate SE Estimate SE
0o 3.951 0.167 1.953 0.070 1.048 0.019
o1 -0.390 0.107 0.212 0.040 0.198 0.079
V(o) 0.245 0.031 0.245 0.031 0.005 0.002
V() 0.030 0.025 0.030 0.025 0.030 0.025
Yrace 0.778 0.474 1.012 0.263
YVage -0.967 0.504 -0.454 0.301
Vready 0.906 0.209 0.447 0.172
Vreject 2.819 0.404 1.910 0.373
V(e1r) 0.189 0.032 0.189 0.032 0.000 Fixed
V(e19) 0.322 0.038 0.322 0.038 0.019 0.010
V (e26) 0.684 0.106 0.684 0.106 0.430 0.088
V (e29) 0.951 0.100 0.951 0.100 0.606 0.132
V (e39) 0.993 0.182 0.993 0.182 0.228 0.211
Clerr £19) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Cleor £29) 0.465 0.102 0.465 0.102 0.465 0.102
C(oo,01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Tmonitor 1.143 0.359 0.807 0.142 1.123 0.277
Trules -0.433 0.315 -0.389 0.133 0.436 0.232
Class Prevalence 0.1276 (n=76) 0.6566 (N=392) 0.2158 (n=129)
LL =-2719.165, df=35 BIC = 5662.048 Entropy = 0.879 BLRDH00

* p<0.05
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Table B.3 Parameter Estimates for Three-Class MadathExcluded: Girls (n=581)

]
Aggression Growth Estimates

High-Declining Moderate-Stable Low-Stable
Parameter Estimate SE Estimate SE Estimate SE
0o 3.690 0.170 1.774 0.046 1.058 0.020*
01 -0.410 0.109 0.048 0.027 0.066 0.018*
V(&) 0.129 0.023* 0.129 0.023 0.000 Fixed
V(&) 0.002 0.003 0.002 0.003 0.002 0.003
Vrace 1.303 0.781 0.289 0.248
YVage -0.728 0.537 -0.241 0.237
Vieady 0.927 0.209 0.338 0.119
Vreject 1.971 0.365 0.856 0.263
V(e1r) 0.215 0.033 0.215 0.033 0.007 0.004
V(e19) 0.263 0.038 0.263 0.038 0.013 0.004
V (e26) 0.417 0.058 0.417 0.058 0.145 0.042
V (e29) 0.415 0.041 0.415 0.041 0.283 0.069
V (e39) 0.664 0.075 0.664 0.075 0.077 0.030
Clesr £19) 0.006 0.003 0.006 0.003 0.006 0.003
Cleor £29) 0.192 0.051 0.192 0.051 0.192 0.051
C(oo,01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Tmonitor 0.371 0.408 1.886 0.183 1.888 0.263
Trules -0.768 0.433 -0.072 0.121 -0.036 0.178
Class Prevalence 0.0822 (n=48) 0.6223 (n=361) 0.2954 (n=172)
LL = -2062.379, df=36 BIC = 4353.888 Entropy = 0.908 BLRT = 0.000

* p<0.05
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Table B.4 Parameter Estimates for Three-Class M&@aleExcluded: Girls (n=581)

Aggression Growth Estimates

High-Declining Moderate-Stable Low-Stable
Parameter Estimate SE Estimate SE Estimate SE
oo 3.682 0.169 1.772 0.046 1.059 0.020*
01 -0.416 0.109 0.049 0.027 0.066 0.019*
V(&) 0.129 0.023* 0.129 0.023 0.000 Fixed
V(&) 0.002 0.003 0.002 0.003 0.002 0.003
Yinch 0.798 0.518 0.024 0.215
YVage -0.695 0.528 -0.255 0.237
Vieady 0.880 0.210 0.339 0.120
Vreject 1.984 0.354 0.895 0.268
V(e1r) 0.213 0.032 0.213 0.032 0.007 0.004
V(e19) 0.262 0.038 0.262 0.038 0.013 0.004
V (e26) 0.422 0.059 0.422 0.059 0.145 0.042
V (e29) 0.415 0.041 0.415 0.041 0.284 0.069
V (e39) 0.664 0.075 0.664 0.075 0.076 0.031
Clesr £19) 0.006 0.003 0.006 0.003 0.006 0.003
Cleor £29) 0.193 0.051 0.193 0.051 0.193 0.051
C(oo,01) 0.000 Fixed 0.000 Fixed 0.000 Fixed
Tmonitor 0.365 0.405 1.893 0.185 1.888 0.262
Trules -0.783 0.426 -0.070 0.122 -0.036 0.178
Class Prevalence 0.0835 (n=48) 0.6196 (n=360) 0.2969 (n=173)
LL = -2063.408, df=36 BIC = 4355.947 Entropy = 0.907 BLRT = 0.000

* p<0.05
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