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## Chapter 1

## Introduction

### 1.1 Background

As a subfield of digital image processing, document image analysis converts document images to symbolic form for modification, storage, retrieval, reuse, and transmission. It helps the transition from bookshelves and filing cabinets to electronic files. With the above-mentioned advantages, document image processing is becoming more popular for application in office and library automation, bank and postal services, publishing houses, and communication management $[100,55,135$, 42].

Given a binarized document image, the first step of document image analysis involves the physical layout analysis where the document image is segmented into different zones based on the spatial relations (usually spacing). Then each zone is labeled as text, graphics, table, or form. Traditional document image analysis works only on the text zone, and the analysis can be extended to table and form zones. To facilitate the next-step analysis, the text zone is further partitioned into a hierarchy of physical components containing text lines, words and characters.

During the past two decades, researchers working on document image analysis have proposed several physical layout analysis algorithms. According to the literature survey done by Mao et al. [97], O'Gorman and Kasturi [103], and Jain and

Yu [55], these algorithms can be categorized into three classes: top-down, bottomup, and hybrid. The top-down algorithms [102, 71, 133, 55, 38, 135, 18] start from the whole document image, which is iteratively decomposed into smaller components. The bottom-up algorithms [101, 7, 40, 99, 37, 36] start with the image pixel. Pixels are clustered into characters, then words, and further into text lines. The hybrid algorithms [106, 4, 80] combine the above two approaches.

### 1.2 Structured Documents

Many documents we see in daily life contain a repeated structure at both the physical and semantic levels, and the layout is often based on the function of their components. Analysis of this functional layout (logical layout) is useful for converting printed documents to a paperless retrievable database. Using a technical journal paper page shown in Figure 1.1 as the example, physically segmented zones can be labeled as title, author, affiliation, section title, footer, regular paragraph, and so on. Therefore, logical layout analysis often follows the physical layout analysis and assigns each text zone a label which represents the component's function. Logical layout analysis is performed based on either a set of rules $[76,84,51,70,121,127]$ or formal grammars $[77,50,23,123]$.

In recent years, the demand for tools capable of searching written and spoken sources of multilingual information has increased tremendously. Global organizations, the proliferation of information on the Internet, and the explosion of information available in multiple languages have made cross-language communication essential. Access to large collections of information in a language other than English


Figure 1.1: The first page of a technical paper with logical labels. (1) Title. (2) Author. (3) Affiliation. (4) Abstract. (5) Section title. (6) Regular paragraph.
(7) Footer.
requires either a speaker of that language to help formulate queries and translate the retrieved documents, or an automated system for Cross-Language Information Retrieval (CLIR) and Machine Translation (MT). The former is not practical for large collections, but automated systems for CLIR and MT are evolving rapidly. CLIR systems can produce acceptable results by performing a term weight translation between the query and the document languages, thus allowing the use of well developed term-based search techniques to identify relevant documents. This strategy enables translation at the term level by building lexical resources of term-term translation pairs.

We can acquire the needed lexical resources in different ways. Resnik has shown that substantial amounts of translation-equivalent documents can be found on the World Wide Web for many languages, and a translation lexicon can be constructed from such a collection using automatic techniques for term-level alignment [110]. As the Web grows, this technique could extend to an increasingly large set of languages. Similar corpus-based techniques can also be used with printed documents [62]. Corpus-based approaches are particularly useful since the learned term-term mappings have associated translation probabilities. However, infrequent terms (which are highly valued by retrieval systems because of their selectivity) are rarely observed in training data and thus rarely included in the learned translation pairs. Hand-built translation lexicons have complimentary strengths and weaknesses; they usually lack translation probabilities, but they have better coverage of rare terms that searchers use when posing queries.

Sometimes, these translation lexicons are directly available in electronic form.

For example, the translation lexicon in an MT system could be used directly for CLIR. Available MT systems cover fewer than fifty of the world's thousands of languages, unfortunately. Online dictionaries present another possible source, but again, only a limited number of languages have such resources. When digital resources are unavailable, printed dictionaries offer a third source of term-term translations. Moreover, bilingual dictionaries often contain a wealth of supplemental information about morphology, part of speech, and examples of usage useful to CLIR and MT applications. Fortunately, bilingual dictionaries have a repeated structure which makes logical layout analysis possible. During the analysis of bilingual dictionaries, we are interested in the complete entry formed by the definition of a word and the supplemental information including the pronunciation, part of speech, example of usage and so on. Different entries are often separated spatially or semanticaly. Figure 1.2 shows a selection of bilingual dictionaries with different entry separators.

### 1.3 Multilingual Document Analysis

Compared with monolingual documents, the analysis of multilingual documents requires specific processing, most importantly script identification and optical character recognition (OCR). Script identification is absolutely critical to the performance of OCR. Since Latin-based characters can appear in many different documents, the OCR designers for almost all non-Latin scripts mush handle script identification. Identification is usually based on the local feature differences between two scripts, thus it requires a priori knowledge of the specific script. General script identification approaches working at page or block level were proposed by Hochberg

| me with boredom <br> 百无一失】 no danger of anyt ong；no risk at all <br> 姓】 common people <br> 页］［建］louver $\diamond \sim$ 窗 louver win叶窗】 shutter；blind；jalousie <br> 叶箱］［气］thermometer screen |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

## （a）Chinese－English dictionary

```
अठखेलपन athkhelpan [cf. H. athkhel\overline{\imath}],\textrm{m}.
    playfulness, &c; flirtatiousness.
अठखेलपना athkhelpanā, m. = अठखेलपन.
अठखेली at!hkhel\overline{,}, f. 1. playfulness, merry-
    making. 2. a flirtatious act or gesture; pl. airs
    graces. - अठखेलियाँ करना, to disport (oneself);
    to flirt.
अठन्नी aṭhanni, f. see s.v. अठ-.
```

（c）Hindi－English dictionary

| W0 ist mein Gepäck ？ | Wann（Wo）treflen wir uns？ |
| :---: | :---: |
| fe：n＇caffi：［ ${ }^{\text {ara＇}}$＇ra：di］ | ＇？emta（fe：n）m＇nilt（a）qi |
|  | إيمى（0ين）منلّكّ |
| Wo kann ich ．．．mieten ？ fe：n＇baqdar ${ }^{\prime}$ as＇ta？${ }^{\prime}$ 3ir ．．． <br>  | Können Sie mir ．．．leihen？ ＇mumkin tiq＇riđni مـكن تقرضى ．．．؟ |
| Können Sie das reparieren？ | Geben（Zeigen）Sie mir bitte |
| b＇tiqdar t＇sallit $^{\text {＇hæ：da }}$ | ${ }^{7} a^{\text {c }}$＇ti：ni（far＇zi：ni）min＇fađlak |
| بققلر تصلح هذا؟ | اعطيّ（زجبي） |

（b）German－Arabic dictionary

```
agriffer [agri'fe] (1a) v/t. F claw;
    s"~a}\mathrm{ claw at; clutch at.
agripper [agri'pe] (1a) v/t. F clutch
    (at); grab.
agronomie [agrons'mi] f husband-
    ry, agronomy.
agrumes [a'grym] m/pl. citrus fruit.
aguerrir [age'ri:r] (2a) v/t. harden,
    season; s'~ grow seasoned; s'~ i
    (or contre) become hardened to.
```

（d）French－English dictionary

Figure 1．2：Bilingual dictionaries with different separators．
et al．［46］，Spitz et al．［119，117］，Waked et al．［134］，and Zhu et al．［137］．These approaches assumed an entire page（or at least one block of a page）would contain the same script．This is not the case for many bilingual or multilingual documents where text with different scripts may be interlaced．So，the analysis of multilin－ gual documents requires a general script identification approach that operates at the word level．

Another challenge the analysis of multilingual documents faces involves OCR for different languages．As the successful application of computer vision and pat－ tern recognition，OCR for some scripts such as Latin，Cyrillic，and CJK（Chinese， Japanese and Korean）can provide high performance for scanned printed documents with high quality．Two commercial products that can recognize almost all Latin－ based languages are OmniPage Pro from ScanSoft，Inc．［2］and FineReaders from

Abbyy Software House [1]. For each major world language (such as Arabic), a corresponding OCR system works for that language has been designed by researchers who are native speakers. Current technology often takes an omnicentric view, providing general solutions, which results in trade-offs between performance and application. To maintain the generality, no existing OCR system can guarantee high accuracy across a full range of documents, which makes it difficult to optimize an existing system for a specific need. The system must be retrained with respect to the specific need such as a character set or fonts and symbols. However, providing training samples for an OCR is "a high-skill, tedious, and thus often prohibitively expensive manual effort" [113]. The rapid retargeting of an existing OCR system to a specific need (fonts, symbols, and special character sets, especially for a new language) presents a big challenge in processing multilingual documents.

### 1.4 Problems We Want to Solve

Considering the tremendous amount of information contained in a printed dictionary, converting the text into electronic format manually is difficult. An automatic system would assist in extracting information from a printed document. An important task of automatic document processing is reading text. The automatic processing of a complex document which contains text, graphics, and/or images can be divided into three stages: (1) region extraction and text region classification using document layout analysis; (2) text line, and possibly word (glyphs separated by white space), and character segmentation; and (3) optical character recognition (OCR). Depending on document content, scanning quality, and requirements for dif-
ferent documents, an automatic text reading system usually needs to be redesigned to meet the different requirements. The redesign needs motivated us to design an adaptive algorithm for each part, bootstrapping the system to make it more generic.

Using the bilingual dictionary as an example, dictionaries are designed for easy search [32]. With a typically regular and repeating structure, "keys" offer access points for each entry. The format varies from simple word-to-phrase translation pairs to full descriptions containing parts of speech, related forms, and examples of usage. The structure analysis can help extract and organize information. Recognizing the consistency can also focus automated document analysis systems. The goal of processing the structured documents involves capturing the salient structure of the entries and labeling each element appropriately. Because of the regular structure, we typically can provide a relatively small number of training samples for each dictionary, then have the system learn the features necessary for correct entry extraction and labeling.

This research focuses on the rapid and reliable acquisition of electronic information from printed structured documents, with an ultimate goal of supporting the development of CLIR or MT systems which other translation resources lack. In most parts of the thesis, bilingual dictionaries will be used as typical representatives of the structured documents. Experimental results will also be shown for other structured documents. Given a bilingual dictionary, with one of the two languages being English, a scanner, and an operator familiar with the non-English language, a system can be trained for the new language in as little as 48 hours.

## Chapter 2

## Script Identification, Font Face, and Style Classification

### 2.1 Word-level Script Identification

### 2.1.1 Previous Work about Page-level Script Identification

Several techniques for determining a document's script have been proposed in the literature. Hochberg et al. [46] described a technique for identifying 13 scripts, including highly connected ones. In their algorithm, a scale-normalized cluster template was created for each script, based on frequent characters or word shapes within this script. Then scripts were classified by comparing a subset of the document's textual symbols with these templates. Spitz et al. [119, 117] initially divided scripts into Asian (Chinese, Japanese, and Korean) or Latin, based on the observation that upward concavities are distributed evenly along the vertical axis of Asian characters, but tend to appear at specific locations in Latin characters. Furthermore, discrimination among Asian scripts was based on character density. Waked et al. [134, 120] presented a set of statistical techniques for script identification. Based on connected component analysis and the horizontal projection of a text line, document images were categorized into script classes (Latin, Arabic, Ideographic, or Cyrillic) and seven European language classes. Pal and Chaudhuri [105] proposed an
approach to identify English, Chinese, Arabic, Devanagari, and Bangla text line. In their approach, the features used to identify two different scripts were different. Depending on the characteristics of scripts, the features can be shape-based, statistical, or obtained from the concept of a water reservoir. Chaudhury and Sheth [21] proposed a trainable script identification scheme to separate Indic languages from English. The identification was based on a frequency domain representation of the horizontal profile of the textual blocks, Gabor filter-based features extracted from the connected components, and the frequency distribution of the aspect ration of the connected components. In recent years, texture analysis techniques have been introduced to classify different font styles and font faces. Zhu et al. [137] presented a font recognition algorithm based on global texture analysis. Gabor filters extracted the global texture features, which were used to recognize different font styles and faces. They also demonstrated the capability by identifying Chinese and English documents with different fonts. A literature survey done by Busch et al. [17] gave a brief review about using texture for script identification.

### 2.1.2 Script Identification at the Word Level

The previous work cited above operate at the block or page level, which assumes the block or page contains the same script. Many bilingual or multilingual documents have text where different scripts interlace. In the English-Chinese bilingual dictionary shown in Figure 2.1, no rule identifies which part should be Chinese and which part should be English without recognizing the content. Therefore, it is impossible to combine words which belong to the same script into a whole compo-
nent before the OCR phase，and the identification must be conducted at the word level．

> celebrate ['selibrett] vt $\mathbf{1}$ 庆祝; 欢度: ~ a victory 庆祝胜利/ ~ sb.'s birthday 为某人过生日 2 歌颂, 赞美:
> She was $\sim d$ as one of the finest dancers of her generation. 她被称颂为她这一代舞䠛演员中的佼佼者。3 主持, 举行(仪式)一vi1 庆祝; 欢度节日 2 主持 (或举行)宗教仪式 $3\langle 口\rangle$ 欢乐 \| celebrated adj 著名的, 驰名

Figure 2．1：Part of an English－Chinese dictionary．

While creating an OCR system，the designer usually has knowledge of the language which he／she needs．By knowing the most significant feature that can identify that language from the Latin－based script，the designer can use those fea－ tures to perform word level script identification．For example，for Chinese，the stroke complexity identifies the language in comparison to Latin－based languages， while for Hindi，the header line of Hindi language is one of its identifying features． Dhanya and Ramakrishnan［29］proposed a word level script identification approach to identify Latin and Tamil script，using spatial spread features such as character density，zonal pixel concentration，and Gabor filter responses．Except the approach proposed by Zhu et．al［137］，all other script identification approaches（both at the page and word level）require sufficient knowledge about the scripts which makes them case－dependent．While the analysis of general multilingual document images can contain any unknown scripts，at the word level a general script identification
approach is required.
In our work, we perform script identification using the Gabor filter analysis of textures. The use of Gabor filters in extracting texture features of images is motivated by two factors: (1) The Gabor representation is optimal in minimizing the joint two-dimensional uncertainty in space and frequency [27]; and (2) Gabor filters can be considered orientation and scale tunable edge and line detectors, and the statistics of these micro-features in a given region characterize the underlying texture information.

### 2.1.3 Document Image Preprocessing

The scanning of documents inevitably introduces noise to the scanned images. Before applying the Gabor filter to extract features, we carry out the following preprocessing operations.

## Deskewing

In practical situations, image skewing can result in misalignment, causing incorrect text line and word extraction. Therefore, knowing the precise skew angle of a document image is crucial for horizontal profile computation and text line extraction. To correct this, it is necessary to accurately determine the skew angle of a document image or a specific region of the image. For this purpose, a number of techniques have been presented in the literature $[5,109,39,107,20,47,129,85,64$, 65,22 ]. Because of simplicity and efficiency, we chose the transition-count variance maximization proposed by Chen and Wang [22] to detect the skew angle and deskew
the document images.

## Word Extraction

The DOCSTRUM algorithm [102] works as a bottom-up page segmentation algorithm that can handle document page images with nonManhattan layout and arbitrary skew angles. We modified the DOCSTRUM algorithm by inserting an "make word from connected components" operation. For some languages with many diacritics (Arabic) or with numerous accents (French), post-processing is often required to merge the separated diacritics or accents back to the core character. To merge, every small part which is not on the major text line must find and connect to the closest large component.

## Word Image Replication and Scaling

Word images in different classes, even different word images in the same class, may occur in different sizes (width and height). To make the extracted features consistent, word image replication and scaling operations are applied to create a normalized image with predefined size ( $64 \times 64$ pixels). Features used in the following classification are extracted from same-sized images. Figure 2.2 shows word image replication and scaling examples of two different scripts (Arabic, Latin).


Figure 2.2: Word image replication and scaling. (a,c) The original word images. (b,d) Replicated and normalized images.

### 2.1.4 Extract Texture Features Using the Isotropic Gabor Filter

A pair of isotropic Gabor filters extract texture features of each class. The computational model for 2D isotropic Gabor filters are:

$$
\begin{align*}
& h_{e}(x, y)=g(x, y) \cdot \cos [2 \pi f(x \cos \theta+y \sin \theta)]  \tag{2.1}\\
& h_{o}(x, y)=g(x, y) \cdot \sin [2 \pi f(x \cos \theta+y \sin \theta)] \tag{2.2}
\end{align*}
$$

where $h_{e}$ and $h_{o}$ are the even- and odd-symmetric Gabor filters, and $g(x, y)$ is an isotropic Gaussian function with form:

$$
\begin{equation*}
g(x, y)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \cdot \exp \left(-\frac{x^{2}+y^{2}}{2 \sigma^{2}}\right) \tag{2.3}
\end{equation*}
$$

The spatial frequency responses of the Gabor functions are:

$$
\begin{align*}
& H_{e}(u, v)=\frac{\left[H_{1}(u, v)+H_{2}(u, v)\right]}{2}  \tag{2.4}\\
& H_{o}(u, v)=\frac{\left[H_{1}(u, v)+H_{2}(u, v)\right]}{2 j} \tag{2.5}
\end{align*}
$$

where $j=\sqrt{-1}$ and

$$
\begin{equation*}
H_{1}(u, v)=\exp \left\{-2 \pi^{2} \sigma^{2}\left[(u-f \cos \theta)^{2}+(v-f \sin \theta)^{2}\right]\right\} \tag{2.6}
\end{equation*}
$$

$$
\begin{equation*}
H_{2}(u, v)=\exp \left\{-2 \pi^{2} \sigma^{2}\left[(u+f \cos \theta)^{2}+(v-f \sin \theta)^{2}\right]\right\} \tag{2.7}
\end{equation*}
$$

$\mathrm{f}, \theta$ and $\sigma$ are the spatial frequency, orientation, and space constant of the Gabor envelope.

In our case, the image size is normalized to $64 \times 64$ pixels, so four values of spatial frequency are selected: $0.04,0.08,0.16$ and $0.32 c /$ deg. The combination of these four frequencies with four selected values of $\theta\left(0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ}\right)$ give a total of 16 Gabor channels.

The non-orthogonality of the Gabor wavelets implies redundant information in the filtered images. To reduce the redundancy, the filters are designed to insure the half-peak magnitude support of the filter responses in the frequency spectrum touch each other, as shown in Figure 2.3.

(a)

(b)

Figure 2.3: Frequency response of Gabor filters. (a) The desired response. (b) The actual response.

### 2.1.5 Texture Feature Representation

The Gabor wavelet transform of an image $I(x, y)$ is defined as:

$$
\begin{equation*}
G_{m n}(x, y)=\iint I(s, t) g_{m n}^{*}(x-s, y-t) d s d t \tag{2.8}
\end{equation*}
$$

where * indicates the complex conjugate.
Based on the computed mean $\mu_{m n}$ and the standard deviation $\sigma_{m n}$ of the magnitude of the transform coefficients, a feature vector (with dimension 32 to represent 16 channels) is constructed as:

$$
\begin{equation*}
\mathbf{x}=\left[\mu_{00}, \sigma_{00}, \mu_{01}, \sigma_{01}, \ldots, \mu_{33}, \sigma_{33}\right] \tag{2.9}
\end{equation*}
$$

where $\mu_{m n}$ and $\sigma_{m n}$ are computed as:

$$
\begin{array}{r}
\mu_{m n}=\iint\left|G_{m n}(x, y)\right| d x d y \\
\sigma_{m n}=\sqrt{\iint\left(\left|G_{m n}(x, y)\right|-u_{m n}\right)^{2} d x d y} \tag{2.11}
\end{array}
$$

### 2.1.6 Classifiers

Four classifiers perform the classification. The first is the weighted Euclidean distance (WED) classifier, which separate the test sample based on the computed WED. Suppose the feature vector is in a $d$-dimensional space, and the computed mean and standard deviation feature vectors for class $\lambda_{i}$ are $\boldsymbol{\mu}^{(i)}, \boldsymbol{\alpha}^{(i)}$, where $i=$ $1 \ldots M$ and $M$ is the number of classes. Then for each test sample $\mathbf{x} \in \mathbf{R}^{d}$, the distance between this sample and each class is computed using the following formula:

$$
\begin{equation*}
d\left(\mathbf{x}, \lambda_{i}\right)=\sum_{k=1}^{d}\left|\frac{x_{k}-\mu_{k}^{(i)}}{\alpha_{k}^{(i)}}\right| \quad i=1 \ldots M \tag{2.12}
\end{equation*}
$$

The second classifier is the $k$-Nearest-Neighbor ( $k$-NN) classifier, which extends the Nearest Neighbor classifier introduced by Cover and Hart [26] in 1967. Using the $k$-NN classifier, a test sample $\mathbf{x}$ is assigned the label most frequently represented among the $k$ nearest samples. A decision is made by examining the labels of the $k$ nearest neighbors and voting.

The support vector machines (SVMs), work as the third classifier. Introduced in the late seventies, SVMs have received increased attention recently and been applied in many fields, including handwritten digit recognition [25], object recognition [12], speaker identification [114], face detection in images [104], and text categorization [16]. The SVMs construct a "best" separating hyperplane (the maximal margin plane) in a high-dimensional feature space, which is defined by nonlinear transformations from the original feature variables. Considering the binary classification task in which we have a set of training samples $\left\{\mathbf{x}_{i}, y_{i}\right\}, i=1, \ldots, N, y_{i} \in$ $\{-1,1\}, \quad \mathbf{x}_{i} \in \mathbf{R}^{d}$, where $y_{i}$ are labels corresponding to two classes $\lambda_{1}$ and $\lambda_{2}$, and $y_{i}= \pm 1$, the discriminant function is defined as:

$$
\begin{equation*}
g(\mathbf{x})=\mathbf{w}^{T} \mathbf{\Phi}(\mathbf{x})+b \tag{2.13}
\end{equation*}
$$

with the decision rule

$$
\begin{align*}
& \mathbf{w}^{T} \boldsymbol{\Phi}\left(\mathbf{x}_{i}\right)+b>0 \text { for } \mathbf{x}_{i} \in \lambda_{1} \text { with } y_{i}=+1  \tag{2.14}\\
& \mathbf{w}^{T} \boldsymbol{\Phi}\left(\mathbf{x}_{i}\right)+b<0 \text { for } \mathbf{x}_{i} \in \lambda_{2} \text { with } y_{i}=-1 \tag{2.15}
\end{align*}
$$

and all training points are correctly classified if

$$
\begin{equation*}
y_{i}\left(\mathbf{w}^{T} \boldsymbol{\Phi}\left(\mathbf{x}_{i}\right)+b\right)>0 \text { for all } i \tag{2.16}
\end{equation*}
$$

Figure 2.4(a) shows two linearly separable sets of data. Many possible hyperplanes

(a)

(b)

Figure 2.4: Separating hyperplanes for two sets of data. (a) Linear separating hyperplanes; (b) Nonlinear separating hyperplanes. The separating hyperplane is $\mathbf{H}: \mathbf{w}^{T} \boldsymbol{\Phi}(\mathbf{x})+b=0$ and two canonical hyperplanes are $\mathbf{H}_{1}: \mathbf{w}^{T} \boldsymbol{\Phi}(\mathbf{x})+b=+1$ and $\mathbf{H}_{2}: \mathbf{w}^{T} \boldsymbol{\Phi}(\mathbf{x})+b=-1$. The circled data points (on two canonical hyperplanes) are support vectors.
can separate these two sets. SVMs' goal is to determine the hyperplane for which the margin - the distance between two parallel hyperplanes (H1 and H2 in Figure 2.4, which are termed the canonical hyperplanes) on each side of the hyperplane $\mathbf{H}$ that separates the data - is the largest. The data points that lie on the two canonical hyperplanes are called support vectors (circled in Figure 2.4).

The transformation defined by mapping function $\boldsymbol{\Phi}(\mathbf{x})$ in Eq. 2.13 can be linear or nonlinear, and can be applied to the separation of linearly-separable and nonlinearly-separable-only data. Figure $2.4(a)$ shows an example of separating hyperplanes of linearly-separable data, while the two data sets shown in Figure 2.4(b) can only be separated nonlinearly. For nonlinear SVMs, the kernel function $K\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, which is defined as $K\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\boldsymbol{\Phi}\left(x_{i}\right) \cdot \boldsymbol{\Phi}\left(x_{j}\right)$ can be polynomial, Gaussian, or sig-
moid. Burges [16] gave a detailed description of how to find the separating hyperplanes. We chose the SVM implementation $\boldsymbol{S} \boldsymbol{V} \boldsymbol{M}$-light [57] and the polynomial kernel function for our experiments. The SVMs were trained using randomly chosen pages.

The last classifier is the Gaussian Mixture Model (GMM), which models the probability density function of a feature vector, $\mathbf{x}$, by the weighted combination of $M$ multi-variate Gaussian densities:

$$
p(\mathbf{x} \mid \Lambda)=\sum_{i=1}^{M} p_{i} g_{i}(\mathbf{x})
$$

where the weight (mixing parameter) $p_{i}$ corresponds to the prior probability that feature $\mathbf{x}$ was generated by component $i$, and satisfies $\sum_{i=1}^{M} p_{i}=1$. Each component $\lambda_{i}$ is represented by a Gaussian mixture model $\lambda_{i}=N\left(p_{i}, \boldsymbol{\mu}_{i}, \Sigma_{i}\right)$ whose probability density can be described as:

$$
g_{i}(\mathbf{x})=\frac{1}{\sqrt{(2 \pi)^{d}\left|\Sigma_{i}\right|}} \exp \left(-\frac{1}{2}\left(\mathbf{x}-\boldsymbol{\mu}_{i}\right)^{T} \Sigma_{i}^{-1}\left(\mathbf{x}-\boldsymbol{\mu}_{i}\right)\right)
$$

where $\boldsymbol{\mu}_{i}$ and $\Sigma_{i}$ are the mean vector and covariance matrix of Gaussian mixture component $i$ respectively, and $d$ is the dimension of the input feature vector. So, the Gaussian mixture is completely specified by the mean vectors, covariance matrices, and mixture weights of all components and can be represented by

$$
\Lambda=\left\{\lambda_{i}=N\left(p_{i}, \boldsymbol{\mu}_{i}, \Sigma_{i}\right)\right\} i=1 \ldots M
$$

The probability that an observed input vector $\mathbf{x}$ belongs to the class $\lambda_{i}=N\left(p_{i}, \boldsymbol{\mu}_{i}, \Sigma_{i}\right)$
is given, in terms of density, by

$$
\begin{equation*}
p\left(\lambda_{i} \mid \mathbf{x}\right)=\frac{p\left(\mathbf{x} \mid \lambda_{i}\right) p\left(\lambda_{i}\right)}{p(\mathbf{x} \mid \Lambda)}=p_{i} \frac{g_{i}(\mathbf{x})}{\sum_{j=1}^{M} p_{j} g_{j}(\mathbf{x})} \tag{2.17}
\end{equation*}
$$

For script identification, component $M$ is the number of different scripts. So for bilingual documents and 16 channels of Gabor filter features, we have $M=2$ and $d=32$. Given $N$ training samples $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\}$, using standard techniques, the initial Gaussian mixture model represented by $\left(p_{i}, \boldsymbol{\mu}_{i}, \Sigma_{i}\right)$ is estimated from the training samples as:

$$
\begin{gather*}
\widehat{p}_{i}=\frac{1}{N} \sum_{n=1}^{N} \widehat{p}\left(\lambda_{i} \mid \mathbf{x}_{n}\right)=\frac{N_{i}}{N}  \tag{2.18}\\
\widehat{\boldsymbol{\mu}}_{i}=\frac{\sum_{n=1}^{N} \widehat{p}\left(\lambda_{i} \mid \mathbf{x}_{n}\right) \mathbf{x}_{n}}{\sum_{n=1}^{N} \widehat{p}\left(\lambda_{i} \mid \mathbf{x}_{n}\right)}=\frac{1}{N_{i}} \sum_{k=1}^{N_{i}} \mathbf{x}_{k}^{(i)}  \tag{2.19}\\
\widehat{\Sigma}_{i}=\frac{\sum_{n=1}^{N} \widehat{p}\left(\lambda_{i} \mid \mathbf{x}_{n}\right)\left(\mathbf{x}_{n}-\widehat{\boldsymbol{\mu}}_{i}\right)\left(\mathbf{x}_{n}-\widehat{\boldsymbol{\mu}}_{i}\right)^{T}}{\sum_{n=1}^{N} \widehat{p}\left(\lambda_{i} \mid \mathbf{x}_{n}\right)}=\frac{1}{N_{i}} \sum_{k=1}^{N_{i}}\left(\mathbf{x}_{k}^{(i)}-\widehat{\boldsymbol{\mu}}_{i}\right)\left(\mathbf{x}_{k}^{(i)}-\widehat{\boldsymbol{\mu}}_{i}\right)^{T} \tag{2.20}
\end{gather*}
$$

In Eqs. 2.18, 2.19 and $2.20,1 \leq i \leq M$ and $N_{i}$ is the number of samples which belong to class $\lambda_{i}$. Considering the fact the different distributions of script components on separate pages, the estimated models are refined iteratively via the maximumlikelihood detection. At each iteration, the decision for each observation $\mathbf{x}$ (test sample) is:

$$
\begin{equation*}
p\left(\lambda_{1} \mid \mathbf{x}\right) \underset{\lambda_{2}}{\stackrel{\lambda_{1}}{<}} p\left(\lambda_{2} \mid \mathbf{x}\right) \tag{2.21}
\end{equation*}
$$

Substituting Eq. 2.17 into the above equation, then computing the likelihood of both sides, we come to the following maximum likelihood decision rule:

$$
\begin{equation*}
\left(\mathbf{x}-\widehat{\boldsymbol{\mu}}_{2}\right)^{T} \widehat{\Sigma}_{2}^{-1}\left(\mathbf{x}-\widehat{\boldsymbol{\mu}}_{2}\right)-\left(\mathbf{x}-\widehat{\boldsymbol{\mu}}_{1}\right)^{T} \widehat{\Sigma}_{1}^{-1}\left(\mathbf{x}-\widehat{\boldsymbol{\mu}}_{1}\right) \underset{\lambda_{2}}{\stackrel{\lambda_{1}}{\gtrless}} \ln \left(\left|\widehat{\Sigma}_{1}\right|\right)-\ln \left(\left|\widehat{\Sigma}_{2}\right|\right)+\ln \widehat{p}_{2}-\ln \widehat{p}_{1} \tag{2.22}
\end{equation*}
$$

### 2.1.7 Experimental Results

The proposed approaches were applied to 20 randomly chosen pages of four different bilingual dictionaries: Arabic-English, Korean-English, Hindi-English, and Chinese-English dictionary. Based on these pages, we carried out the following two experiments.

## Leave-one-out

This experiment tests how the individual classifier affects the performance for limited data. For each of the four dictionaries, we partition the 20 pages into 19 training pages and 1 test page. The process repeats a total of 20 times, and Figure 2.5 shows the accuracy across all partitions. According to the experimental results, $k$-NN classifier provides the best performace, the identification accuracy for four dictionaries is betwee $94 \%$ and $98 \%$. As the second best classifier for script identification, SVMs provide comparable performance for some scripts. The results of four dictionaries demonstrate the effectiveness of the texture features for wordlevel script identification.


Figure 2.5: Comparison of script identification results using four classifiers for the leave-one-out experiment. (a) Arabic-Latin. (b) Chinese-Latin. (c) Korean-Latin. (d) Hindi-Latin.

## Use-one-training

In this experiment, a single page from the 20 pages is selected as the training set. The trained system is then applied to all other pages, and the average accuracy is recorded. Compared with the first experiment, these results show how a smaller (and more realistic) training set affects the performance. Figure 2.6 shows the results of this experiment. According to the experimental results, with limited amount of training data, we are still able to get reasonable performance although with an accuracy $5 \%$ drop down. $k$-NN and SVMs are still the two best classifiers under this restriction. For the Hidi-Latin identification result, GMM classifier has a significant accuracy drop for one page. The reason for such a low accuracy is that the randomly
chosen page used for training only contains several words. Considering the situation that the feature used for classification is a 32-dimensional vector, such a small set of training data is obviously insufficient to precisely estimate a Gaussian model with high dimension.


Figure 2.6: Comparison of script identification results using four classifiers for the use-one-training experiment. (a) Arabic-Latin. (b) Chinese-Latin. (c) KoreanLatin. (d) Hindi-Latin.

## Classification Based on Small Size of Training Set

Since the system requires the capability to rapidly extract information from printed documents, large amounts of data are not always available. With the constraint of small training samples, the Bagging and a modified bootstrap technique are applied to improve performance.

The bootstrap technique was first proposed by Efron [34] in 1979 and fully
described in [35]. Initially proposed to evaluate the standard error of an estimation under constraint of small size of samples, the technique has been successful in improving the accuracy of certain classifiers. One of the most popular classification algorithms that applied the bootstrap algorithm is the bagging (bootstrap aggregating) algorithm proposed by Breiman [14]. Define a deterministic inducer as a mapping from a training set to a classifier, the bagging algorithm is shown as follows:

Input: training set $S$, inducer $I$, integer $T$ (number of bootstrap samples)

1. for $i=1$ to $T$ \{
2. $\quad S^{\prime}=$ bootstrap sample from $S$ (i.i.d. sample with replacement)
3. $C_{i}=I\left(S^{\prime}\right)$
4. \}
5. $C^{*}(x)=\operatorname{argmax}_{y \in Y} \sum_{i: C_{i}(x)=y} 1$ (the most often predicted label $y$ )

Output: classifier $C^{*}$

Whether bagging will improve accuracy depends on the training procedure's stability, improvement will occur for unstable procedures where small changes in the training set can result in a large change in classifier. In his study of unstability [15], Breiman pointed out that the $k$-Nearest Neighbor method is stable, which means bagging may not improve the performance. In their paper [41], Hamamoto et al. analyze four different procedures to generate new bootstrap samples, which differ only in the computation of weights and drawing the first sample. Different from the traditional bootstrap samples, each generated bootstrap sample is a weighted combination of the original samples. Let $X_{N}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ be a set of original
training samples for one class, a bootstrap sample set $X_{N}^{B}=\left\{x_{1}^{b}, x_{2}^{b}, \ldots, x_{N}^{b}\right\}$ with size $N$ is generated from the original set $X_{N}$. The procedure that we applied to create the desired bootstrap set is:

1. Randomly select one sample $x_{r_{0}}$ from $X_{N}$
2. Find the $k$ closest samples $x_{r_{1}}, x_{r_{2}}, \ldots, x_{r_{k}}$ to $x_{r_{0}}$
3. Compute a bootstrap sample $x_{1}^{b}=\sum_{j=0}^{k} w_{j} x_{r_{j}}$ where $w_{j}$ is a weight which is given by:

$$
w_{j}=\frac{\Delta_{j}}{\sum_{c=0}^{k} \Delta_{c}}, \quad 0 \leq j \leq k
$$

where $\Delta_{j}$ is chosen from a uniform distribution on $[0,1]$ and $\sum_{j=0}^{k} w_{j}=1$
4. Repeat until all $N$ samples are generated

Our classifiers based on small size of training samples are designed by applying two steps of bootstrapping. Give $N$ training samples, first we generate $N_{B}\left(N_{B}=N \times B\right)$ bootstrap samples by iterating the above procedure $B$ times. Then, the bagging algorithm (with replication $T$ ) is applied to the combination of the $N$ samples and $N_{B}$ bootstrap samples. The procedure was applied to all the designed classifiers except the K-Nearest-Neighbor classifier, and the results are shown in Table 2.1.

Table 2.1: Comparison of modified bagging results $\left(N=200, N_{B}=20 \times 200, T=\right.$ 10) with the "use-one-training" results. (The first row shows the "use-one-training" results, and the second row shows the modified bagging results.)

| Arabic |  |  | Chinese |  |  | Korean |  |  | Hindi |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WED | SVM | GMM | WED | SVM | GMM | WED | SVM | GMM | WED | SVM | GMM |
| 82.24 | 89.90 | 86.01 | 86.64 | 90.77 | 90.71 | 85.36 | 90.52 | 91.87 | 92.35 | 95.80 | 91.32 |
| 81.26 | 86.65 | 86.26 | 89.75 | 90.81 | 90.13 | 77.59 | 90.98 | 91.53 | 94.70 | 95.87 | 88.28 |

The experimental results show the capability of Gabor filters to capture the features of different scripts and the effectiveness of these four classifiers to identify scripts at the word level. Considering the small number of 400 training samples in the modified bagging algorithm (one page can contain around 1000 words), the results in Table 2.1 show the modified bagging algorithm can improve the classification performance. However, we are trying to provide a general script identification approach. The identification is a sequential process which includes three main phases: document image preprocessing, word segmentation, and script identification. Any factor in the previous phase has influence on the final identification result. By manually examining the results, we found the following factors could affect the identification results: (i) word segmentation and font face; (ii) image quality; and (iii) single-character word. So, removing or reducing the effect of these factors can absolutely improve the performance. As the post-processing step, classifier combination can also be applied to improve the performance [53].

### 2.2 Font Face Classification

In document analysis, font classification presents an important challenge. With the availability of an accurate font classifier, an OCR system can be designed as a combination of multiple single-font recognizers, improving the performance $[59,8]$.

### 2.2.1 Previous Work

Unlike font classification approaches based on typographical features extracted by means of local attribute analysis [69, 24, 116, 139, 115], the approach proposed by

Zhu et al. [137, 122] performed the font (including face and style) identification based on the global texture features extracted with an isotropic Gabor filter bank. This approach achieved high accuracy for font style identification of computer-generated digital binary images. However, because of the difference between computer-generated images and scanned document images, the same approach only gave relatively acceptable performance for scanned document images. The performance decreased significantly, especially when the brightness and contrast vary significantly. According to this paper's analysis, one reason for the decrease involves the approach's ability to capture global font attributes but its lesser aptitude in distinguishing finer typographical attributes. Also, the classifier is a simple weighted Euclidean distance (WED) classifier, which is not effective in a 32-dimensional feature space.

Considering that they require no local analysis and may be easily tuned to work on different scripts and different fonts, font identification algorithms using global texture features are promising. In order to improve classification performance, we employed a new type of texture operator called a grating cell operator to extract the texture features and replaced the WED classifier with a back propagation neural network (BPNN) classifier. The grating cell texture operator is also based on the Gabor function but is constructed differently from the isotropic Gabor filter bank operator.

This new operator was inspired by the function of a recently discovered orientationselective neuron type in areas V1 and V2 of the visual cortex of monkeys, called the grating cell [131, 132]. Similar to other orientation-selective neurons, grating cells respond vigorously to a grating of bars of appropriate orientation, position,
and periodicity. But unlike other orientation-selective cells, grating cells respond weakly or do not respond at all to single bars. As an operator to extract texture features, Petkov and Kruizinga $[108,78]$ show that the grating cell operator is very competitive in texture detection and segmentation. The following section describes the construction of this operator. Detailed presentation is available in Petkov and Kruizinga's paper [108, 78].

### 2.2.2 Grating Cell Operator

The grating cell operator is based on a 2D Gabor filter bank. The following family of 2D Gabor functions model the spatial summation properties of a simple cell:

$$
\begin{equation*}
g_{\lambda, \theta, \varphi}(x, y)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \cdot \exp \left(-\frac{x^{\prime 2}+\gamma^{2} y^{\prime 2}}{2 \sigma^{2}}\right) \cdot \cos \left(2 \pi \frac{x^{\prime}}{\lambda}+\varphi\right) \tag{2.23}
\end{equation*}
$$

where,

$$
\begin{align*}
& x^{\prime}=x \cdot \cos \theta-y \cdot \sin \theta  \tag{2.24}\\
& y^{\prime}=x \cdot \sin \theta+y \cdot \cos \theta \tag{2.25}
\end{align*}
$$

In Eqs. 2.23, 2.24, and 2.25, the standard deviation $\sigma$ of the Gaussian envelope determines the size of the receptive field. The receptive field ellipse is determined by the parameter $\gamma$, which is called the spatial aspect ratio. The value of $\gamma$ varies in a limited range $(0.23,0.92)$ [58], and in our experiments $\gamma$ has value 0.5 . Similar to the isotropic Gabor filter, the parameter $\lambda$ determines the preferred spatial frequency $(1 / \lambda)$ of the receptive field function. The ratio $\sigma / \lambda$ determines the spatial frequency bandwidth of a linear filter. We chose $\sigma / \lambda=0.56$, as suggested in Petkov and

Kruizinga's paper [78, 108]. The parameter $\theta$ specifies the orientation, and the parameter $\varphi(\varphi \in(-\pi, \pi])$ is a phase offset and determines the symmetry of the function $g(x, y)$. Choosing three values (1.56, 3.12, 6.24) for $\lambda$ and eight values $\left(0^{\circ}, 22.5^{\circ}, 45^{\circ}, 67.5^{\circ}, 90^{\circ}, 112.5^{\circ}, 135^{\circ}, 157.5^{\circ}\right)$ for $\theta$, Figure 2.7 shows the spatial frequency response of this Gabor filter bank.


Figure 2.7: Spatial-frequency responses of the Gabor filter used for the grating cell operator.

Using the above parameterization, the response $s_{\lambda, \theta, \varphi}(x, y)$ of a simple cell modeled by a receptive field function $g_{\lambda, \theta, \varphi}(x, y)$ to an input image $I(x, y)$ can be computed as follows.

$$
s_{\lambda, \theta, \varphi}(x, y)=\left\{\begin{array}{ll}
0 & \text { if } a_{\lambda}(x, y)=0 \\
\chi\left(\frac{r_{\lambda, \theta, \varphi}(x, y)}{a_{\lambda}(x, y)} R\right. \\
\frac{r_{\lambda, \theta, \varphi}(x, y)}{a_{\lambda}(x, y)}+C
\end{array}\right), \text { otherwise }
$$

where $\chi(z)=0$ for $z<0, \chi(z)=z$ for $z \geq 0, R$ is the maximum response level and $C$ is the semisaturation constant. $r_{\lambda, \theta, \varphi}(x, y)$ and $a_{\lambda}(x, y)$ are computed as follows:

$$
\begin{gathered}
r_{\lambda, \theta, \varphi}(x, y)=\iint I(s, t) g_{\lambda, \theta, \varphi}(x-s, y-t) d s d t \\
a_{\lambda}(x, y)=\frac{1}{\sqrt{2 \pi} \sigma} \iint I(s, t) \exp \left(-\frac{(x-s)^{2}+\gamma^{2}(y-t)^{2}}{2 \sigma^{2}}\right) d s d t
\end{gathered}
$$

A quantity $q_{\lambda, \theta}(x, y)$, called the activity of a grating subunit with preferred orientation $\theta$ and preferred grating periodicity $\lambda$ is computed as follows:

$$
q_{\lambda, \theta}(x, y)= \begin{cases}1 & \text { if } \forall n, M_{\lambda, \theta, n}(x, y) \geq \rho \mathcal{M}_{\lambda, \theta}(x, y)  \tag{2.26}\\ 0 & \text { if } \exists n, M_{\lambda, \theta, n}(x, y)<\rho \mathcal{M}_{\lambda, \theta}(x, y)\end{cases}
$$

where $\rho$ is a threshold parameter with a value smaller than but approaching one.
The auxiliary quantities $M_{\lambda, \theta, n}(x, y)$ and $\mathcal{M}_{\lambda, \theta}(x, y)$ are computed as follows:

$$
M_{\lambda, \theta, n}(x, y)=\max \left\{s_{\lambda, \theta, \varphi_{n}}\left(x^{\prime}, y^{\prime}\right)\right\}
$$

with $\left(x^{\prime}, y^{\prime}\right)$ satisfying the following conditions:

$$
\left\{\begin{array}{l}
n(\lambda / 2) \cos \theta \leq\left(x^{\prime}-x\right)<(n+1)(\lambda / 2) \cos \theta \\
n(\lambda / 2) \sin \theta \leq\left(y^{\prime}-y\right)<(n+1)(\lambda / 2) \sin \theta
\end{array}\right.
$$

and $\varphi_{n}$ takes values as follows:

$$
\begin{gathered}
\varphi_{n}=\left\{\begin{array}{cl}
0 & n=-3,-1,1 \\
\pi & n=-2,0,2
\end{array}\right. \\
\mathcal{M}_{\lambda, \theta}(x, y)=\max \left\{M_{\lambda, \theta, n}(x, y) \mid n=-3, \ldots, 2\right\}
\end{gathered}
$$

In the next stage, as the final output of the grating cell texture operator, the response $W_{\lambda, \theta}$ is computed as:

$$
\begin{equation*}
W_{\lambda, \theta}(x, y)=\frac{1}{\sqrt{2 \pi} \sigma} \iint\left(q_{\lambda, \theta}(s, t)+q_{\lambda, \theta+\pi}(s, t)\right) \cdot \exp \left(-\frac{(x-s)^{2}+(y-t)^{2}}{2(\beta \sigma)^{2}}\right) d s d t \tag{2.27}
\end{equation*}
$$

where $\beta$ takes a value 5 .

### 2.2.3 Parameter Selection

We use an image containing four Cyrillic fonts to select the parameter values for the grating cell operator. Because of the parameter $\gamma$ in expression 2.23 has a value 0.5 , different from the isotropic Gabor filter bank operator, we chose eight directions for the grating cell operator, to cover all possible feature orientations. Only three spatial wavelengths $(1.56,3.12,6.24)$ are chosen for the grating cell operator (Figure 2.7 shows the spatial-frequency response of this filter bank). Figure 2.8 shows no significant difference between the segmentation result using four spatial wavelengths and the result using three spatial wavelengths. Petkov and Kruizinga [108, 78] suggested the value of $\rho$ in expression 2.26 should be a value smaller than but near one (such as 0.9). However, we found a value in range [0.4, 0.7] is more appropriate for the analysis of document images. So in our experiments, the value of $\rho$ is chosen 0.5 .


Figure 2.8: Segmentation result of four Cyrillic fonts using the $K$-means clustering algorithm. (a) Image with four different fonts. (b) Ground truth. (c) Segmentation result using three spatial frequencies for the grating cell operator. (d) Segmentation result using four spatial frequencies for the grating cell operator.

Although we fixed the chosen spatial wavelengths for the texture operator based on the experimental results, the values of wavelengths can be set dynamically, which could be decided by the resolution of document images and the average size of words in the images.

### 2.2.4 Experimental Results

With two classification techniques applied, we compare the grating cell operator with the isotropic Gabor filter operator. The first classifier used for the font classification is a simple weighted Euclidean distance (WED), which is described in Section 2.1.6 and Eq. 2.12. The second classifier is a three-layer fully-connected feedforward neural network classifier (BPNN), using a back propagation weight tuning method. BPNN's details can be found in Duda et al.'s book [33]. For this classifier, the input layer has the same amount of units as the dimension of the input feature vector, and the output layer has the same amount of units as the font classes. The hidden layer always contains the same amount of units as the input layer. So, the BPNN classifier constructed for the isotropic Gabor filter features has 32 input units and 32 hidden units; while the BPNN classifier constructed for the grating cell features has 48 input units and 48 hidden units.

The proposed approach was applied to the scanned documents of three different scripts (Latin, Greek and Cyrillic), where each script has five common fonts Arial(AR), Century Gothic(CG), Comic Sans MS(CSM), Courier New(CN), and Times New Roman(TNR). Classification results are as follows:

## Font Classification Within Script

This experiment tests the font classification for the same script. Table 2.2 shows the results for three scripts.

Table 2.2: Font classification results using different texture operators and different classifiers (IGF: Isotropic Gabor Filter, GC: Grating Cell).

| Script | Latin |  |  |  | Greek |  |  |  | Cyrillic |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Operator | IGF |  | GC |  | IGF |  |  | GC |  | IGF |  |  | GC |  |
| Classifier | WED | BPNN | WED | BPNN | WED | BPNN | WED | BPNN | WED | BPNN | WED | BPNN |  |  |
| AR | 93.10 | 100.00 | 93.10 | 100.00 | 70.59 | 100.0 | 58.82 | 100.0 | 76.84 | 71.58 | 60.00 | 84.21 |  |  |
| CG | 87.50 | 90.62 | 93.75 | 93.75 | 96.67 | 100.0 | 96.67 | 100.0 | 66.67 | 100.00 | 100.00 | 100.00 |  |  |
| CSM | 93.54 | 100.00 | 93.54 | 93.54 | 36.67 | 93.33 | 66.67 | 96.67 | 83.19 | 98.32 | 73.95 | 98.17 |  |  |
| CN | 94.00 | 94.00 | 94.00 | 94.00 | 76.32 | 86.84 | 84.21 | 97.37 | 36.25 | 90.00 | 67.5 | 94.25 |  |  |
| TNR | 96.88 | 100.00 | 96.88 | 100.00 | 96.67 | 96.67 | 96.67 | 96.67 | 29.46 | 84.50 | 53.49 | 90.31 |  |  |

## OCR Performance Comparison

As we mentioned in Section 2.2, as a preprocessor of the OCR, font classification can help improve performance. Using a recognizer based on the Zernike moment [68], we evaluated the accuracy of OCR with five fonts. The results are displayed in Table 2.3. The recognizer with no font classification is trained using the mixed training set from five fonts, and the final classifier is a Nearest-Neighbor classifier. The OCR with font classifier has five recognizers built for five fonts respectively, and the final classifier is also a Nearest-Neighbor classifier. The two OCR systems have the same training set. The results in Table 2.3 show that font classification can improve the OCR performance.

Table 2.3: OCR results for Latin, Greek, and Cyrillic scripts with and without font classification (where "WTFC" means "without font classification" and "WFC" means "with font classification").

| Script | Latin |  | Greek |  | Cyrillic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Font | WTFC | WFC | WTFC | WFC | WTFC | WFC |
| AR | $98.13 \%$ | $98.28 \%$ | $98.37 \%$ | $98.48 \%$ | $91.41 \%$ | $93.94 \%$ |
| CG | $95.36 \%$ | $96.17 \%$ | $94.86 \%$ | $94.92 \%$ | $79.25 \%$ | $89.34 \%$ |
| CSM | $96.63 \%$ | $96.63 \%$ | $95.59 \%$ | $96.63 \%$ | $85.89 \%$ | $87.22 \%$ |
| CN | $95.31 \%$ | $96.67 \%$ | $93.85 \%$ | $93.91 \%$ | $97.48 \%$ | $98.35 \%$ |
| TNR | $96.33 \%$ | $96.37 \%$ | $94.19 \%$ | $94.22 \%$ | $91.32 \%$ | $93.97 \%$ |

### 2.2.5 Result Analysis

The results in Table 2.2 show the grating cell operator can accurately capture texture features of different fonts. According to Petkov and Kruizinga's experiments $[108,78]$, the grating cell operator detects only texture and does not respond to other image attributes, while the traditional Gabor filter operator responds to both texture and other image attributes, such as edges. Because of the characteristics of document images, character strokes of different fonts often create a series of gratings with different patterns, which make the grating cell operator more effective to extract these pattern features.

In Section 2.2 we mentioned that a simple classifier (such as WED) cannot provide good performance for scanned documents, and when two fonts have close texture features, a relatively complex classifier is required. Figures 2.9(a) and 2.9(c) show images of five Cyrillic fonts and the segmentation result using the $K$-means
clustering algorithm；only four can be correctly segmented．However，after removing the representative of Comic Sans MS（Figure 2．9（d））and using the same parameters to extract the features，the remaining four parts can be correctly segmented using the same $K$－means clustering algorithm（Figure $2.9(\mathrm{f})$ ）．So，the feature similarity of different fonts caused the incorrect segmentation．Comparing this result with Table 2．2，we can conclude the BPNN classifier improved the classification accuracy．
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Figure 2．9：Results of font segmentation for different numbers of Cyrillic fonts using the $K$－means clustering algorithm．（a）Image with five different Cyrillic fonts．（b）

Ground truth for five fonts．（c）Segmentation result for five fonts．（d）Image with four different Cyrillic fonts．（e）Ground truth for four fonts．（f）Segmentation result for four fonts．

### 2.3 Adaptive Word-level Font Style Identification

# man-or ['mænə] seigneurie $f$; see $\sim$-house; lord of the $\sim$ seigneur $m$; châtelain $m$; ${ }^{\prime} \sim$-house château $m$ seigneurial; manoir $m$; ma-nori•al [mə'no:riol] seigneurial (-aux $m / p l$.); de seigneur. 

Figure 2.10: An entry from an English-French dictionary.

In a structured document, word font styles often provide additional implicit information along with the content. For example, Figure 2.10 shows an entry from an English-French dictionary with a complicated structure. We notice the headword and derived words are in bold, while the translation and pronunciation are normal, and the cross-reference, example, and gender of French words are italicized. Accurate OCR alone cannot parse such documents; style information is also necessary. In addition to providing recognized text, current commercial OCR software often provides font style information. While italic words are easily detected in most documents, boldness may differ significantly from the original printing either because of the original page's quality or because the scanner did not reproduce the original quality accurately. Figure 2.11 shows three words extracted from the same scanned dictionary using the same scanner configuration. Without comparing other words on the same page, it seems easy to identify the first word as bold and the other two as normal, where, in fact, all three words are normal. So, identifying word styles (especially boldness) from scanned documents correctly is not a trivial task, where


Figure 2.11: Normal words taken from different pages.
boldness must be detected as a relative measurement with respect to other words on the same page.

### 2.3.1 Previous Work

In earlier work on word style identification, Bloomberg [13] proposed a multiresolution morphological approach, where features that distinguish styles were extracted and projected to the lowest reliable resolution. Properties at the lower level were then returned to the higher resolution image to make a selection mask which identifies words with different styles. This approach was successful for identification of italic words but met limited success for bold words. Manna et al. [95] used the tangent distance as a classification function in a nearest neighbor approach, and a TD-Neuron discriminant model discriminated between two similar classes for fontstyle detection. Kavallieratou et al. [66] presented a slant removal algorithm based on the vertical projection profile of a word image and the Wigner-Ville distribution. This approach can identify italicized words. Vinciarelli et al. [130] presented an algorithm to detect the slant based on the number of vertical strokes. This approach can also detect italicized words. In recent years, texture analysis using wavelets was introduced to classify different font-styles. Zhu et al. [137] presented a font recognition algorithm based on global textures extracted using Gabor filters. They also
showed this approach's capability to identify text blocks with different font-styles.

### 2.3.2 Proposed Approach

We present a new approach to identify bold and italic words within scanned documents. Assuming the availability of OCR results, the approach adapts to different documents, different font faces, and different image qualities. The approach consists of two steps: (1) semi-supervised training which performs exhaustive feature selection used for classification; and (2) testing performs the style classification based on selected features. Both steps divide further into the "initialization" and "iteration" steps shown in Figure 2.12. We describe this approach in the following subsections.


Figure 2.12: The flow chart of the approach.

### 2.3.3 Feature Extraction

For each character, the following features are extracted: (1) stroke width (SW); (2) foreground density (FD); (3) character aspect ratio (CSR); (4) vertical skeleton pixel ratio (VSPR); (5) possible slant angle (PS); and (6) nine-zone foreground density (NZFD). The first three features are straightforward, so we focus on the last three features as follows:

Vertical skeleton pixel ratio (VSPR): We first skeletonize the original character

| $\mathbf{x}$ | $\mathbf{1}$ | $\mathbf{x}$ |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{x}$ | $\mathbf{1}$ | $\mathbf{x}$ |  |
| $\mathbf{x}$ | $\mathbf{1}$ | $\mathbf{x}$ |  |
| vertical |  |  |  |


| $\mathbf{x}$ | $\mathbf{0}$ | $\mathbf{x}$ |
| :---: | :---: | :---: |
| $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ |
| horizontal |  |  |


| $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |  |
| $\mathbf{x}$ | $\mathbf{0}$ | $\mathbf{x}$ |  |
| horizontal |  |  |  |

Figure 2.13: The cases of vertical and horizontal skeleton pixels.
image by the simple "hit-and-miss" transform described in [54]. For each foreground pixel in the skeleton image, the stroke's orientation is decided based on its $3 \times 3$ neighbors. Figure 2.13 shows the vertical and horizontal stroke cases, where " 1 " is the foreground pixel, " 0 " is the background pixel and "x" represents the pixel we don't care. The VSPR is defined as the fraction of vertical stroke pixels over the total number of foreground pixels in the skeleton image.

Possible slant angle (PSA): Similar to [130], for each column $k$ of the character image, we compute the histogram using the following formula:

$$
H(k)=\frac{h(k)}{\Delta y(k)}
$$



Figure 2.14: Example of continuous vertical stroke ratio (ratio=0.5).
where $h(k)$ is the vertical projection of column $k, \Delta y(k)$ is the difference between the maximum and the minimum $y$ coordinates of column $k$. The angle with the maximum number of value 1 in $H(k)$ is considered the normal style, and the possible slant angle is computed by rotating the character image by a small angle in a predefined range. Figure 2.14 shows an example with continuous vertical stroke ratio 0.5.

Nine-zone foreground density (NZFD): Each character box is divided into $9(3 \times 3)$ zones (Figure 2.15). For each zone, we compute the foreground pixel density and position it into a nine-dimensional vector.

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 4 | 5 | 6 |
| 7 | 8 | 9 |

Figure 2.15: Nine zones of a character.

### 2.3.4 Feature Selection

For each character, the extracted features are placed into a 14 -dimensional feature vector for training and testing. According to [56], feature selection can reduce not only the cost of recognition but can also provide a better classification accuracy due to finite sample size effects. In our work, an exhaustive feature selection procedure guarantees the optimal feature subset. For each training page, only the number of words of each style is given, and the evaluation of different feature subsets is based only on the number of words, not on the actual word styles. It is, therefore, a semi-supervised training. The classification procedure will be described in subsection 2.3.5. We address how to evaluate the performance of a feature subset as follows. Suppose the total number of words in one training page is $N^{(g)}$, and the number of normal, bold, and italic words is $N_{n}^{(g)}, N_{b}^{(g)}, N_{i}^{(g)}$ respectively. After classification based on one subset of features, the classified numbers of normal, bold, and italic words are $N_{n}^{(c)}, N_{b}^{(c)}$, and $N_{i}^{(c)}$. For a word $k$ with $M$ characters, we first compute the style consistency, defined as: $C(k)=M_{c} / M$, where $M_{c}$ is the number of characters whose style is the same as the word style. The performance for the feature subset $\mathbf{S}$ is defined as:

$$
J(\mathbf{S})=\sum_{k=1}^{N^{(g)}} C(k)-\sum_{j=n, b, i}\left|N_{j}^{(g)}-N_{j}^{(c)}\right|
$$

Let $\mathbf{F}$ be the set of all features, the optimal feature subset $\mathbf{S}_{\text {opt }}$ is selected as:

$$
\mathbf{S}_{o p t}=\underset{\mathbf{S}_{\subset} \subset \mathbf{F}}{\operatorname{argmax}} J(\mathbf{S})
$$

Compared with the standard training method and tested using different data sets, we claim the above performance evaluation provides the optimal feature subset in
most cases because the classes are continuous in feature space and labels are not random.

### 2.3.5 Classification

Considering the fact that italic words are more apparent visually than bold ones, the classifier is designed as a tree classifier with two levels. At the first level, words are classified into italic and non-italic words, and, at the second level, nonitalic words are classified into bold and normal words. A Gaussian Mixture Model


Figure 2.16: The decision tree for style identification.
(GMM) (described in Section 2.1.6) is constructed for each cluster of characters with the same code on one page. For each set of the characters with the same code, we collect their feature vectors, then perform the $K$-Means clustering ( $K=2$ ). The $K$-Means clustering result estimates all the parameters of the GMM using standard techniques (see [11]).

The initial Gaussian mixture model represented by $\left(p_{i}, \boldsymbol{\mu}_{i}, \Sigma_{i}\right)$ is estimated from the training samples as:

$$
\begin{equation*}
\widehat{p}_{i}=\frac{N_{i}}{N} \quad \widehat{\boldsymbol{\mu}}_{i}=\frac{1}{N_{i}} \sum_{k=1}^{N_{i}} \mathbf{x}_{k}^{(i)} \tag{2.28}
\end{equation*}
$$

$$
\begin{equation*}
\widehat{\Sigma}_{i}=\frac{1}{N_{i}} \sum_{k=1}^{N_{i}}\left(\mathbf{x}_{k}^{(i)}-\widehat{\boldsymbol{\mu}}_{i}\right)\left(\mathbf{x}_{k}^{(i)}-\widehat{\boldsymbol{\mu}}_{i}\right)^{T} \tag{2.29}
\end{equation*}
$$

$N_{i}$ is the number of samples which belong to class $\lambda_{i}$.
Using Maximum Likelihood detection, the decision rule for a character with feature $\mathbf{x}$ is:

$$
\begin{equation*}
L(\mathbf{x}) \underset{\lambda_{2}}{\stackrel{\lambda_{1}}{<}} T H \tag{2.30}
\end{equation*}
$$

where

$$
\begin{gather*}
L(\mathbf{x})=\left(\mathbf{x}-\boldsymbol{\mu}_{2}\right)^{T} \Sigma_{2}^{-1}\left(\mathbf{x}-\boldsymbol{\mu}_{2}\right)-\left(\mathbf{x}-\boldsymbol{\mu}_{1}\right)^{T} \Sigma_{1}^{-1}\left(\mathbf{x}-\boldsymbol{\mu}_{1}\right)  \tag{2.31}\\
T H=\ln \frac{\left|\Sigma_{1}\right|}{\left|\Sigma_{2}\right|}+2 \ln \frac{p_{2}}{p_{1}} \tag{2.32}
\end{gather*}
$$

The confidence of decision for vector $\mathbf{x}$ is defined as:

$$
\begin{equation*}
\operatorname{Conf}(\mathbf{x})=1.0-e^{-\left|\frac{L(\mathbf{X})-T H}{T H}\right|} \tag{2.33}
\end{equation*}
$$

It is easy to demonstrate that $\operatorname{Conf}(\mathbf{x})$ has the response shown in Figure 2.17. After


Figure 2.17: Confidence response.
obtaining the style of character and the decision confidence, a weighted majority voting approach determines the word style. For example, for the boldness of a word $W$ with $M$ characters, we compute the weighted voting score as follows:

$$
S(W)=\sum_{k=1}^{M} \operatorname{Conf}\left(\mathbf{x}_{k}\right)[I(k \text { is normal })-I(k \text { is bold })]
$$

where $\mathbf{x}_{k}$ is the feature vector of the $\mathrm{k} t h$ character, $I(\cdot)$ is the indicator function which only takes values 1 or 0 depending on whether the logical expression inside is true or false. The word style of word $W$ is determined based on the following rule:

$$
S(W) \underset{\text { bold }}{\stackrel{\text { normal }}{\gtrless}} 0
$$

In the iterative procedure, once a word's style is determined, the styles of characters are set the same as the word style, then the updated character information help update the GMM in the next iteration.

### 2.3.6 Experimental Results

Using one page for training, we applied the proposed GMM approach to four bilingual dictionaries and compared the results with ScanSoft's SDK 2000 by randomly choosing 20 pages from each dictionary. Figure 2.18 shows the comparison. From the results, we can see the proposed approach performs better for both bold and italic style detection. For some documents, the improvement can reach $50 \%$.

### 2.3.7 Robustness Analysis

The proposed approach depends on OCR performance. To evaluate the robustness with respect to OCR results, we generate four images from four pages of texts. Using one image as the training sample to select features, the approach was applied to 16 sets of images which were degraded with different levels of noise. The results are shown in Figure 2.19, where the x-axis is the accuracy of OCR. The result shows that this approach is more robust for boldness detection than for italic


Figure 2.18: Result comparison for four bilingual dictionaries.
style detection. The detection rate for boldness is always higher than $90 \%$ while the false alarm rate is higher than $10 \%$ when the OCR accuracy is lower than $65 \%$. For italic style detection, the detection rate is higher than $90 \%$ when the OCR accuracy is higher than $87 \%$. By examing the degraded images, we found there are many broken strokes for images with low qualities, which affect not only the character segmentation, but also the features for style detection. For SDK, the detection of boldness totally failed, and the italic style detection is at the same level as the proposed approach when the image has a high quality. The work was published in [89]

Style Detection and False Alarm Rate Corresponding to Different Image Qualities


Figure 2.19: Performance corresponding to different image quality.

## Chapter 3

## Adaptable Optical Character Recognition

### 3.1 Introduction

Digital document processing is gaining popularity for application int office and library automation, bank and postal services, publishing houses, and communication management. An important task of automatic document processing involves reading text. The automatically processing of the text components of a complex document which contains text, graphics, and/or images can be divided into three stages: (1) region extraction and text region classification using document layout analysis; (2) text line, and possibly word (glyphs separated by white space), and character segmentation; and (3) optical character recognition (OCR). Typically, the OCR classifier stage needs to be redesigned for each new script, while the other stages are easier to port. OCR technology for some scripts like Latin and Chinese is fairly mature and commercial OCR systems are available with accuracy higher than 98\%, including OmniPage Pro from ScanSoft, FineReader from ABBYY for Latin and Cyrillic scripts, and THOCR from Tsinghua University for Chinese.

Although commercial systems are available for Latin, Cyrillic, far east, and many middle eastern languages, such systems for Indic scripts, as well as many low density languages, are still in the research and development stage. Sometimes technical challenges present the difficulty, but more often it is due to a lack of a
commercial market. Nevertheless, a real need exists for OCR in these languages.
The DARPA TIDES program supports a project at the University of Maryland that focuses, in part, on acquiring resources rapidly from printed resources such as bilingual dictionaries. With the large number of languages globally, obtaining OCR system of every language is unrealistic. Instead, we need to be able to retarget OCR systems to deal with specific tasks, including new languages or new scripts.

During the "Surprise Language" task for TIDES that focused on Hindi, we faced the challenge of rapidly acquiring Hindi OCR capabilities. Since no feasible commercial OCR system was available, we wanted to develop one rapidly. In this chapter, we present a Devanagari (Hindi) OCR system using generalized Hausdorff image comparison that was developed and trained in less than a month. Trained using character samples extracted from different documents, the OCR system can be easily adapted to perform Devanagari OCR of other fonts. Details of a complete system for segmenting, parsing, and tagging bilingual dictionaries can be found in [93].

### 3.1.1 Background

Devanagari, an alphabetic script, is used in a number of Indic languages, including Sanskrit, Hindi, and Marathi, and many other Indic languages use close variants of this script. Although Sanskrit is an ancient language no longer spoken, written material still exists. Hindi has descended directly from Sanskrit through Prakrit and Apabhramsha, and has been influenced and enriched by Dravidian, Turkish, Farsi, Arabic, Portugese, and English. The third most common language
after Chinese and English, approximately 500 million people speak and write Hindi. Thus, research on Devanagari script, mainly int Hindi, attracts interest. In the rest of this chapter, Hindi, the language, and Devanagari, the script, are interchangable.

Unlike English and other Latin script languages, Hindi has few, commercial OCR renders. Chaudhuri and Pal proposed a Devanagari OCR system that is being marketed as a custom solution, but is not yet available commercially. The basic components of the system, were described in the literature [19, 20]. After word and character segmentation, a feature-based tree classifier recognized the basic characters. Error detection and correction using a dictionary search brought the recognition accuracy of the OCR to $91.25 \%$ at the word level and $97.18 \%$ at the character level on clean images. In his Ph.D. thesis [9], Bansal designed a Devanagari text recognition system by integrating knowledge sources. Character features such as horizontal zero crossings, moments, aspect ratios, pixel density in nine-zones, number, and position of vertex points, with structural descriptions of characters were used to classify characters and perform recognition. Based on dictionary search, the accuracy after correction averaged about $87 \%$ at the character level for scanned document images.

Both of the OCR systems mentioned above need vast amounts of training data with ground truth to achieve acceptable levels of performance. Data collection and ground-truthing is time consuming and labor intensive. Even so, before feeding a new Hindi font to the OCR, the system must be retrained to obtain reasonable accuracy. In our application, we benefit by needing only a small number of fonts for any given dictionary. We propose an approach to build a Hindi OCR quickly. Character
segmentation is similar to the approach proposed in [9] with minor changes, and the recognition is based on the generalized Hausdorff image comparison, which is like a template matching method but overcomes some traditional disadvantages. This OCR does not need to be trained using a large number of training samples, and easily adapts to different types of documents.

### 3.1.2 System Design

Our Hindi OCR, designed to work on pure Devanagari, or bilingual and multilingual document images with one script being Devanagari, is shown in Figure 3.1. The system contains three functional components: (1) document image pre-processing including denoising and deskewing; (2) segmentation and script identification at the word level; and (3) a classifier. In the following sections, we describe the word level script identification and focus on the design of the Hindi classifier.


Figure 3.1: System architecture.

First, the system scans pages of Hindi text at 300 or 400 DPI. Images are first pre-processed with denoising and deskewing [52, 47]. An implementation of DOC-

TRUM [102] segment the pre-processed images into zones, text lines, and words. Then, components of the page are segmented further into entries based on the functional features of documents using the approach described in [87]. Figure 3.2 shows segmented dictionary entries. Script identification identifies the segmented word images as Devanagari script or Latin script words (including symbols neither Latin nor Devanagari). The identified Latin script word images can be processed by a commercial English OCR, while the Hindi word images are segmented into characters, then, all character images are fed into a classifier to perform recognition. After post-processing, the output of the Hindi OCR combines with the OCR output of the Latin script to provide a complete result. The details of the approach and results are described in the following sections.


Figure 3.2: Segmented entries of the Hindi-English dictionary.

### 3.2 Technical Approach

### 3.2.1 Devanagari Script Identification

Before describing which features can identify Devanagari script words within bilingual or multilingual document images, we examine the appearance of Devanagari script. Typically, regular Hindi words can be divided into three strips: top, core, and bottom. For the Hindi word अकुलीन , Figure 3.3 shows the five-characterword image, in which three strips are illustrated. The header line always separates the top strip and core strip but no corresponding feature separates the bottom strip from core strip. The top strip contains the upper modifiers, and the bottom strip contains the lower modifiers. In a Hindi word, the top and bottom strips are not always necessary, which depend on the appearance of upper and lower modifiers.


Figure 3.3: Three strips of a Hindi word.

In [88] and the previous chapter, we proposed an approach to identify scripts at the word level based on the texture features extracted using Gabor filters. The performance of the approach can be improved by applying Supported Vector Machines (SVMs), as found in [90]. The approaches in [88, 90], identify scripts under the assumption that the operator knows nothing about non-Latin script, and the only feature used for script identification is extracted in 16 Gabor channels. For a specific script, some non-texture features can improve the performance when known
by the system. The Hindi header line presents such a powerful feature that it identifies Hindi words in bilingual or multilingual document images. For each segmented word with width $W$ and height $H$, we compute the horizontal projection (denoted by $H P$ ) of this word, then find the maximum value $H P_{\max }$ and the position $P S_{\max }$ of the maximum value. A word could be identified as a Hindi word if and only if:

$$
\begin{aligned}
& H P_{\max }>0.8 W \\
& P S_{\max }>0.5 H
\end{aligned}
$$

In some documents, a single Latin character, such as $\boldsymbol{E}, \boldsymbol{e}, \boldsymbol{R}, \boldsymbol{T}, \boldsymbol{t}, \boldsymbol{I}, \boldsymbol{P}, \boldsymbol{D}$, $\boldsymbol{F}, \boldsymbol{l}, \boldsymbol{Z}, \boldsymbol{z}$, or $\boldsymbol{B}$ in a specific font face may also satisfy the above two criteria. So, these misidentification cases must be handled to improve performance. In a regular document, all these characters except $\boldsymbol{I}$ seldom appear as a single character, and $\boldsymbol{I}$ is usually much narrower than a single Hindi character. These misidentifications are removed by setting a word width threshold that depends on font size and resolution of the document image. Figure 3.4 shows the performance comparison of two script identification approaches, SVM and the above-mentioned Script-Oriented approach, on 20 randomly chosen pages. The results demonstrate both approaches work effectively with an average accuracy higher than $93 \%$, and the latter is much higher with an average accuracy of $98.94 \%$.


Figure 3.4: Accuracy comparison of two script identification approaches (random pages, sorted by script-oriented accuracy).

### 3.2.2 Character Segmentation

## Devanagari Script Overview

Devanagari contains 11 vowels (shown in the first row of Table 3.1) and about 33 consonants (shown in Table 3.2). Each vowel except अ corresponds to a modifier symbol as shown in Table 3.1's second row. In Hindi, when consonants combined, a consonant with a vertical bar may appear as a half-form. Except for the characters क and $\boldsymbol{\varphi}$, the half forms of consonants are the left part of original consonants with the vertical bar and the part to the right of the bar removed. Table 3.3 shows the half consonants, where the order of characters corresponds to the order in Table 3.2. Table 3.4 gives examples of combinations of half-consonants with other consonants, which are not always left-right structured. Sometimes the combination orients from top-down, or becomes a new character. Examples of special combinations are shown in Table 3.5. In addition to these special combinations, Table 3.6 lists some special

Hindi symbols．The list of special combinations is far from complete，while all cases need to be handled．In subsection 3．2．3，we address dealing with special cases with an operator＇s feedback．

Table 3．1：Vowels and corresponding modifiers．

| Vowels： | अ | आ | इ | ई | उ | ऊ | ऋ | ए | ऐ | ओ | औ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Modifiers： |  | 「 | f | $\uparrow$ | $\bigcirc$ | $\cdots$ | c | － | － | $\dagger$ | 7 |

Table 3．2：Hindi consonants．

| क | ख | ग | घ | ङ | च | छ | ज | झ | ज | ट |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ठ | ड | ढ | ण | त | थ | द | ध | न | प | फ |
| ब | भ | म | य | र | ल | व | श | ष | स | ह |

Table 3．3：Half forms of Hindi consonants with a vertical bar．

| क | ख | $J$ | $\bar{\square}$ |  | $\bar{\sim}$ |  | $\bar{v}$ | ¢ | $\bar{J}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ס | $\overline{\bar{C}}$ | 2 |  | $\varepsilon$ | $\bar{F}$ | $\zeta$ | F |
| $\bar{\sigma}$ | な | I | こ |  | $\bar{\sim}$ | $\bar{\square}$ | \％ | 5 | 天 |  |

## Hindi Character Segmentation

Taking the segmentation of the Hindi word स्वीकृति as an example，the procedure to segment a Hindi word into characters（including core characters，and upper and lower modifiers）is illustrated in Figure 3．5．The numbered arrows in Figure 3.5 represent the segmentation steps，and the characters with solid boundary are the final segmentation results．The procedure to perform character segmentation can be described as follows：

Table 3.4: Examples of combination of Hindi half-consonants and consonants.

| क क क्क | क लक्ल | घ न घ्न | च ज च्ञ | ज च | त न त्न | प त प्त | प ल प्ल |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ब व ब्व | भ न म्न | म लम्ल | ल लल्ल | श न श्न | श ब शब | श ल श्ल | स न स्न |

Table 3.5: Examples of special combination of Hindi half-consonants and consonants.

| क षक्ष | ज जज्ञ | ट ट ट्ट | ट ठ ट्ट | त रत्र | द द द्द |
| :---: | :---: | :---: | :---: | :---: | :---: |
| द ध द्ध | द व द्व | द व रद्व | श रश्र | द भड्ञ | द यद्य |

- Step 1: Locate the header line and separate the core-bottom strip (containing the core strip and bottom strip) from the top strip (containing the header line and the upper modifiers).
- Step 2: Separate the core strip and the bottom strip, and extract the lower modifiers.
- Step 3: Separate the core strip into characters which may contain conjunct/shadow characters.
- Step 4: Segment the conjunct/shadow characters into single characters.
- Step 5: Remove the header line from the top strip and extract the upper modifiers.
- Step 6: Put the header line back to the segmented core characters.

The details for each step are described below. We denote the width of the Hindi word bounding box as $W$, the height as $H$, and the coordinates of the left-top

Table 3.6: Special Hindi symbols.

| क़ | र丁 | ग़ | ज़ | फ़ | ड़ | ढ़ |  | . | $:$ | 1 | 5 | $\smile$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |



Figure 3.5: The procedure of Hindi character segmentation.
corner are set as $(0,0)$.
Step 1: Separate the top strip and the core-bottom strip. The separation of the top strip and the core-bottom strip is based on the header line's location. For each word, we compute the horizontal projection ( $H P$ ) and find the row (with Ycoordinate $y$ ) having the maximum value of $H P$. This is the candidate of the header line position. A header line candidate can be the real header line if: $y \leq 0.4 H$. If this condition is not satisfied, then set the $H P$ value of this row to zero and search the row again with the maximum value until a real header line position is located. The maximum $H P$ value is marked as $H P_{\max }$, and the position of the header line is marked as hPosition. Setting hPosition as the center, traverse the adjacent ten $H P$ values at each side of hPosition and find the continuous rows whose $H P$ values are all greater than $0.8 H P_{\max }$. The number of these continuous rows is the word's
stroke width, which is marked as Stroke Width and important for the post-processing. hPosition is updated as the first row's Y-coordinates of the header line. The header line separates the Hindi word into the top strip, including the header line, and the core-bottom strip. Step 1 of Figure 3.5 demonstrates this procedure.

Step 2: Separate the core strip and the bottom strip. This procedure is shown briefly in step 2 of Figure 3.5. Denoting the width and height of the core-bottom strip obtained in the last step as $W_{c b}$ and $H_{c b}$, and using the Hindi word खुशनुमा containing two lower modifiers as an example, the detailed procedure is shown in Figure 3.6, by dividing it into the following steps:
(1) Compute the vertical projection $V P_{c b}$ of the core-bottom strip (Figure 3.6(a)).
(2) The columns with no black pixels separate the Hindi word into several character candidates, which may contain conjunct/shadow characters or even incorrectly segmented characters (Figure 3.6(b)).
(3) Find the maximum height of these characters and denote it $H_{\text {max }}$. The separated characters divide into three groups. The first group contains all characters with height greater than $0.8 H_{\max }$, the second group has characters whose height is between $0.8 H_{\max }$ and $0.64 H_{\max }$, and the remaining characters make the third group. The group with the maximum number contains normal characters without the lower modifiers, and the maximum height of members in this group is set as a threshold $h T h$. If $\left(H_{c b}-h T h\right) \geq H_{c b} / 4$, the word contains at least one lower modifier (Figure 3.6(b)).
(4) The horizontal projection $H P_{c b}$ is computed for each separated character with
a lower modifier.
(5) In the $H P_{c b}$ obtained in the last step, set $h T h$ as the center. Traverse the adjacent five values at each side of $h T h$. The row with the minimum $H P_{c b}$ value is the boundary that segments the core-bottom strip character into the core character and the lower modifier (Figure 3.6(c)).


Figure 3.6: Extraction of lower modifiers from the core-bottom strip. (a) The corebottom strip and its vertical projection. (b) Separated characters based on the vertical projection, the number under each character is its height, and numbers with '*) are used to compute the threshold $h T h=22$. Note: The second character is segmented incorrectly into two characters, but it doesn't affect the final result. (c) Two characters with lower modifiers and their horizontal projections, where the two straight lines denote the separation positions.

Step 3: Separate the core strip into characters. In this step, the core strip is decomposed into characters. The conjunct/shadow characters, which need further segmentation, will be determined in this step as well. We borrow the definition of shadow character from Bansal and Sinha [10]. A character is under the shadow of another character if they do not physically touch but cannot be separated merely by drawing a vertical line. In their paper, Bansal and Sinha proposed an approach
based on the statistical information (such as average width, minimum and maximum width) of characters on the text line. The approach obviously can not model our case, because in the bilingual documents, Hindi words and English words are usually interlaced. It is impossible to obtain one Hindi text line that contains words of the same size. Therefore, we separate a Hindi word into characters and determine conjunct/shadow characters based on the statistical information obtained from the current Hindi word. Before extracting the information, the Hindi modifier " T " has a much smaller width than the regular characters after removing the header line. So, this character cannot be applied in the computation of statistical information of character width. Fortunately, this character is easily located based on the obtained stroke width from the first step. The separation of the core strip and the determination of conjunct/shadow characters are shown in step 3 of Figure 3.5, where one conjunct character is located. Taking the segmentation of another Hindi word, इस्तेमाल , as an example, Figure 3.7 details the procedure, which can be describe as:
(1) Using the method in step 2, separate the core strip into characters based on the vertical projection (Figure 3.7(b));
(2) For each separated character, if the width is smaller than 2 StrokeWidth, consider this as $\Gamma$ and remove it.
(3) Find the minimum width of remaining characters and denote this as $W_{\text {min }}$;
(4) For each remaining character, if the width is greater than $1.5 W_{\text {min }}$, remove the character as it may be a conjunct/shadow character that can affect the statistical information significantly (Figure 3.7(c));
(5) After removing the too-narrow and too-wide characters, compute the average width of the remaining characters and denote it as $W_{\text {avg }}$;
(6) Traverse all the separated characters, each character with width wider than $1.2 W_{\text {avg }}$ is considered a conjunct/shadow character which needs further segmentation (Figure 3.7(d)) ;


Figure 3.7: Conjunct/shadow character determination. (a) Original word image (located header line provides StrokeWidth=6). (b) Five characters separated based on the vertical projection, with width $26,51,28,7,32$, respectively. (c) Three characters used to compute the average width, with width $26,28,32$, respectively, where $W_{\text {min }}=26$ and $W_{\text {avg }}=28.7$. (d) Detected conjunct character (with width 51).

Step 4: Segmentation of the conjunct/shadow character. The segmentation of a conjunct character is complicated by the different characteristics of conjunct and shadow characters. They are described as follows:

Segmentation of the Conjunct Character: To segment the conjunct character is to find the segmentation column from the right and the left sides of the word image, then determine the final segmentation position by comparing the two columns. After examining all the consonants, we found the following four observations:
(1) In each conjunct character, the right part is a full consonant wider than the left part, and the left part is always a half consonant.
(2) For each consonant that can be combined with a half consonant to create a conjunct character, after removing the header line, the vertical bar, and the part to the right of the vertical bar (if there is a vertical bar), the horizontal projection of the remaining part always connects without any discontinuity.
(3) Neither of a conjunct character's two parts can be too short.
(4) The pixel strength in the touching column of the two characters is usually less than that of other columns.

So, the segmentation algorithm contains three steps, based on the above observations. In the first step, segmentation column C1 is located by examining the right part of the conjunct character image (based on observations (1), (2) and (3)). Then, segmentation column C 2 is located by examining the left part of the conjunct character image (based on observations (1), (3) and (4)). In the last step, the final segmentation column C is determined by comparing C 1 and C 2 .

We use the computation of the collapsed horizontal projection (CHP) as defined by Bansal and Sinha $[9,10]$ to detect the continuity of an inscribed image. Collapsed horizontal projection can be described as: for each row of the inscribed image, if one foreground pixel can be found, then set the projection of this row 1 ; otherwise set the projection of this row 0 . The operations in the three steps are as follows.

Locate the segmentation column C1: Illustrated in Figure 3.8, the procedure to locate the segmentation column C 1 can be described as
(1) Check if a vertical bar exists in the right part of the image by computing the vertical projection of the right half of the conjunct image.
(2) If a vertical bar is present, remove the bar and the image to the right of the bar from the conjunct image. Figure 3.8(b) shows the new image.
(3) Suppose the right boundary of this new image is nRight, then the initial C 1 is set at one stroke width to the left of nRight. Inscribing the right part of the image between C 1 and $n$ Right, the $C H P$ is computed.
(4) If the $C H P$ has no discontinuity and the inscribed image is higher than $H / 3$, C 1 is the segmentation column and stop the searching procedure.
(5) Otherwise, shift C1 one column left and repeat the above computation until a C1 that satisfies the above criteria is found.

This searching procedure is detailed in Figure 3.8(c), where the first two inscribed images have discontinuity, and the final C 1 is shown in the last image.

Locate the segmentation column C2: As we mentioned in subsection 3.2.2, most half consonants have no vertical bar, but two consonants, क and $फ$, whose half forms also have a vertical bar. The appearance of the vertical bar can affect the final segmentation column result. So, before setting the initial segmentation column C2, we need to check the occurrence of the vertical bar in the left half of the conjunct image using the vertical projection. If no vertical bar is found in the left part of the


Figure 3.8: Segmentation of the conjunct Hindi character (to find C1). (a) The conjunct character image. (b) The remaining character image with vertical bar removed. (c) Steps to search for C1.
image, the initial C 2 is set at $W / 3$, where $W$ is the width of the conjunct image. Searching of the segmentation column C 2 is described as:
(1) Suppose the left boundary of the conjunct image is nLeft, the height of the inscribed image between nLeft and $W / 3$ is computed.
(2) If the computed height is less than $H / 3$, then C 2 shifts one column right. If the inscribed image is higher than $H / 3$, then C 2 shifts one column right, but only if the pixel strength of the new column is not greater than the present column. The pixel strength of the column is defined as the number of black pixels.
(3) Iterate the above steps until locate a segmentation column C2 that meets the requirement.

This procedure is shown in Figure 3.9, where the inscribed image is always higher than $H / 3$, and the strength for the next column is shown in all three subfigures.

If the left part of the image has a vertical bar, suppose the right column of the bar has location bRight, then set the initial segmentation column C 2 as bRight+1. Since the height of the inscribed image between $n$ Left and $C 2$ is higher than $H / 3$, C2 shifts one column right only if the pixel strength of the new column is not greater than the present column. Figure 3.10 shows one example.

Considering the observation (1), C2 must be smaller than $W / 2$, which adds another stop condition for the determination of C 2 .


Figure 3.9: Segmentation of a conjunct Hindi character (to find C2).


Figure 3.10: Example of conjunct Hindi character with two vertical bars.

Locate the segmentation column $C$ by comparing $C 1$ and C2: If an actual conjunct character is detected, the found segmentation columns C1 and C2 should be close. Considering the stop conditions of the searching iterations of C 1 and C 2 , C1 cannot be less than C 2 for a real conjunct character. So, segmentation column

C is decided using the following three situations:
(a) C 1 is less than C 2 : the detected character is not a real conjunct character, so no further segmentation is needed.
(b) C1 is greater than C2, and C1 and C2 are close: If the difference between C 1 and C 2 is less than the stroke width, then the segmentation column C is set as the average of C1 and C2.
(c) C1 is one or more stroke width larger than C2: The segmentation column C is set as the column that is one stroke width left of C 1 , and only the right part will be extracted. The remaining left part will be considered as a new conjunct character image with further segmentation needed.

Segmentation of the Shadow Character: The detection of a shadow character is straightforward. First, we find the character's left-most pixel. Then, the connected component starting from this pixel is detected, and the bounding box of this connected component is computed. If the right value of the bounding box is less than the right value of the original character image, then the character is considered a shadow character requiring further segmentation. The segmentation of a shadow character is shown clearly in Figure 3.11. Not many shadow cases exist in Hindi words. Usually in the shadow character image, the right character can be represented as a single connected component. So, the shadow character segmentation starts at the right side. First, we find the image's right-most black pixel, then use this pixel to find the connected component using 8-neighbor tracing. The connected component is considered the right character and separated from the original image. The left character is the remaining part with the detected connected component


Figure 3.11: Segmentation of the shadow character. (a) Determination of the shadow character. (b) Bounding box of the connected component (the right character). (c) Bounding box of the left character. (d) Segmented characters. removed.

The above mentioned segmentation can be extended to the segmentation of the shadow upper modifiers (the lower modifiers usually do not have shadow situations). Three examples of shadowed upper modifiers are shown in Figure 3.12.

## *R B. Pr

Figure 3.12: Examples of shadow upper modifiers.

Step 5: Extract the upper modifiers. The extraction of upper modifiers from the top strip (show in step 5 in Figure 3.5) is simple and straightforward. The header line is removed from the top strip first, then the vertical projection of the remaining strip is computed. The upper modifier's boundary is located based on the column without any black pixels. In some special cases, two upper modifiers may touch each other, which are separated as a single upper modifier. Further segmentation of the upper modifiers will be handled as a special case, described in subsection 3.2.3.

Step 6: Replace the header line in the segmented characters. A straightforward step, the header line is replaced to each segmented core character for recognition in the next step.

In these operations, some constants are defined. Part of these constants depend on the natural characteristics of the Hindi character, such as the factors $0.4,0.8$, $0.64,1.2,1 / 4,1 / 3$, and $1 / 2$, which are usually fixed for different fonts or different sizes of Hindi words. Some constants (such as the 5 and 10 when traversing the projection profile) depend on size of Hindi words. We chose these constants based on experimental results as they can be fixed when the font has the standard size used in regular documents, or they can be changed based on a new size.

### 3.2.3 Recognition

In a typical OCR system, feature extraction is probably the most important step to achieve high performance of character recognition. Devijver and Kittler [28] defined feature extraction as the problem of "extracting from the raw data the information which is most relevant for classification purposes, in the sense of minimizing the within-class pattern variability while enhancing the between-class pattern variability." Considering many variations of the same character exist, good features for character recognition should be invariant to transformation, such as scale and rotation. Some feature extraction methods work on grayscale images, while others work on binarized images, vector images (thinned skeletons), or outer symbol contour. Trier et al. presented an overview of feature extraction methods for recognition of segmented (isolated) characters [126]. OCR approaches can be classified into
template matching, transforming, zoning or moment based.

Our Hindi character recognition approach is based on the Hausdorff image comparison. Huttenlocher et al. [49] proposed efficient algorithms to compute Hausdorff distance, comparing the resemblance between two binary images with the assumption that only a translation appears between two images. We applied the generalized Hausdorff image comparison (GHIC) to determine the resemblance of one segmented character (a point set) to another character (a template point set), by examining the fraction of points in one set that lie close to points in the other set, and vice versa. Two parameters determine the degree of resemblance of two point sets: (1) the maximum distance at which points can be separated and still be considered near; and (2) what fraction of the points in one set are at most this distance away from points of the other set. Hausdorff-based distance measures differ from the correspondence-based matching techniques in that no pairing of points in the two sets are compared [49]. Often in matching and recognition problems, the two images undergo a geometric transformation in the matching process. We are concerned with finding the transformations of one image (character image) that produce good matches to the other image (template image). In the following subsections, we give a brief introduction of generalized Hausdorff image comparison.

## Generalized Hausdorff Image Comparison (GHIC)

Given two sets of points $A=\left\{a_{1}, \ldots, a_{m}\right\}$ and $B=\left\{b_{1}, \ldots, b_{n}\right\}$, the Hausdorff distance is defined as:

$$
H(A, B)=\max (h(A, B), h(B, A))
$$

where $h(A, B)=\max _{a \in A} \min _{b \in B}\|a-b\|$. The function $h(A, B)$ is called the "directed Hausdorff distance" from $A$ to $B$ (this function is not symmetric and thus not a true distance). It identifies the point $a \in A$ furthest from any point of $B$, and measures the distance from $a$ to its nearest neighbor in $B$. So the Hausdorff distance, $H(A, B)$, measures the degree of mismatch between two image point sets, as it reflects the distance of the point of $A$ furthest from any point of $B$ and vice versa.

The Hausdorff distance is very sensitive to even a single outlying point of $A$ or $B$. For example, consider $A=B \cup x$, where the point $x$ is a large distance D from any point of $A$. In this case, $H(A, B)=D$, which is determined solely by the point $x$. Considering the fact that scanned images are often noisy and of different quality, directed Hausdorff distance cannot provide a satisfying match between two character images. Therefore, when performing recognition, rather than using $H(A, B)$, a generalization of the Hausdorff distance (which does not obey the metric properties on $A$ and $B$, but does obey them on specific subsets of $A$ and $B$ ) is used. This generalized Hausdorff measure takes the $k^{t h}$ ranked distance rather than the maximum, or the largest ranked one:

$$
h_{k}(A, B)=k_{a \in A}^{t h} \min _{b \in B}\|a-b\|
$$

where $k^{t h}$ denotes the $k^{t h}$ ranked value (or equivalently the quantile of $m$ values). For example, when $k=m$, then $k^{t h}$ is max. When $k=m / 2$, then the median of the $m$ individual point distances determines the overall distance. Therefore, this measure generalizes the directed Hausdorff measure by replacing the maximum with a quantile.

For character recognition, we are interested in using the Hausdorff distance to measure the similarity of one image bitmap $I$ (the character image) with some "model" bitmaps $M$ (character templates or samples), under the assumption that only translation transformation can exist between two matched bitmaps. In other words, we seek all translations $t \in R^{2}$ such that $h_{k}(M+t, I) \leq \delta$. The parameter $k$ tells us how many of the model points should be near image points to classify a given translation as a potential matching instance of the model (i.e., we allow $m$ - $k$ of the $m$ model points to be outliers). The parameter $\delta$ tells us how close each nonoutlying model point must be to some image points. In our work, the parameter $k$ depends on the scanning image quality, while parameter $\delta$ is determined based on the shape variability of same characters in different context.

To find each translation such that $h_{k}(M+t, I) \leq \delta$, we form $I^{\prime}=I+C_{\delta}$, then compute the correlation of M with $I^{\prime}$. For each translation $t$ of $M$ with respect to $I^{\prime}$, the correlation determines $p$, how many points of $M+t$ are superimposed with $I^{\prime}$ (the logical and of $M+t$ and $I^{\prime}$ ). If the point number $p$ of one translation is greater than or equals $k$ (i.e. $p \geq k$ ), then the current model $M$ with translation $t$ is considered a match to $I$, i.e. $h_{k}(M+t, I) \leq \delta$ is satisfied. We refer to $p / m$ as the Hausdorff fraction for a given translation $t$ (at some fixed $\delta$ ). The Hausdorff fraction measures the percentage of $M+t$ near (within $\delta$ of) points of $I$, which provides the degree of similarity of two image point sets and can provide the confidence value of recognition.

The computation of $h_{k}(M+t, I) \leq \delta$ alone does not necessarily find good matching of $M$ in $I$, rather it finds portions of $I$ that could contain $M$ plus some
other points. For instance, with black as the foreground pixel, a totally black image will match any model in any translation. Thus, we must use the other direction of the generalized Hausdorff measure, $h_{k}(M+t, I)$, to "verify" those translations where $h_{k}(M+t, I) \leq \delta$. This reverse Hausdorff fraction ensures a given portion of an image's points (covered by the model array) are near points of $M+t$. It thereby prevents situations in which a totally black image may match any other images.

The details of the generalized Hausdorff image comparison can be found in [49]. In our recognition, the forward and reverse distance thresholds are specified to compare the resemblance between a character and the templates. Under the constraint of the two thresholds, more than one character may satisfy the conditions, thus the forward and reverse Hausdorff fractions can prune the character candidates. Furthermore, we also set two thresholds of these two fractions. The sum of the forward and reverse Hausdorff fraction computes the confidence (half of the sum which has value between 0.0 and 1.0) of character recognition, and the confidence value is used for follow on processing, which will be discussed in Section 3.4.

## Normalization of Template and Character Images

Since we consider only the translation when computing the generalized Hausdorff image measure to perform recognition, the same character cannot be matched in different sizes. One solution to solve the scaling problem involves image normalization, i.e. the template and character images fed into the system must be normalized before computing the Hausdorff distance. We employ a simple normalization based on the long edges of images, which normalizes all core characters into
images with long edge 32 and all upper and lower modifiers into images with long edge 16 , while preserving the aspect ratio. Denoting the image's dimensions as $W$ (width) and $H$ (height), the normalization procedure is:
$D_{\max }=\max (W, H)$
if low or upper modifiers, then
Factor $=16 / D_{\max }$
else

Factor $=32 / D_{\max }$
$N W=W \times$ Factor, $N H=H \times$ Factor

Resize the image into a new image with size $N W \times N H$
The constants 16 and 32 are not important in the normalization step, we can change this value into a variable, dependent on the average size of character images.

## Classification of Characters

Hindi characters do not contain a vertical bar at the left. If a vertical bar is present, it either appears at the right end (End Bar) or in the middle (Middle Bar) of characters. Given the presence and position of the vertical bar and the conjunction number of the character with the header line, all core Hindi characters can be divided into the following six groups shown in Table 3.7.

The four characters ग ण $\begin{array}{r}\text { श } ग ~ i n ~ t h e ~ S p e c i a l ~ C a s e ~ c l a s s ~ p o s s e s s ~ a n ~ e n d ~ b a r . ~\end{array}$ After removing the header line and computing the vertical projection, each of these four characters will decompose into two parts. The over-segmentation is handled in the next subsection. The character ए in the No Bar class is also special as it is the

Table 3.7: Classes of core Hindi characters.

| Open Header | अ थ ध भ |
| :---: | :---: |
| One Conjunction End Bar | च ज ज त न व ज़ |
| More Conjunctions End Bar | ख घ झ प म य ष स ख़ |
| Middle Bar | ऋ क फ क़ फ़ |
| No Bar | इ उ ऊ ए ङ छ ट ठ ड ढ द र ह ड़ ढ़ |
| Special Case | ग ण श ग़ |

only No Bar character which has more than one conjunction with the header line.

## Over-segmentation Processing

In the above character segmentation procedure, a possibility of over-segmentation of characters exists, i.e. one single character could be segmented into two or more parts. We divide the over-segmentation into two types, horizontal and vertical, and handle them separately.

The over-segmentation in the vertical direction happens only to long characters, such as ए ह , and other strongly combined forms of consonants such as द द्व द्व द्व and s. After being segmented into two parts, often the bottom part is rejected or incorrectly recognized during the recognition procedure. This type of over-segmentation is handled by adding the over-segmented top part into the templates and assigning them special codes. Once recognized, we know this is an over-segmented character and its following part will be replaced. For example, Fig-
ure 3.13(a) shows some of the over-segmented characters we added to our templates, and characters in Figure 3.13(b) are the original complete forms.

(a)
(b)

Figure 3.13: Examples of over-segmented characters added in the template. (a) Over-segmented characters. (b) Original characters.

The handling of over-segmentation in the horizontal direction can be more complex because of the half-consonant. Taking the four Special Case characters, their half forms occur in the left part of the over-segmented parts. The determination of an over-segmented character depends whether the following character is character r or not. If the four cases are over-segmented, then the next character must be character r , but this cannot be determined until the next character has been recognized. We will discuss this type of over-segmentation in the "Ligature Processing" section.

## Dealing With Special Characters

It is impractical to add all special characters to the template because many of them are rarely used. In addition, adding more templates will significantly slow the recognition. We provide a simple scheme allowing the operator to add new special characters easily, meaning the recognizer can easily adapt to new cases. If the operator finds one new character, he first classifies this character (end bar, middle bar, no bar, etc), and places it into a corresponding file that includes the
template name and unicode of this character. Then, he cuts this character from the image, saves it into a TIFF file, and places the file name into the training template directory. The recognizer will automatically read the templates from the file and perform recognition. The recognition of all of the special characters listed in Table 3.5 and Table 3.6 are handled by our system.

Due to the quality of scanned document images, two or more upper modifiers may touch each other and cannot be segmented using the approach described above. Some of these touching upper modifiers are shown in Figure 3.14. These touching upper modifiers are considered as special upper modifiers added to the class. Fortunately, few cases exist, so this case can be handled easily.


Figure 3.14: Examples of touching modifiers.

### 3.2.4 Ligature Processing

Devanagari characters, like characters from many other scripts, combine or change shape depending on their context. A character's appearance is affected by its relation to other characters, the font used to render the character, and the application or system environment. Subsection 3.2.3 discusses these special characters.

Additionally, a few Devanagari characters may result in a change in the order of the displayed characters. This re-ordering is rare in non-Indic scripts. One such character is $f$, which is always displayed one consonant left of its real position. When exporting the codes of one Hindi word with this character, the codes of characters
must be reordered.

The Devanagari script is noted for its large number of consonant conjunct forms that serve as orthographical abbreviations (ligatures) of two or more adjacent letter forms. This abbreviation takes place only within a consonant cluster.

Some independent characters, such as ई, ऐ, ओ, औ, अं, $\uparrow$ and ${ }^{\dagger}$ have a top strip segmented and classified as upper modifiers. When exporting the characters' encoding, the upper modifier should be replaced into the corresponding core character to generate a correct code.

Independent characters such as आ, ओ, औ will be segmented into अ plus $\mathrm{r}, \uparrow$, 7. When exporting the encoding of these characters, the separated parts should also be replaced to generate a correct single code.

Our system has success with the above schemes. Since most of them are caused by the Devanagari ligature, we discuss this in "Ligature processing".

### 3.3 Experimental Results

### 3.3.1 OCR Evaluation

The proposed system was applied to the 1083 pages of the "Oxford HindiEnglish Dictionary" [98] and to a collection of PDF-converted Hindi document images. The dictionary binding was burst and scanned at 400 DPI. The PDF-converted Hindi document images are obtained directly without the introduction of scanner noise, so they are ideal images.

Figure 3.15 shows an example of the scanned dictionary image, where (a) is
the original image, and (b) shows the identified Hindi words (with errors) and the segmented characters. The OCR result which combines the Hindi OCR and the Latin OCR is shown in Figure 3.16. To evaluate the accuracy of this OCR, we randomly chose 7 pages and counted the number of Hindi words and characters recognized. Table 3.8 demonstrates the results. From Figure 3.15, we notice the identified Hindi words can be correctly segmented into isolated characters using the proposed approach. The evaluation result displayed in Table 3.8 shows the recognition accuracy at the character level reaches $87.75 \%$, while the accuracy at the word level nears $67 \%$. The experiment was conducted on scanned images containing noise, and the result is the pure recognition result without any spell checking and word correcting based on dictionary search. We strongly believe, with the availability of Hindi language constraints and electronic text, correction techniques can be applied to the postprocessing stage to improve performance.

As we mentioned in subsection 3.1.1, Bansal [9] proposed a Hindi text recognition system by integrating knowledge sources. After correction, based on dictionary search, the average accuracy nears $87 \%$ at the character level for scanned document images. This result is comparable with our system's performance without any correction. The recognition accuracy of the Hindi OCR system proposed by Chaudhuri and Pal can achieve $91.25 \%$ at the word level and $97.18 \%$ at the character level. However, this accuracy was obtained on clean images with error detection and correction based on a dictionary search.

To test the effectiveness of the proposed approach working on clean images, we processed PDF-converted ideal images and evaluated them. The accuracy comes
टपकना tapaknā [*tapp-], v.i. 1. to drop, to
drip; to dribble; to exude; to leak. 2. to fall
(fruit). 3. to appear (suddenly). 4. to be
evident (emotion, or a disposition). 5. to be
abundant in, to suffuse (as youth the body).
6. to long or to yearn (the heart).
टपका tapkā [cf. H. tapaknā], m. 1. dropping,
dripping. 2. a drop, drip. 3. transf. a throbbing
pain. 4. a windfall (fruit; esp. a mango).

- टपके का, adj. fallen, ripe (fruit). - टपका-टपकी,
f. continuous dropping or dripping; a trickle;
drizzle.
टपकाना țapkānā [cf. H. țapaknā], v.t. to
cause to drop, or to drip; to distil.
टपकाव țapkāv [cf. H. țapaknā], m.

1. dripping. 2. causing to drip; distilling.
टपना țapnā [cf. H. tāapnā], v.i. 1. to leap, to
jump (over or across). 2. to wait (unfed, or
with hopes unfilfilled).
टपाना țapānā [cf. H. țāpnā], v.t. 1. to cause
to leap, or to bound. 2. to keep (one) waiting.
2. colloq. to filch; to smuggle (sthg.) away.
टप्पर țappar [cf. ${ }^{\star}$ tarpa-1], m. reg. 1. a thatch;
W. thatched house. 2. canopy (of a cart).
3. Bihar. matting.

टपकनाI t tapaknā [ ${ }^{\star}$ tapp-], v.i. 1. to drop, to drip; to dribble; to exude; to leak. 2. to fall (fruit). 3. to appear (suddenly). 4. to be evident (emotion, or a disposition). 5. to be abundant in, to suffuse (as youth the body). 6. to long or to yearn (the heart).

टपकाा ṭapkā [cf. H. ṭapaknā], m. 1. dropping, dripping. 2. a drop, drip. 3. transf. a throbbing pain. 4. a windfall (fruit; esp. a mango). - टपकंक का $r_{\text {a }}$ adj. fallen, ripe (fruit). - टपकान-टपकी, f. continuous dropping or dripping; a trickle; drizzle.

टपकानाI țapkānā [cf. H. țapaknā], v.t. to cause to drop, or to drip; to distil.
टपका|व| ṭapkāv [cf. H. ṭapaknā], m. 1. dripping. 2. causing to drip; distilling.

टपना țapnā [cf. H. țāpnā], v.i. 1. to leap, to jump (over or across). 2. to wait (unfed, or with hopes unfilfilled).
टपानाI tapānā [cf. H. țāpnā], v.t. 1. to cause to leap, or to bound. 2. to keep (one) waiting. 3. colloq. to filch; to smuggle (sthg.) away.

टपपर tappar [cf. ${ }^{\star}$ tarpa-1${ }^{-1}$ ], m. reg. 1. a thatch; WW. thatched house. 2. canopy (of a cart). 3. Bihar. matting.
(b)

Figure 3.15: One example from the bilingual dictionary. (a) Original image. (b)
Identified Hindi words and character segmentation.
drip; to dribble; to exude; to leak. 2. to fall
(fruit). 3. to appear (suddenly). 4. to be
evident (emotion, or a disposition). 5. to be
abundant in, to suffuse (as youth the body).
6. to long or to yearn (the heart).
टपब्षा tapka [cf. H. tapakna], m. 1. dropping,
dripping. 2. a drop, drip. 3. transf. a throbbing
pain. 4. a windfall (fruit; esp. a mango).

- टपके का, adj. fallen, ripe (fruit). - टपकाटपकीत,
f. continuous dropping or dripping; a trickle;
drizzle.

```
टपकना tapaknd [*tapp-], v.i. 1. to drop, to
```

```
टपकना tapaknd [*tapp-], v.i. 1. to drop, to
```

टपकाव tapkav [cf. H. tapaknd], m.

1. dripping. 2. causing to drip; distilling.

टपना tapnd [cf. H. tdpnd], v.i. 1. to leap, to jump (over or across). 2. to wait (unfed, or with hopes unfilfilled).

टपाना tapand [c£ H. tapna], v.t. 1. to cause
to leap, or to bound. 2. to keep (one) waiting.
3. colloq. to filch; to smuggle (sthg.) away. टप्पर tappar [cf. *tarpa-' ], m. reg. 1. a thatch; शT्श thatched house. 2. canopy (of a cart).
3. Bihar. matting.

Figure 3.16: OCR results of images shown in Figure 3.15 (reconstructed by combing Hindi and Latin results).
close to $95 \%$ (with 2584 characters and 2450 correctly recognized for one page). Figure 3.17 shows part of one converted clean image and its OCR result.

### 3.3.2 Discussion

In examining the data, we found a number of factors contributed to the incorrect recognition including:
(1) Incorrect word segmentation. The word segmentation performance depends on the quality of document images. Noise may cause the incorrect underor over-segmenting of words or merging of words with other symbols. Incorrect word segmentation can further affect the script identification result, leading to the degradation of OCR performance.
(2) Incorrect character segmentation. Segmentation is a challenging task, es-

Table 3.8: Result evaluation of the Hindi-English dictionary, where "A1" is the character accuracy with respect to "Chars", and "A2" is the character accuracy with respect to "Recognized". "A" is the word accuracy.

| Pages | Chars | Recognized | Correct | A1 | A2 | Words | Correct | A |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p0098 | 451 | 443 | 407 | $90.24 \%$ | $91.87 \%$ | 110 | 79 | $71.82 \%$ |
| p0160 | 317 | 311 | 272 | $85.80 \%$ | $87.46 \%$ | 73 | 54 | $73.97 \%$ |
| p0179 | 480 | 477 | 409 | $85.21 \%$ | $85.74 \%$ | 113 | 67 | $59.29 \%$ |
| p0401 | 294 | 290 | 264 | $89.80 \%$ | $91.03 \%$ | 71 | 53 | $74.65 \%$ |
| p0799 | 437 | 451 | 379 | $86.73 \%$ | $84.04 \%$ | 80 | 50 | $62.50 \%$ |
| p0987 | 405 | 402 | 359 | $88.64 \%$ | $89.30 \%$ | 67 | 39 | $58.20 \%$ |
| p1023 | 343 | 338 | 303 | $88.34 \%$ | $89.64 \%$ | 64 | 44 | $68.75 \%$ |
| Total | 2727 | 2712 | 2393 | $\mathbf{8 7 . 7 5 \%}$ | $\mathbf{8 8 . 2 4 \%}$ | 578 | 386 | $\mathbf{6 6 . 7 8 \%}$ |

pecially for scanned Hindi images. If images contain noise, the average width and height of characters may not be obtained accurately. During segmentation, many decisions, such as identifying conjunct/shadow characters, determining lower modifiers, and determining stroke width, are based on these statistics. Incorrect statistics can significantly degrade the performance of character segmentation, therefore degrading the final performance of recognition.
(3) Missing punctuation such as commas, periods, and parentheses. Often the space between words and the following punctuation is small. Punctuation can therefore be merged with Hindi words during word segmentation. As a direct result, these symbols can influence negatively the distribution of the features used to perform segmentation. Although we tried to solve this by detecting punctuations first, some cases were incorrect.

जहा तक ब्रिटेन, स्वीडन व डेनमार्क का प्रएन है इन दे पों ने अपनी
अतीत की प्रतिष्ठा के दबाव के कारण यूरो को न अपनाने का
निर्ण्णय लिया है ब्रिटेन की परेएानी तो समझ्सी जा सकती है क्योकिं
यूरोपीय मौद्रिक सघ का सदस्य बनने के लिए ब्रिटेन में जनाधांर की
तैयारियां चल रही है लेकिन, पहले से ही यूरोपीय मौड्रिक सघ के
सदस्य देए स्वीड्न और डेनमार्क आदि के गूरो मुद्रा न अपनाने की
बात किसी भी तरह गले नहीं उतर रही है बहरहाल, आएाए की
जानी चाहिए कि यूरो के उदय व प्रचलन से यूरोपीय अर्थव्यवस्था
में एक विकसित दौर उभरकर सामते आएगा
(b)

Figure 3.17: OCR result of the PDF converted ideal image. (a) Original image. (b)
OCR result.
(4) Character mis-classification due to noise. This typically happens with Open Header and Middle Bar characters. Noise may cause an Open Header character to become a closed header character, or cause the detected vertical bar in a Middle Bar character to shift. The classes rarely overlap, so if one character is mis-classified, it most likely will not be recognized correctly.
(5) Character similarity. There exist Hindi characters with similar appearances. Sometimes the scanning noise makes them appear almost indistinguishable. During recognition, they may have the same confidence value, which can then make the final selection of OCR output of this character ambiguous. Higher level context or language models may help solve this problem.
(6) Special symbols which are noise-like. Some special symbols (including notations) are visually noise-like, although the position of these symbols relative to the text provides strong context. Sometimes, these symbols are removed as noise, other times noise is left and results in incorrect modifiers. This causes incorrect
classification and degrades the OCR's performance.

To improve performance, we consider all the factors discussed above and strive to remove their effects. Since noise causes a majority of the incorrect recognition, applying new denoising techniques, such as the approach in [136], or making the parameters more flexible with varying image quality can improve performance. For incorrect recognition caused by mis-classification, more rules or new classes may be added to increase the accuracy.

As a post-processing step, a number of known ways can increase OCR's accuracy for free text, and most use either general or domain specific lexicons. The recognized terms are looked up in the lexicon, and if they are present, no further analysis is required. If they are not present, we must assume an OCR error occurred and attempt to select the correct term. Often, this is accomplished with a distance measure between terms, typically based on character recognition confusion probabilities.

We use OCR to process bilingual dictionaries, and these types of documents introduce several inherent problems for OCR correction. First, we have a source, that, by nature, has few instances of some words, yet has a fairly complete coverage of the language. In the case of Hindi, the lexicons are not sufficiently complete to warrant statistical correction approaches. Although we have significant amounts of electronic text to generate a lexicon, most naturally occurring text provides only a limited coverage of the language. We have performed experiments with a limited lexicon, but not surprisingly, the overall recognition rates decrease. When a term is spelled correctly, but does not appear in the lexicon, we actually introduce more
errors by mapping these words incorrectly.
The second problem appears similar to the question the chicken and egg problem. Since we have no ground truth information (and it was not feasible to obtain it), it is difficult to estimate the OCR confusion probabilities needed for intelligent distance measures. We are currently exploring various character level correction schemes, but they rely on a statistical distribution of character bi- or tri-grams that may not be accurate for dictionaries.

In general, if we are trying to produce OCR systems for low density languages, large amounts of electronic text may not be available, so we are exploring other ways to semi-interactively identify common confusions.

### 3.4 Summary and Future Work

We have presented an adaptive Hindi OCR system that uses a generalized Hausdorff image comparison implemented as part of a rapidly retargetable language tool. The system includes three stages: (1) script identification; (2) character segmentation; and (3) training sample creation and character recognition. Based on the generalized Hausdorff image comparison, the system retargets easily to different Hindi fonts or even a different script, provided the segmentation can use the same or a similar approach. The OCR is also designed to recognize unknown special characters and to provide a simple interactive interface for the user to add them. The OCR (designed and implemented in one month) was applied to a complete Hindi-English bilingual dictionary and a set of ideal images extracted from Hindi documents in PDF format. Experiments result in an average recognition accuracy
of $87.82 \%$, while the accuracy for ideal images was $95 \%$, both at the character level, without any spell checking.

A major thrust of future work will be to perform OCR correction or to resolve ambiguity among candidates. One advantage is we assign confidence as a side effect of recognition. By setting two thresholds on the Hausdorff distance, the forward and reverse Hausdorff fractions under the constraint of these two thresholds can compute the confidence of a character and word recognition. This confidence has a real value between 0.0 and 1.0 , making it more intuitive and usable than current commercial OCR software such as ScanSoft Developer's Kit 2000 from ScanSoft and FineReader Engine from ABBYY. For these packages, the confidence of each character is a boolean value, which gives the same weight to all characters when computing a word's confidence.

Given the confidence of characters and words, we can further consider the word correction based on a dictionary search. The word correction engine would determine whether a word should be replaced with another correct word from the dictionary, significantly improving the recognition performance at both character and word level. Since a possibility exists that the recognized result may be overcorrected, the word correction also can provide a probability for the replacement, which tunes the correction. Details of this correction are discussed in [73, 74].

Another advantage involves the adaption to different image qualities. For example, if a scanned document image has a poor quality, the Hausdorff thresholds can be set to lower values, making the classifier and recognizer more tolerant. If the image has high quality, the thresholds can be set to higher values, speeding the
recognition process.
The next recognition step is to apply new, possibly multiclassifier techniques, and combine them with the current Hausdorff classifier to provide improved performance. The approach assumes we can train the system using a small number of samples, so the new classification techniques must also have this property.

Our OCR system was designed with the assumption that no vast amount of training samples are available, so it easily extends to the recognition of other languages or scripts under the following two conditions: (1) symbols of the same class; (2) the words can be segmented into characters. Once segmented, glyphs can use the same classifiers for recognition. Segmentation, however, differs greatly between Hindi and other non-Indic languages. For Chinese, segmentation is straightforward because character spacing is fixed. For many Latin fonts, kerning must be considered, while languages such as Arabic must consider touching characters during segmentation. Under the two assumption conditions, the segmentation can be changed based on the characteristics of the new script, while the recognition will be adapted through exemplars. The user can create new rules to classify characters, obtain samples from document images, set output codes for each character, set thresholds for the Hausdorff distance, and perform recognition. If extracting features that classify characters is difficult, the operator can put the whole set of characters into a single class, compute the Hausdorff distance between the segmented characters and each character in the class, then perform recognition. Although the system was designed to deal specifically with Hindi text, it was modularized so we can apply different components for other languages. Overall, our goal is to build a toolkit of
components that can be reused to build OCR capabilities rapidly for new languages.
Dealing with special characters can also extends to the recognition of some symbols that are difficult to segment correctly (such as complex ligatures). The user can include them in the samples and perform recognition. The only thing the user needs to do before performing recognition is to make sure the encoding of these special characters is correct. Finally, a key to making our system generally adaptive is to consider how to allow system parameters to dynamically adjust for changes in image quality.

## Chapter 4

## Automatic Training Sample Creation for OCR

### 4.1 Introduction

Optical character recognition (OCR) is one of the successful applications of the research in the computer vision and pattern recognition field. The technology for some scripts, such as Latin, Cyrillic, Chinese, Japanese, and Korean is fairly mature. Commercial OCR systems on the market today can provide recognition results with reasonable accuracy for high-quality printed documents. However, current technology takes an omnicentric view and provides general solutions, with trade-offs between performances and applications. To maintain the generality, no existing OCR systems can guarantee high accuracy across a full range of documents, which makes it difficult to optimize an existing system for a specific need. The system needs to be retrained with respect to a specific need such as a special character set, special fonts, and symbols. Providing training samples for an OCR is, "a highskill, tedious, and thus often prohibitively expensive manual effort" [113]. Some researchers have focused on relieving this critical restriction to the automatic analysis of printed documents. For example, Liang et. al [82] proposed a methodology for special symbol recognition. Working on the output of an available OCR system, special symbols were detected and recognized based on the recognition confidence level. The research of Sarkar et. el either focused on the automatic creation of
training samples by aligning noisy and synthetic text-line images [112] or on the automatic classifier selection [113], and both required the support of ground-truth text. Ho and Nagy [44] presented an OCR with no shape training, where isolated character images were clustered based on the metric distance, then labeled according to a corpus. Their approach required the support of an available corpus and assumed extracted connected components can separate most characters. However, these two conditions are not always satisfied either because of the corpus availability or the poor quality of documents with many touching characters.

Preparing ground truth for an OCR system can also be a training sample creation procedure. The existing approaches to automatic ground-truthing divide into two categories: (1) truthing of scanned images; and (ii) degrading images with a degradation model. The approaches described in [62, 60] and [45] fall in the first category, where the synthetic images were generated from the electronic text, then printed and scanned. To perform automatic ground-truthing, ground-truthed bounding boxes of characters are matched with the scanned document images. The approach described in [138] belongs to the second category, where the generated synthetic images were degraded. Different models can be applied to degrade the synthetic images. Baird presented a brief survey of degradation models in [6].

In the approaches mentioned above, the noisy document images were generated from the synthetic images directly or indirectly. The layout obtained from the synthetic images was the same as the noisy images, and the character bounding boxes on the noisy images were known. The alignment of the synthetic image and the noisy image is performed by computing a transformation. However, if
the given images are scanned from newspapers or magazines, simulating the noise and obtaining the character bounding boxes are not trivial, especially when many touching characters exist.

We propose a novel methodology to automatic training sample creation. This approach does not require the synthetic image have the same layout as the noisy image, or even the same font. Obtaining the unknown character bounding boxes on the noisy image, i.e. the character segmentation, is controlled by the characters on a synthetic image. In this approach, graph theory is applied to optimize the segmentation. The same approach works under three different situations seen in the following sections.

### 4.2 Automatic Training Sample Creation Based on Electronic Text

Assuming electronic text is available, in Unicode, and has line breaks, the process of automatic training sample creation is shown in Figure 4.1. A synthetic image is generated based on the document's Unicode text, using the closest font to the original content. Given the electronic text, different approaches can generate the synthetic image [138, 128]. The Microsoft foundation class (MFC) library also provides a powerful Unicode package, which makes it convenient for the user to deal with the input and output of Unicode. We use the MFC library to generate the synthetic images using a specific font, size, and weight. Although the font is userspecified given the content of the real document, it can be identified automatically with methods proposed in Chapter 2, or [91], [137]. Using the MFC, the layout and bounding boxes of all components (zone, text-lines, words and characters) on the
synthetic image are obtained easily, so a hierarchical structure forms with these four levels.


Figure 4.1: The flowchart to generate ground-truth automatically.

### 4.2.1 Preprocessing of the Scanned Documents

The scanned document image is deskewed, and words are extracted, both using approaches described in Chapter 2. Using average word height and width obtained from each page, the separated components (such as the dot of ' i ' or ' j ', and accents) merge to form characters. Words with determined boundaries then organize first into text-lines and further into zones. For each organized text-line, the 'meanline' and 'baseline' used for content alignment are detected using the horizontal projection of the text-line image (shown in Figure 4.2). The 'meanline' and 'baseline' of each word are refined based on the horizontal projection of the word image, and the $x$-height $H_{x}$ (the distance between the 'meanline' and 'baseline', shown in Figure 4.2) can perform normalization during the matching. At the end of this stage, a hierarchical structure with three levels (zone, text-line and word) appears.

# Маквала Касрашвилии Зураб <br>  

Figure 4.2: The meanline, baseline, and x-height detection.

### 4.2.2 Alignment of Text-lines and Words

The hierarchical structures obtained above are matched by performing textline alignment and word alignment. Each text-line image is first normalized to the same $x$-height. The matching procedure consists of the following two steps:
(1) Coarse matching. The coarse matching applies to the vertical projection. As shown in the Figure 4.3, spacing in the text-line image is removed before computing the vertical projection profile. The profile with fewer values then elongate by simple linear interpolation to have the same length $L$ as the other. Given two profiles $p_{1}(x)$ and $p_{2}(x)$, the mismatch degree $D_{m}$ of the two profiles is evaluated using the following metrics:

$$
\begin{equation*}
D_{m}\left(p_{1}, p_{2}\right)=\frac{1}{L} \sum_{x=1}^{L}\left|p_{1}(x)-p_{2}(x)\right| \tag{4.1}
\end{equation*}
$$

Two text-lines with $D_{m}$ less than a predefined value (2 in our experiment) are considered a coarsely matched pair.
(2) Fine matching. The coarsely matched pair is verified by comparing two textline images. After removing spaces and normalizing these two images to the same $x$-height, the smaller image is resized to equal the other one. Denoted by $f_{1}(x, y)$ and $f_{2}(x, y)$, the similarity $S\left(f_{1}, f_{2}\right)$ of two text-line images is measured by a Hamming

# Сюрпризом для любителей клас- Сюрпризом для любитөлей клас- <br> Сюргризомдлялюбителейклас- СорпризомдлялююбителейкласWhy $1(1)$ Whathandind <br>  

Figure 4.3: Aligned text-line examples.
distance and computed as follows:

$$
\begin{equation*}
S\left(f_{1}, f_{2}\right)=1.0-\frac{1}{W H} \sum_{x=1}^{W} \sum_{y=1}^{H}\left|f_{1}(x, y)-f_{2}(x, y)\right| \tag{4.2}
\end{equation*}
$$

where $W$ and $H$ are the image width and height, respectively.
Word alignment is performed on the words in each matched pair found in the text-line alignment. Since the numbers of words in the two matched text-lines may differ, merging and splitting words may occur on the noisy document text-line image. Before checking the match, the spacing within each word is removed, and the smaller image is resized to equal the other one again. The similarity of two word images is computed with Eq. 4.2. Figure 4.3 shows an example of obtaining word alignment from text-line alignment.

### 4.2.3 Automatic Character Segmentation

The alignment procedure cannot guarantee a match for each word on the noisy image. For words with a match, the number of characters and the content are known. The character segmentation is controlled by the matched ideal word image. For those words without match, the number of characters and the word content are
unknown, and the segmentation cannot be easily controlled. Thus, the segmentation procedures must be different. Since most of the words will be segmented by the controlled segmentation procedure, we can obtain reliable template maps for all the characters, and use them to control the unmatched character segmentation.

To find the optimal character segmentation of a word, a weighted directed acyclic graph (WDAG) representing all the possible character segmentations is created as follows:

- A vertex represents a potential segmentation position.
- The source vertex represents the left word boundary.
- The target vertex represents the right word boundary.
- An edge between two vertices represents one character candidate.
- The weight of an edge is the complement of character similarity.

Traversed vertices of the shortest path from the source to the target are the optimal segmentation positions. Therefore, finding the optimal character segmentation converts to a problem of finding a WDAG's shortest path. The controlled character segmentation (for the matched word) and the uncontrolled character segmentation (for the word with no match) using the WDAG are described in the following two subsections.


Figure 4.4: The created weighted directed acyclic graph (WDAG) for optimized character segmentation. (a) Controlled character segmentation. (b) Uncontrolled character segmentation.

## Controlled Character Segmentation

As shown in Figure 4.4(a), in the WDAG created for the word with a match, one source vertex (labeled $S$ ) and only one target vertex (labeled $T$ ) exist. The level of edges is fixed and equal to the number of characters in that word. The synthetic word image controls the possible segmentation position of the word. Suppose the character to be extracted has an aspect ratio $r$ on the synthetic image, then for each left position $p_{l}$, the possible right position $p_{r}$ of this character is in the range $\left[p_{l}+h \cdot(r-\epsilon), p_{l}+h \cdot(r+\epsilon)\right]$, where $h$ is the height of the word and $\epsilon$ is a predefined shift of aspect ratio. The value of $\epsilon$ has little importance and only affects the number of possible positions. However, a larger $\epsilon$ means a larger graph and will slow the segmentation optimization. For each candidate between one pair of $\left[p_{l}, p_{r}\right]$, the image is first resized to equal the controlling synthetic character image's size. Then the similarity Sim of the resized image and the controlling image is computed with

Eq. 4.2, and the weight of the edge between these two vertices is assigned $1.0-\mathrm{Sim}$. The same procedure is repeated until the last character in a given word is complete. The created WDAG has $N+1$ levels, where $N$ is the number of characters in this word, and no edge exists between vertices in two nonadjacent levels. As an example, the Figure 4.4(a) shows a five-level WDAG created for a four-character word, where the character image shown along each right edge level is the controlling synthetic character image.

After the WDAG is created, the Dijkstra algorithm [30] finds the shortest path from source vertex $S$ to the target vertex $T$, and the traversed vertices of this shortest path are the optimal segmentation positions.

After performing the controlled character segmentation on all the words with a match, the same character instances (characters with the same Unicode value) are normalized and combined to generate a template map $T M$ using the following formula:

$$
\begin{equation*}
T M(i, j)=\sum_{k=1}^{N_{\text {inst }}} g_{k}(i, j), \quad 1 \leq i, j \leq N \tag{4.3}
\end{equation*}
$$

where $N_{\text {inst }}$ is the number of the character instances, and $N \times N$ is the normalization size of the images. As shown in the Figure 4.1, the generation of the template map is iterative. If the similarity of one instance and the existing template is too low, the instance is considered the outlier and creates a new template. The similarity is computed using the formula describe in the following subsection.

## Uncontrolled Character Segmentation

For words without match found on the synthetic image, we have no knowledge about characters contained in the word, even the number of characters that should be segmented from the word. Thus, the level of the WDAG is undetermined and the edge weights must be calculated using a different approach. Since most of the words are segmented using the "controlled character segmentation" in Section 4.2.3 and the same characters combine to create template maps, the edge weights of the WDAG can then be computed based on these templates, as described later.

By denoting the minimum and maximum average aspect ratio of all the templates as $r_{\text {min }}$ and $r_{\text {max }}$, respectively, and given a left position $p_{l}$ of a possible character, the possible right position $p_{r}$ of this character satisfies the following condition:

$$
h \cdot r_{\min } \leq\left(p_{r}-p_{l}+1\right) \leq h \cdot r_{\max }
$$

where $h$ is the word height. After deciding the right position $p_{r}, p_{r}+1$ is considered the next possible left position. The above procedure is iterated until the right boundary of the word falls in the range $\left[h \cdot r_{\min }, h \cdot r_{\text {max }}\right]$. Each $p_{r}$ that is the right word boundary is labeled a target vertex $T$. Obviously, the WDAG created using the above procedure also has one source vertex $S$, but has more than one target vertex $T$ in different levels. To compute the edge weight between one pair of $\left[p_{l}, p_{r}\right]$, we first compute the similarity of the character image and all templates. The similarity between the normalized image $f(x, y)$ and a template $g(x, y)$ can be computed as:

$$
\begin{equation*}
\operatorname{Sim}(f, g)=1.0-\frac{1}{N^{2}} \sum_{x=1}^{N} \sum_{y=1}^{N} w(x, y)\left|f(x, y)-g_{b}(x, y)\right| \tag{4.4}
\end{equation*}
$$

where $g_{b}(x, y)$ is the binary image converted from $g(x, y)$ by a simple thresholding, and

$$
w(x, y)= \begin{cases}1.0 & \text { if } g_{b}(x, y) \text { is background }  \tag{4.5}\\ g(x, y) / N_{\text {inst }} & \text { if } g_{b}(x, y) \text { is foreground }\end{cases}
$$

The weight $w$ of the edge between $p_{l}$ and $p_{r}$ is then assigned $1.0-\operatorname{Sim}_{\text {max }}$, where

$$
\begin{equation*}
\operatorname{Sim}_{\max }=\max _{\forall g}(\operatorname{Sim}(f, g)) \tag{4.6}
\end{equation*}
$$

The Dijkstra algorithm [30] finds the shortest path from source $S$ to all targets $T$, and the optimal segmentation $S E G_{\text {opt }}$ is decided as follows:

$$
\begin{equation*}
S E G_{o p t}=\underset{S E G \in \Lambda}{\operatorname{argmin}}\left(\frac{L_{s}}{N_{c}}\right) \tag{4.7}
\end{equation*}
$$

where $\Lambda$ represents all possible segmentations, $L_{s}$ is the shortest path, and $N_{c}$ is the number of characters in this segmentation.

### 4.2.4 Segmentation Experimental Results

The proposed approach was first applied to a collection of scanned Cyrillic newspaper and magazine pages. Because of the scanning quality, most of the characters touch on images. The experimental results show this approach is effective and efficient, however, quantitative evaluation of the performance is difficult. We chose six pages and counted the segmentation errors manually; the results are shown in the Table 4.1. The results were compared with a commercial software Capture Development System 12 (CDS12) from ScanSoft. Since it is troublesome to count the segmentation errors with a high error rate, we cannot provide a quantitative evaluation of the CDS12 segmentation results, but only show the comparison result in

Figure 4.5. For the presented approach, most segmentation errors occur in the title fields. A significant difference between the title fonts and regular content or having the title overlay a graphic background made both the controlled and uncontrolled segmentation challenging.

Table 4.1: Segmentation error rate for the Cyrillic documents.

|  | P1 | P2 | P3 | P4 | P5 | P6 | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Error Rate (\%) | 0.86 | 1.26 | 1.13 | 1.10 | 0.80 | 1.43 | 1.10 |

The same approach was also applied to 40 pages of documents in the University of Washington English Document Database I. The pages were selected to have many touching characters. Figure 4.6 shows the sorted error distribution of the 40 pages compared to the commercial software Capture Development System 12 (CDS12) from ScanSoft. It is obvious that the average performance of the presented approach is higher than CDS12.

By browsing pages with more errors, we found the following factors caused the higher error rate:

- Italic words. We assume characters can be segmented using a vertical line.

However, italic words contain significant character kerning, which do no satisfy the assumed conditions.

- Page warping. Photocopying caused page warping, where straight textlines overlap. Text-lines with significant overlapping affect first the text-line matching and further the word matching.

Сюрпризом дпя пюбитепей классической музыки станут предновогодние вечера в Московской консерватории, которые состоятся вечером 31 декабря. Вса три старинных зала: Бопышой, Малый и Рахманиновскийготовы к празднику, В Бопьшном зала выступнт зввзды Бопьшого театра: Маквала Касрашвили и Зураб Соткипава, а также ведуШие сописты, хор и орквстрТеатра " 『өһикон-опера" поп управлением мазстро Владимира Понькина. По словам художөствен ного руковддителн театра, режиссера Дмитрия Бертмана, гостей бжидает немапо сюрпризов. Нижнее фойе будет дөкорировано в стиле новогодних сказок - блествцая мишура и свөркаюции игрушки, мсхнатыө өповые лапы и вечнозелөная красавица өпка. Зрителөй будут встречать артисты Төатра "Еелйкон-опера" в обппа-

Сюрпризом дпя пюбитепей классичесігой музыки станут предновогодние вечера в Московской консерватории, которые состоятся вечером 31 декабря. Вса три старинныхх запа: Болышой, Малый и Рахманйюоскийготовы к празднику, В Большом зала выступнт звезды Бопвного театра: Маквала Касрашвйіи и Зураб Сопкипава, а таккке ведущие солисты, хор и оркөстрТеатра "Гөликон-опера" под управлением мазстро Владимира Понькина По словам художественного руковддителн тватра, режиссо ра Дмитрия Бертмана, гсстей охиидает немало сорпризов. Нбжнее фойе будет декорировано в стипе новогодних сказок - блествцан мишура и сверкаюимия игрушки, мохнатые өповые лапы и вөчнозөлөная красавица елка. Зрителей будуг встречать артисты Театра "Гепіксн-опера" в обпа-
(a)

Figure 4.5: The segmentation result comparison of the proposed approach and
CDS12 (errors are marked using gray boxes). (a) The result of the proposed approach. (b) The result of CDS12.

- Embedded formula. Many professional journals are embedded heavily with mathematic formulas. Since embedded formulas often have a special format and alignment, the symbol segmentation of the mathematic formula also requires special handling.
- Different font. We assume page content has a single font, and the synthetic
image was generated with that font. The assumption is not strictly satisfied for real documents because different fonts often represent a variety of content


Figure 4.6: Error rate for the UW database I (GS: The proposed graph based segmentation. CDS12: Capture Development System 12.).
fields. In the experiment, given the font of the major text is correct, content with different fonts can still be matched correctly. Most errors involving font occur when a special font has extensive character kerning.

- Reading order. We did not assume explicitly the content reading order.

However, in the text-line matching step, matched lines with higher values were considered landmarks that broke the contents into several parts, with further matching operations applied within these parts. If the detected reading order is not the same as the electronic text, this results in many unmatched textlines and words. The unmatched words are segmented using uncontrolled segmentation, reducing the accuracy.

### 4.2.5 OCR Experimental Results

Trained by five pages' automatic segmentation results, an OCR was tested on 20 pages of a Cebuano-English and transliterated Iraqi Arabic-English dictionaries. In the OCR, the Nearest-Neighbor classifier applied to two sets of features, template pixels and Zernike moments, was used for recognition. Using the template pixels as features, the classification was based on a weighted Hamming distance computed with formula 4.4.

The second set of features were Zernike moments. Moment descriptors have been studied for image recognition and computer vision since 1960s [125]. Teague [124] first introduced the use of Zernike moments to overcome the shortcomings of information redundancy present in the popular geometric moments. Zernike moments are a class of orthogonal moments which are rotation invariant and can be easily constructed to an arbitrary order. And it was shown in $[68,67]$ that Zernike moments are effective for the optical character recognition (OCR).

The Zernike polynomials are a set of complex, orthogonal polynomials defined over the interior of a unit circle $x^{2}+y^{2}=1$. The form of these polynomials is:

$$
V_{n m}(x, y)=R_{n m}(x, y) \exp \left(j m \cdot \tan ^{-1} \frac{y}{x}\right)
$$

where $n$ is a non-negative integer, $m$ is an integer such that $n-|m|$ is even and $|m| \leq n$, and $R_{n m}(x, y)$ is the radial polynomial defined as:

$$
R_{n m}(x, y)=\sum_{s=0}^{n-|m| / 2}(-1)^{s} \frac{(n-s)!}{s!\left(\frac{n+|m|}{2}-s\right)!\left(\frac{n-|m|}{2}-s\right)!}\left(x^{2}+y^{2}\right)^{n / 2-s}
$$

Zernike moments are the projection of the image function onto these orthogonal basis functions. For a digital image $f(x, y)$, the Zernike moments of order $n$ with
repetition $m$ are defined as:

$$
A_{n m}=\frac{n+1}{\pi} \sum_{x} \sum_{y} f(x, y)\left[V_{n m}(x, y)\right]^{*}, \quad x^{2}+y^{2} \leq 1
$$

It has been shown in $[68,67]$ that the magnitudes of Zernike moments are rotation invariant, and $A_{n,-m}=A_{n m}$, thus we only use $\left|A_{n m}\right|$ for features. To make the extracted Zernike moments be scaling and translation invariant, each input character is normalized to a predefined dimension and the center of the unit circle is moved to the centroid of the input image.

Figures 4.7(a) and 4.7(b) show the results for the above-mentioned dictionaries. Accurach higher than $92 \%$ for both dictionaries demonstrates that the presented approach can be easily retargeted to create a new OCR system for a totally new collection of documents.

### 4.3 Automatic Training Sample Creation with Limited User Feedback

In the previous section, we assume availability of the scanned documents' electronic text. However, the electronic text is not always available. In this section, we propose a new framework to design an adaptive OCR system. Given scanned document images, the adaptability lies in the automatic training sample extraction and clustering with limited user interaction. Clustered samples are labeled by the user and used to optimize automatic character segmentation. This approach does not require the support of the ground truth text and a corpus, which is essential for the processing of noisy document images where many characters touch each other. The system is shown in Figure 4.8 and we focus only on the extraction of training


Figure 4.7: OCR evaluation on two bilingual dictionaries. (a) Cebuano-English dictionary. (b) Transliterated Arabic-English dictionary
samples.
The scanned document is processed as described in section 4.2.1. As shown in Figure 4.8, the training part consists of three steps: (i) Template initialization; (ii) Iterative template refinement; and (iii) Template combination and labeling.

### 4.3.1 Template Initialization

The extraction of templates from an image without any prior knowledge begins with an initial set. For each segmented word, we extract the connected components


Figure 4.8: Flow chart of the proposed adaptive OCR system
(a glyph) of this word, in which accents or separated dots are merged. With the assumption that a regular character is neither too wide nor too narrow, a connected component satisfying the following conditions is considered a template candidate:
(1) The aspect ratio falls in the range $\left[r_{\text {low }}, r_{\text {high }}\right]$;
(2) The area is larger than $A_{\text {min }}$;
where $r_{\text {low }}$ and $r_{\text {high }}$ are the predefined low and high aspect ratio thresholds respectively, and $A_{\text {min }}$ is the area threshold (We found that $r_{\text {low }}=0.2, r_{\text {high }}=1.0, A_{\text {min }}=$ 5 is a good selection in our experiment.). Extracted candidates are indexed and normalized into images with size $N \times N(N=32)$. A symmetric similarity matrix $\mathcal{M}$ with dimension $K \times K$ is then computed, where $K$ is the number of candidates. The value of the element in cell $(i, j)$ of $\mathcal{M}$ is defined as the similarity between the i th and the j th candidate. The similarity between two normalized images $f_{1}(x, y)$ and $f_{2}(x, y)$ is measured by a Hamming distance and computed as:

$$
S\left(f_{1}, f_{1}\right)=1.0-\frac{1}{N^{2}} \sum_{x=1}^{N} \sum_{y=1}^{N}\left|f_{1}(x, y)-f_{2}(x, y)\right|
$$

Both $f_{1}(x, y)$ and $f_{2}(x, y)$ are binary images, therefore $S$ has a value range $[0.0,1.0]$. The matrix $\mathcal{M}$ can be described with a complete weighted graph, where each vertex represents a candidate and the weight of edge between vertex ' $i$ ' and ' $j$ ' has value $\mathcal{M}_{i j}$. Based on a predefined threshold $S_{t h}$, the complete graph can be converted to a disconnected graph consisting of several subgraphs by removing edges with weight smaller than $S_{t h}$. The extracted candidates are then clustered by extracting the subgraphs which are the cliques of the disconnected graph. Working on the converted disconnected graph, the clustering is described as follows:

```
1. for each vertex \(g_{i}\)
2. for each cluster \(C_{k}\)
3. for each vertex \(g_{j}\) in cluster \(C_{k}\)
4. if vertices \(g_{i}\) and \(g_{j}\) are connected, then
5. put \(g_{i}\) in \(C_{k}\) and exit for loops 2 and 3
6. if \(g_{i}\) does not belong to any \(C_{k}\), then
7. create a new cluster \(C_{k+1}\) and put \(g_{i}\) inside
```

Figure 4.9(a) shows an example of the disconnected graph, and Figure 4.9(b) shows the clustering result in which 32 vertices are clustered into six clusters. To insure the initial complete graph converts into a disconnected graph, the threshold $S_{t h}$ should be a value less than but approaching 1.0 ( 0.9 in our experiments).

After the clustering, all glyphs in the same cluster $C_{k}$ are combined to generate a template map $T M_{k}$ using the following formula:

$$
T M_{k}(i, j)=\sum_{g \in C_{k}} g(i, j), \quad 1 \leq i, j \leq N
$$

The total number of glyphs in each cluster is denoted $N_{\text {inst }}$ which is useful for the computation of the weighted similarity in the following sections. Statistics of each


Figure 4.9: Illustration of the clustering.
template, such as the aspect ratio, the adjusted aspect ratio (the ratio of the width and the x-height), and the connectivity, are noted, which help the normalization, segmentation, and recognition of characters.

### 4.3.2 Iterative Template Refinement

When the initial templates are clustered, we traverse all the word images and extract the matched parts. As illustrated in Figure 4.10(a), the matching procedure consists of the following two steps:
(1) Coarse matching based on the vertical projection profile. Before computing the vertical projection profile, the word image and the template are normalized to have the same $x$-height. The template projection is considered a window and slid along the word projection. At each position $x$ of the word projection, we evaluate the mismatch degree as:

$$
D_{m}(x)=\frac{1}{W} \sum_{i=1}^{W}\left|p_{t}(i)-p_{w}(x+i)\right|
$$

where $W$ is the normalized template width, and $p_{t}(i)$ and $p_{w}(i)$ are the projection values of the template and the word at the position $i$ respectively. A
coarse match at position $x$ is found if $D_{m}(x)$ is smaller than a predefined threshold $D_{t h}$ (2 in our experiments). As an example, we found two coarse matching positions for the template a in the Figure 4.10(a).
(2) Fine matching based on similarity. The obtained components in the first step are further evaluated by computing their similarity with the template, and those with similarities higher than a predefined threshold are the final matches. The character candidate image is binary, while the pixel values of the template map $g(x, y)$ are in a range $\left[0, N_{\text {inst }}\right]$, therefore $g(x, y)$ is first converted into a binary image $g_{b}(x, y)$ by a simple thresholding. The similarity of a character image $f(x, y)$ and a template $g(x, y)$ is redefined as a weighted similarity which has the following form:

$$
S_{w}(f, g)=1.0-\frac{1}{N^{2}} \sum_{x=1}^{N} \sum_{y=1}^{N} w(x, y)\left|f(x, y)-g_{b}(x, y)\right|
$$

where the weight $w(x, y)$ is defined as follows:

$$
w(x, y)= \begin{cases}1.0 & \text { if } g_{b}(x, y) \text { is background } \\ g(x, y) / N_{\text {inst }} & \text { if } g_{b}(x, y) \text { is foreground }\end{cases}
$$

## а апттка

(a)

## агитка

(b)

Figure 4.10: The procedure of iterative template refinement.
Most of the glyphs that can be matched to one of the templates are extracted, and the templates are updated based on these newly extracted matches. Obviously
only characters in the template set can be extracted. However, for each word, the newly extracted components may leave another isolated component which can be added to the template set. We then check the remaining part of each word, if one part satisfies the two conditions described in Section 4.3.1, it is considered a new template candidate. The same clustering procedure as described in Section 4.3.1 is performed, and new template maps are generated. As shown in Figure 4.10(b), we can extract two new template candidates $\mathbf{N}$ and $\mathbf{K}$ from the current words after the match. The new templates can be used to find more matches, with additional templates generated by the same procedure. This process is iterated until no new template forms.

Typically, after the above processing, most words are segmented. The remaining components of each word are either wide characters not in the template maps or noisy characters. In the last step, we pair any two remaining components by considering each remaining component as a sequence, and extract the common component using a longest common subsequence (LCS) algorithm [43, 48]. All template maps can be generated using the LCS algorithm, in theory. However, complexity of the algorithm $(O((r+n) \log n)$ and large number of words of each page makes applying LCS algorithm to all words impractical.

### 4.3.3 Template Combination and Labeling

Theoretically, the generated templates for the same character do not need to be combined if they are labeled correctly. However, a large number of templates will significantly slow the segmentation and recognition procedure. In addition,
non-character components can be extracted by the LCS algorithm and added to the templates. In this step, we first perform template combination and pruning, then label each template with a correct Unicode value. The procedure to perform template combination is: with a similarity threshold $S_{t t h}$ defined, we compute the similarity $S_{t}\left(g_{1}, g_{2}\right)$ of two template $g_{1}(x, y)$ and $g_{2}(x, y)$. If $S_{t}\left(g_{1}, g_{2}\right) \geq S_{t t h}$, then the two templates combine to generate a new template, and all statistics update accordingly. To make the similarity value of two templates fall in the range $[0.0,1.0]$, the similarity $S_{t}\left(g_{1}, g_{2}\right)$ is measured by a weighted Hamming distance which is computed using the following formula:

$$
S_{t}\left(g_{1}, g_{2}\right)=1.0-\frac{1}{N^{2}} \sum_{x=1}^{N} \sum_{y=1}^{N}\left|\frac{g_{1}(x, y)}{N_{\text {inst } 1}}-\frac{g_{2}(x, y)}{N_{\text {inst } 2}}\right|
$$

where $N_{\text {inst } 1}$ and $N_{\text {inst } 2}$ are the instance number of glyphs that generate these two templates.

The post-processed templates are saved into images, the user is required to prune the templates by browsing and assigning Unicode values to them. As training samples, these templates can then be used to perform character segmentation and recognition. The detailed process to perform segmentation based on these templates is described in "uncontrolled character segmentation" of Section 4.2.

### 4.3.4 Experimental Results

The proposed approach was first applied to a collection of Cyrillic documents scanned from magazines and newspapers. In the scanned documents, most characters touch each other (shown in Figure 4.11). Comparing the proposed approach
with a commercial software CDS12, the results (both segmentation and recognition) are shown in Table 4.2. The ground truth used for evaluation is obtained by the alignment of synthetic images and the scanned images described in Section 4.2 and [92].

> В Малом зале будөт звучать классинеская гитара молодого музыкан та-виртуоза Евгөния Финкөлыитейна. Новогодний концөрт подготовил слециальнюю праздниннуо программу: классинеская музыка в переложяним для шестиструнной питары, стариннын баллады и русские народные мелодии.

Figure 4.11: Part of the scanned Cyrillic document image.

Table 4.2: Segmentation and OCR result comparison (ADP: The proposed approach;
CDS12: Capture Development System 12.).

| Operation | Approach | P1 | P2 | P3 | P4 | P5 | P6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Segmentation | ADP | 97.33 | 97.61 | 97.39 | 98.09 | 98.01 | 96.38 |
|  | CDS12 | 82.44 | 87.06 | 81.88 | 90.17 | 95.35 | 84.06 |
| OCR | ADP | 75.38 | 76.15 | 79.85 | 82.52 | 80.57 | 77.71 |
|  | CDS12 | 79.38 | 71.76 | 26.44 | 75.47 | 25.21 | 56.05 |

The same approach was also applied to 40 pages of documents in the University of Washington (UW) English Document Database I, where pages with many touching characters were selected. The sorted segmentation and OCR results of our system versus CDS12 are shown in the Figure 4.12.

The experimental results demonstrate that for a specific collection of docu-


Figure 4.12: Segmentation and OCR result comparison with CDS12.
ments with many touching characters (for example, more than $90 \%$ of characters in the Cyrillic document are touching characters), the proposed method can extract training samples efficiently to retrain the system, improving the performance. For documents with fewer touching characters (the UW documents contain about 20\% touching characters), the proposed approach can provide comparable segmentation result, but the OCR accuracy is lower than the commercial software. Considering good segmentation results, the simple template matching approach can be replaced with other classification algorithm to improve performance. By examining the results, we also found that the following factors affect the performance:

- Isolated noise. Some noise could satisfy the initial template conditions and be considered a template. This should be removed with the user's help.
- Wide characters. Wide characters, such as 'm' and 'w', are often oversegmented, so post-processing is necessary to improve performance.
- Broken characters. Broken characters may appear as noise. So if a character cannot be extracted as a connected component, the user may remove the broken part.
- Disconnected characters. If one character is disconnected, it must be handled specifically and carefully.
- Character kerning. We assume characters in a word can be segmented using the vertical lines, so the kerning of some specific characters or italic words makes it difficult to segment vertically.
- Incorrect LCS. The extracted LCS may contain more than one character, which requires the user's action to examine the results.
- Template combination. Templates might combine different but similar character templates (such as ' e ', 'c' and 'o'), so combinations must be performed carefully.


### 4.4 Automatic Training Sample Creation for Languages with Shadowed Characters

Although the two approaches of automatic training sample creation described above obtained satisfying results, they are based on an implicit assumption that vertical segmentation can separate adjacent characters. However, many Asian scripts,
such as Arabic, Khmer and Devanagari, can contain many shadowed characters and particular attention is required to segment them. Besides the shadowed character case shown in Figures 3.11 and 3.12, Figure 4.13 shows some shadowed characters for Khmer and Arabic script. In this chapter, we use the Khmer script to demonstrate how to create training samples for languages with shadowed characters.


Figure 4.13: Shadowed characters and character segmentation for Khmer and Arabic script. (a) Shadowed Khmer characters. (b) Character segmentation of word in (a). (c) Shadowed Arabic characters; (d) Character segmentation of word in (c).

### 4.4.1 Introduction of Khmer

Khmer is written in the Cambodia and Vietnamese languages, and Tampuan and Krung. Khmer has about 33 consonants, 12 independent vowels, and 16 dependent vowel signs [3], which are shown in Figures 4.14, 4.15, and 4.16.

The following are some particularities of Khmer script writing:
(1) It is written from left to right, with characters being placed also above and below the main line of writing.

 3 ก ก ko 8 น



Figure 4.14: Khmer consonants.

Figure 4.15: Khmer independent vowels.


Figure 4.16: Khmer dependent vowels.

Figure 4.17: Khmer subscript consonant.
० ஜ ल ल

Figure 4.18: Khmer diacritics.
(2) Words are not separated by spaces. A space in Khmer is a punctuation sign similar to a comma.
(3) A word is composed of clusters, sometimes also called syllemes. They are not a proper syllable, as syllables are a unit of consonants and vowels pronounced in one breath. Consonants pronounced after a vowel are part of the syllable, but not part of the cluster or sylleme.
(4) Consonants have two forms: (i) Normal form written in the main line of text (shown in Figure 4.14); (ii) Subscript form, placed under another consonant and read after the normal consonant, without any vowel sound between them (shown in Figure 4.17).
(5) Other signs, called independent vowels, behave like consonants (even if many of them have vowels sounds), and for typographical purposes they can be considered almost as consonants.
(6) Each vowel has a specific location in reference to the main consonant of the sylleme.
(7) Some vowels have two graphs, which have to be placed before and above the consonant, below and after, below and above, or before and after the consonant (shown in Figure 4.16).
(8) Some diacritical signs (shown in Figure 4.18) exist for part of syllemes. In special cases, one of these diacritical signs may change shape and location, depending on the vowels that follow it.

### 4.4.2 Controlled Khmer Character Segmentation

Compared with section 4.2, the main operations to obtain the Khmer character bounding boxes from a scanned image also progress from text line alignment to word alignment, and then from word alignment to character alignment. It also differs as follows:
(1) By considering space as word separator.
(2) By optimizing segmentation at the sylleme level.
(3) By post-processing each extracted sylleme, and extracting superscript and subscript if necessary.

The post-processing of extracted sylleme is based on the following definition in theory [118]:

A Khmer sylleme is always composed of: (1) A normal consonant or independent vowel (one and only one); (2) At most two subscript consonants or independent vowels; (3) At most two diacritic signs; (4) At most one vowel.

Some shadow characters, and the superscript and subscript consonants may make vertical segmentation impossible, so we design a "pixel picking" mask for each sylleme to separate shadowed characters and superscript and subscript consonants as well. Figure 4.19 shows the "pixel picking" mask of a Khmer sylleme with shadow character and subscript consonant. The procedure to separate characters based on the mask is as follows:


Figure 4.19: How to segment shadow characters of Khmer. (a) A sylleme containing shadow characters. (b) The "pixel picking" mask of each character (each filled cell means to pick the pixel of this position and labeled with the index of the character).
(1) Normalize the mask to the same size as the matched sylleme on the scanned document.
(2) Pick the pixels covered by the mask.
(3) For each remaining pixel not covered by any mask, find its nearest neighbor among the covered pixels and assign the same label.

### 4.4.3 Khmer OCR Results

The proposed approach was applied to a set of real Khmer documents. Figure 4.20 shows the Khmer character segmentation results of a scanned document. Using two pages of scanned documents as training pages (each page contains about 1,500 characters), part of the generated template maps are shown in Figure 4.21. The OCR results using the Hamming distance and Zernike moments are found in Table 4.3. The performance with average accuracy $84 \%$ does not look very satisfying. However, the evaluation is based on results without any post-processing.

#     

(a)




(b)

Figure 4.20: Example of controlled character segmentation of Khmer document. (a)
The original scanned document; (b) The segmented characters.

Table 4.3: Khmer document OCR results.

|  | P1 | $\mathbf{P 2}$ | $\mathbf{P 3}$ | $\mathbf{P 4}$ | $\mathbf{P 5}$ | $\mathbf{P 6}$ | $\mathbf{P 7}$ | $\mathbf{P 8}$ | $\mathbf{P 9}$ | $\mathbf{P 1 0}$ | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hamming | 82.68 | 83.78 | 82.58 | 82.15 | 79.99 | 81.40 | 83.00 | 81.55 | 82.47 | 80.24 | 81.98 |
| Zernike | 84.96 | 84.54 | 84.40 | 83.44 | 83.11 | 84.03 | 84.43 | 83.47 | 85.18 | 82.06 | 83.96 |

Similar to the Devanagari script described in Chapter 3, the phenomenon of difference between reading order and coding order also exists for Khmer script. We strongly believe after correcting the reading order based on the language gramar, the OCR results can be improved significantly.


Figure 4.21: Part of the generated template maps.

### 4.5 Generalization of the Approach

Although the presented approach in the section 4.4 is described specifically for the Khmer script, the idea can be generalized to process all scripts with shadow characters. When vertical segmentation cannot be applied to the character level, the script's controlled segmentation must have specific handling. However, almost all script content can be organized into units to which vertical segmentation can be applied. For the Khmer script, this unit is the sylleme. Therefore, the automatic training sample creation occurs as follows:
(1) Organize the electronic content into units to which vertical segmentation is applicable.
(2) Obtain the "pixel picking" mask when generating a synthetic image.
(3) Segment the scanned document into units defined by (1), using the graph theory.
(4) Separate possible shadow characters, using the "pixel picking" mask.


Figure 4.22: The pattern recognition machine for Khmer script.

Pattern matching can organize the content into units. The unit is described using a regular expression, and the organization of the content is carried out by pattern matching through a pattern recognition machine. For Khmer script, each unit is a sylleme. Based on the definition, a sylleme can be described using the following regular expression:

$$
\mathrm{C}(1+\mathrm{S}+\mathrm{SS})(1+\mathrm{D}+\mathrm{DD})(1+\mathrm{V})
$$

where:

- C is a consonant or independent vowel
- $S$ is a subscript consonant or independent vowel
- D is a diacritic sign
- V is a vowel

The pattern recognition machine to recognize this unit (a pattern) from a string is constructed as shown in Figure 4.22. Performing efficient pattern matching after the pattern recognition construction falls outside this thesis's range, but can be referred to $[72,63]$.

Due to the large variety of different scripts, besides the generalization of the above approach, the following factors may require specific handling:
(1) New characters generated because of ligature. For instance, Devanagari script described in the previous chapter, has a large amount of new characters generated from ligature. Some of them can be segmented into two or more parts, but most of them are impossible to segment, so these characters must be recognized as a single character.
(2) Difference between reading order and coding order. The reading order and coding order of both Devanagari and Khmer script are different, which means the output codes are different from what displayed on the image. Once this happens, the recognition results must be post-processed based on some grammars of the language.
(3) Characters containing two or more connected components. Connected component extraction is a good way to segment characters. Usually, each extracted connected component represents a single character. However, almost all scripts, such as Devanagari, Khmer, Arabic, Chinese, and Latin, have several characters that contain two or more connected components. During segmentation and recognition, these characters must be handled specifically.
(4) Different forms of the same character. In some script, such as Arabic, each character has different forms depending on the location of which in the word. These characters must be handled specifically based on their locations, which often make the segmentation and recognition more challenging.

## Chapter 5

## Adaptive Logical and Semantic Segmentation

### 5.1 Introduction

The process of document layout analysis can be divided into two tasks: physical segmentation and logical analysis. Physical segmentation usually divides a page into zones with specific physical characteristics. Logical analysis labels each extracted zone with a specific function or logic label. The structural complexity of different documents makes it difficult to design a generic document analysis tool that can be applied universally. Furthermore, since logical analysis is often based on the physical segmentation result, the performance of the physical segmentation module is crucial for understanding the document image, and it dominates the results.

Dictionaries are members of a class of documents that are designed for easy search [32]. Their structure is typically regular and repeating, and "keys" are distinguished as access points for each entry. The format varies from simple word-to-phrase translation pairs through full descriptions that contain parts of speech, related forms, and examples of usage. Our goal is to capture the salient structure of these entries and label each element appropriately. Because of the regular structure, we are typically able to provide a relatively small number of training samples for each dictionary, and then have the system learn the features necessary for correct segmentation and labeling.

We present an approach that combines physical and logical segmentation, and can segment pages with repeating structures by learning the physical and semantic features that characterize the functionality of unique entries. A bootstrap technique, when applied to the generation of training data, improves the accuracy of training and segmentation. Before describing our page segmentation approach in details, we provide a brief literature survey in the following section.

### 5.2 Related Work

In most document analysis systems, pages are segmented first into different levels of entities based on physical features. With journal articles, for example, the page can be represented with a hierarchical structure of zones, text-lines, words, and characters. The segmentation is performed on physical features such as spacing, relative position, and text-line attributes. After obtaining the physical segmentation result, logical analysis is applied to the highest level - zones. For journal articles, zones can be classified as title, author, abstract, body, and references. Work relevant to the page segmentation is typically found in the logical layout analysis literature ([79] gives an overview of traditional methods). In our system, it is essential that we are to learn a dictionary's structure, since that structure is typically consistent throughout a given dictionary but varies widely between dictionaries.

Liang et al. [83] presented a probability-based text-line identification and segmentation approach. Their approach consisted of two phases: an offline statistical training and online text line segmentation. In the online text line segmentation phase, an iterative, relaxation-like method found an optimal partition of source
entities by improving a conditional probability. Kopec and Chou [75] applied a stochastic approach to build Markov source models for text line segmentation under the assumption that a symbol template was given and the zone (or text columns) had been previously extracted. Given the physical layout structures of document images modeled by a stochastic regular grammar, Kanungo and Mao [96, 61] used a generative stochastic document model for a Chinese-English dictionary page. A weighted finite state automaton modeling the projection profile at each level of the document physical layout tree segmented the dictionary page at all levels. Lee and Ryu [81] proposed a parameter-free method to segment document images with various font sizes, text line spacing, and document layout structures. Also some segmentation methods performed the segmentation based on rules that were either manually set up by the user [96, 79] or learned automatically by training [94, 111, 75].

### 5.3 Bootstrapping Logical and Semantical Segmentation

The structured page segmentation problem we present here addresses the general problem of identifying repeating structures by learning the physical and semantic features that characterize them. Unlike traditional page segmentation problems where zones are characterized by spatial proximity, we often find that publishers of documents with multiple entries (dictionaries, phone books, and other lists) use different font properties (bold, italics, size etc) and layout features (indentation, bullets, etc.) to indicate a new entry. Although such characteristics vary for different documents, they are often consistent within a single document, and hence the task suggests learning techniques. Furthermore, these entries may occur in a single
physical zone which traditional document analysis approach did not deal with. For dictionaries, one classified entry may extend across several columns or zones. Some zones may be ignored (i.e. classified as noise) because they have no interest for logical labeling (for example, a page number, header, or footer). In a dictionary, our functional segmentation essentially inserts a new level (an entry) between the zone and text line of the typical hierarchical representation. The segmentation is based not only on the structural features of the page, but also on the structural features of the entry. Therefore, this problem can be viewed as a combination of physical and logical segmentation because (1) pages are first segmented into physical zones; (2) one physical zone can be functionally segmented further into multiple entries; and (3) extracted entries are classified into different logical types.

A significant contribution to the effectiveness of entry segmentation results from application of a bootstrap technique for the generation of new training samples. Bootstrapping helps make the segmentation adaptive and improves the segmentation performance. We start with OCR results that include text size, font, face, text line, and text zone information. The goal of entry segmentation is to segment each page into multiple (sometimes partial) entries or alternatively to organize multiple lines of text as a single entry. Since the extraction of text lines in dictionaries is relatively straightforward, the problem of entry segmentation can be posed as the problem of finding the first (or last) line of each entry. The segmentation procedure is iterative and illustrated in Figure 5.1, and each iteration consists of the following three steps:
(1) Feature extraction: The segmentation system is trained automatically using a
small set of labeled samples (5-10 entries), and entry features are extracted.
(2) Segmentation: Pages are segmented based on the extracted features.
(3) Correction and bootstrapping: The segmented results are fed back to the user, who can make corrections to the small subset with errors. Based on the corrected segmentation results, bootstrapping samples are generated and used to retrain the system.

To warrant the training, we concentrate only on documents with a significant number of pages. Correction and training require an operator who knows the document structure.


Figure 5.1: Diagram of the page segmentation approach

### 5.3.1 Feature Extraction

Based on a study of different types of structured documents, a feature pool containing all possibly useful features is created. Parameters listed as follows have been shown to be useful for the segmentation. The training module will select and use a subset of these features. Examples are shown in Figure 5.2.

- Special symbols: Special symbols such as punctuation, numbers, and other non-alphabet symbols are often used to start a new entry, end an entry, or mark the continuation of a text-line.
- Word font, face, and size: Word font, face, and size (especially the features of the first word in each entry) are often important entry features. In a dictionary page, for example, the first word of each entry (typically the headword) can appear bold, all capital letters, in a different font, or larger than the rest of the entry.
- Word patterns: Words often form distinguishable patterns which can be used to describe the entry structure consistency.
- Symbol patterns: Combined with other symbols or regular characters, special symbols can form consistent patterns to represent the beginning or ending of an entry.
- Line structures: The indent, spacing, length, or height of text-lines in an entry can be contained in the line structures to represent the entry features.
- Other features: Other features can also be used, such as spacing between adjacent entries, the position of text, script type, word spacing, and character case.

During the training (feature extraction) phase, each extracted feature is assigned a probability. Based on estimated probabilities, each feature is assigned a


Figure 5.2: Some useful features for segmenation.
weight to compute the entry score from all extracted features. The detailed procedure is as follows:
(1) Count the occurrence of different features in training samples;
(2) Compute the feature occurrence rate as the feature probability. Suppose a total of $N$ training entries and $K$ extracted features, then for feature $i(1 \leq$ $i \leq K)$, the probability can be computed as: $p_{i}=\frac{K_{i}}{N}$, where $K_{i}$ is the number of occurrences of feature $i$.
(3) Assign feature weights based on the following computed probability:
$w_{i}=\frac{p_{i}}{A} \times 100$, where, $A=\sum_{i=1}^{K} p_{i}$ and $1 \leq i \leq K$
(4) Considering the extracted features as a formed feature space, each entry is projected to this space and a voting score is computed as follows:
$F V=\sum_{i=1}^{K} w_{i} S_{i}$ where $S_{i}=1$ if the feature $i$ occurs, otherwise $S_{i}=0$
(5) Obtain the minimum, maximum, and average voting scores of entries; these
values will be used as thresholds in the segmentation stage.

### 5.3.2 Segmentation

The segmentation is an iterative procedure that maximizes the feature voting score of an entry in the feature space. Based on the extracted features, a document can be segmented into entries by searching for the beginning and ending text lines of an entry. This search operates like a threshold-based iterative procedure, and the threshold can be estimated from the training set. Considering a relatively small number of text lines on one page, this search can be accomplished with brute-force search. The approach is iterative, the training set can be generated by bootstrapping, and initial segmentation result is refined step by step. The segmentation procedure is described as:
(1) Search for candidates from the first text line in one zone by feature matching. This operation is equivalent to determining if the first line in one zone is the beginning of a new entry or a continuation of an entry in the previous zone or previous page.
(2) Search for the entry end. This operation can be replaced with the searching of the next entry's beginning, since the beginning of one entry is the end of the previous entry.
(3) Remove the extracted entries, and iterate until all new entries are identified.

Once we obtain the initial segmentation results, the results are traversed and, if necessary, two simple operations (splitting, merging) are applied. It should be noted
that some features (such as spacing between entries and text line indent) are so important and reliable that they must be given special attention. In our approach, during the procedure of feature score computation, we consider entry spacing and text line indent as rules if they appear as features. If one of the rule is broken, a punishment (a negative score) is applied to the feature score. In this way, entry spacing and text line indent are treated as the most important features and thus have dominant influence on the final segmentation result. Details of this approach was published in [31].

### 5.3.3 Correction and Bootstrapping

Due to many structured documents' complexity, it is difficult to determine the optimal value of some parameters. We attempt to learn as much as possible about the features of the given training set. In our approach, a new training set is generated from the original set and selected new segmentation results. This technique is the bootstrap technique described in section 2.1.7.

Bootstrap samples can be generated from the original training samples, from the new segmentation results, or from a combination of both. Considering the situation where the original training set is a small set, we always generate bootstrap samples from the combined set of original training samples and selected segmentation results.

Before combining the segmentation results with original training samples to generate bootstrap samples, the operator corrects the original segmentation results by performing one or more of the following operations:

- Splitting: divide one segmented entry into two or more individual entries
- Merging: combine two or more adjacent entries into one single entry
- Resizing: change the size of a segmented entry
- Moving: change the bounding box position of a segmented entry
- Removing: erase a segmented entry
- Relabeling: change the type label of an entry

Let $X_{N_{i}}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{N_{i}}^{i}\right\}$ be a set extracted from the set of original training samples and new selected segmentation results for entry type $i$, where $x_{j}^{i}(1 \leq j \leq$ $N_{i}$ ) are the feature vectors with each vector element the probability of the specific feature entity. We generate a bootstrap sample set $X_{N_{i}}^{B}=\left\{x_{1}^{b_{i}}, x_{2}^{b_{i}}, \ldots, x_{N_{i}}^{b_{i}}\right\}$ with size $N i$ from the original set $X_{N_{i}}$. The procedure to generate bootstrap samples described in section 2.1.7 is applied here.

We assume the document has consistent functional structure, but some features may occur in only one entry type. For example, the line indent feature will not appear in a single line entry, and the special ending symbol may not appear in an entry that continues on the next page. So, we generate the bootstrap samples for each predefined entry type.

### 5.4 Experimental Results

We have applied this approach to the segmentation of three categories of structured documents: (i) dictionaries; (ii) voice transcriptions; and (iii) phone books.

(a) Word
an-cient ['einfont] 1. ancien(ne $f$ ); antique; 2. the $\sim s p l$. les anciens m/pl. (grecs et romains); 'an-cient-ly anciennement; jadis.
an cil•lar:y [æn'silori] fig. subordonné, ancillaire (à, to); accessoire (a, to 0 .
(c) Entry (page number is noise)

Figure 5.3: English-French dictionary segmentation results.

The experimental results are shown as follows.

### 5.4.1 Dictionary Segmentation Results

The segmentation approach was applied to five dictionaries with different structural features: French-English dictionary (613 pages), English-French dictionary (657 pages), Turkish-English dictionary (909 pages), English-Turkish dictionary (1152 pages) and Cebuano-English dictionary (1163 pages). The FrenchEnglish and the English-French pages are taken from the same bilingual dictionary, so they have the same features. Figures 5.3 and 5.4 show the segmentation results of some of these dictionaries, and Table 5.1 gives the evaluation results.

Figure 5.5 shows the performance improvement for the segmentation of the first four dictionaries after bootstrapping. The evaluation results from the statistical information of 50 pages of each dictionary. The initial segmentation used four training entries. Iterations following the initial segmentation were based on adding

## bağlılaşık

fields and gardens.
bağlıaşık phil., math. correlative, reciprocally related.
bağlılaşım phil., math. correlation.
bağlilaşma 1. interrelatedness. 2. correlation. bağlilaşmak to be interrelated.
bewitching s. cazibeli. bewitchingly $z$. cazibeli olarak. bewitchment $i$. büyü, cazibe. be.wray (bírey') f., eski ağzından kaçırmak. be.yond (biyand') edat, z. ötede, öteye, ötesine, ötesinde, -den ötede; dışında; -den çok; z. fazla; daha ileri.

## (a)

## (b)

Figure 5.4: Segmentation of Turkish dictionaries. (a) Turkish-English dictionary segmentation results (with many single-line entries). (b) English-Turkish dictionary segmentation results (different entry features).

Table 5.1: Segmentation results of five dictionaries.

| Document | Page <br> No | Total <br> Entries | Correct <br> Entries | Incorrect <br> Entries | False <br> Alarm | Mislabeled <br> Entries |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EnglishFrench | 635 | 20174 | $\mathbf{9 6 . 1 1 \%}$ | $3.89 \%$ | $0.21 \%$ | $0.80 \%$ |
| FrenchEnglish | 75 | 2423 | $\mathbf{9 7 . 9 0 \%}$ | $2.10 \%$ | $0.25 \%$ | $0.49 \%$ |
| EnglishTurkish | 96 | 3517 | $\mathbf{9 9 . 2 6 \%}$ | $0.74 \%$ | $0.23 \%$ | $0.31 \%$ |
| TurkishEnglish | 70 | 2654 | $\mathbf{9 8 . 9 8 \%}$ | $1.02 \%$ | $0.08 \%$ | $0.38 \%$ |
| CebuanoEnglish | 50 | 2152 | $\mathbf{9 9 . 2 1 \%}$ | $0.79 \%$ | $0.00 \%$ | $4.46 \%$ |

different numbers of training entries used to generate bootstrap samples. The chart in Figure 5.5(a) demonstrates the segmentation can be refined step by step by applying the bootstrap technique. Figures $5.5(\mathrm{~b})$ and $5.5(\mathrm{c})$ show the extracted features and assigned weights in the initial step and after bootstrapping respectively.

It can be seen the weights changed after bootstrapping.
The evaluation of results is shown in Table 5.1. Obtaining ground truth on a large data set is very time-consuming, so the evaluation is based only on the available ground truth of these dictionaries.


Figure 5.5: Progressive performance improvement based on bootstrapping (four dictionaries)

### 5.4.2 APOLLO 15 Voice Transcription Segmentation Results

For the dictionary parsing problem, we wish to segment the dictionaries into entries that can be tagged and used as lexical resources. Typed transcriptions of audio content provide a related challenge. We are currently integrating into an audio retrieval interface the audio, video and photographs from the Apollo 15 mission. The audio and scanned images of typed transcripts are from the Lunar Module (LM), the Command Module (CM), and mission control. We aim at synchronizing the images of the transcriptions to the audio. First, we segment the transcript images into spoken units and label the times, sources, and spoken text regions.

While this text is not complicated, unparameterized segmentations will not be as accurate as a modeled segmentation. Figure 5.6 shows the segmentation results of the transcriptions. These transcriptions contain five parts (around 3400 pages), and each part has different structural features. Table 5.2 shows the evaluation results of the segmentation based only on available ground truths.

Compared with the segmentation results of five dictionaries, these transcription documents have relatively simple structures and more obvious structural features. The segmentation results are more accurate than the dictionary segmentation results, with accuracy from $98.07 \%$ to $99.87 \%$. Due to physical and logical noise (uninterested entry), the "false alarm" and "mislabeling" errors are significantly higher than the dictionary results. The highest "false alarm" error rate is 8.37\% (vs $0.25 \%$ for dictionaries), and the highest "mislabeling" error rate is $2.75 \%$ (vs $0.49 \%$ for dictionaries).


Figure 5.6: Segmentation results of voice transcription ((a) and (b) have different features).

Table 5.2: Segmentation results of transcripts.

| Document | Page <br> No | Total <br> Entries | Correct <br> Entries | Incorrect <br> Entries | False <br> Alarm | Mislabeled <br> Entries |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AS15_CM | 92 | 2112 | $\mathbf{9 9 . 2 0 \%}$ | $0.80 \%$ | $3.65 \%$ | $0.23 \%$ |
| AS15_LM | 94 | 1969 | $\mathbf{9 8 . 0 7 \%}$ | $1.93 \%$ | $3.71 \%$ | $0.48 \%$ |
| AS15_PAO | 101 | 1123 | $\mathbf{9 9 . 2 0 \%}$ | $0.80 \%$ | $8.37 \%$ | $1.38 \%$ |
| AS15_PAC | 96 | 1540 | $\mathbf{9 9 . 2 2 \%}$ | $0.78 \%$ | $0.19 \%$ | $2.75 \%$ |
| AS15_TEC | 93 | 1513 | $\mathbf{9 9 . 8 7 \%}$ | $0.13 \%$ | $0.00 \%$ | $0.59 \%$ |

### 5.4.3 Other Structured Document

In addition to dictionaries and transcriptions, we also tested the approach's robustness by applying it to a phone book, with results shown in Figure 5.7. The last text-line is ignored as noise (uninterested part).

| KOMMAREDDY, Christopher R. <br> Res Grad Asst // Computer Science ZIP-3255 <br> kcr@ glue.umd.edu | KOPPANG, Rona L. $\qquad$ 53168 Coordinator Human Development 1209 Center For Young Children |
| :---: | :---: |
|  | KOPPEL, Monique <br> Lecturer Chemistry \& Biochemistry |
| KOMSATAYAPONGVUDHI, Sripen |  |
| Accounting Assoc Mechanical Engr$\begin{aligned} & \text { 2177a Martin Hall }\end{aligned}$$\begin{aligned} & \text { 3 Olmstead Ct; }\end{aligned}$(301) $610-9090$ |  |
|  |  |  |
| skomsat@eng.umd.edu | mkoppel@wam.urnd.edu |
| KONG, Weixin <br> Res Grad Asst II Inst Systems Research wxkong@ wam.umd.edu | KOPRIVA, Rebecca J. <br> Research Assoc Measurement \& Statistics <br> 0153a Tawes Fine Arts Bldg ZIP-1115 rk156@umail.umd.edu |
|  |  |
|  |  |
|  |  |

Figure 5.7: Segmentation of contact information list.

### 5.5 Specific Handling of Documents with Tables

The approach presented above can handle most documents with different structures. However, documents with table contents require specific handling because they often contain more information which should be extracted. Basically, besides the horizontal segmentation which can be conducted using the above approach, each segmented entry requires a further vertical segmentation, which generally segment the content in one entry to table cells by detecting table columns. Although table content may have a large varieties of layout, spacing and vertical line are usually the only possible column separators. So column detection is usually equivalent to the detection of spacing or long vertical lines. Figure 5.8 shows examples of two different table layouts, which use spacing and vertical line as separators, respectively.

### 5.5.1 Detection of Column Separators

The detection of the column separator of table is based on the following two assumptions: (1) Column number is known; (2) Columns don't have overlapping on all pages; (3) A table header exists either on the first page or on every page. Suppose there are $N$ columns on every page, and the page size is $W \times H$, where $W$ is width and $H$ is height, the detection procedure is described as follows:
(1) Extract the sub-image in bounding box $[l t r b]=\left[\begin{array}{lll}\frac{W}{10} & \frac{H}{6} & \frac{9 W}{10} \\ \frac{5 H}{6}\end{array}\right]$, where $l, t, r$, and $b$ are the left, top, right, and bottom coordinates, respectively.
(2) Extract connected components from the sub-image and consider the narrow and high components as vertical line candidates.

| Meeting Number | Recommended Spelling or New Name or Version accepted by Cabinet | $\begin{aligned} & \text { Old Name/s } \\ & \text { Spelling } \end{aligned}$ | District | Degree Square |
| :---: | :---: | :---: | :---: | :---: |
| 3 | Bojanamane | Boja Namane | Central | 2227 |
| 6 | * Bokaa | Bokaa | Kgatleng | 2426 |
| 12 | Bokspits | Boks Pits | Kgalagadi | 2620 |
| 17 | Bokwi | Bokwi (Island) | Ngamiland | 1923 |
| 19 | Bolelantokwe | Bolelantokwe | Central | 2325 |
| 17 | Bontse | Bontse (Pan) | Kweneng | 2423 |
| 5 | * Bonwapitse | Bona Pitse | Central | 2326 |
| 11 | Borakalalo | Borakalalo | Kweneng | 2425 |
| 16 | Boritse | Beretse, <br> Boritse (Pan) | Kweneng/ <br> Ngwaketse | 2323 |

(a)

| none | actidente | Lecatimagas |  |  | documento | abservacies |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | geagripica |  | nowinistantima |  |  |
|  |  | Latitiode | Longitibe |  |  |  |
| fgra mambe | ribeita | Oo 16: $0 \times$ | 60312 sm | Frea. Neves | ${ }^{01}$ |  |
| Skua berice | Ribeira | - 12.5 N | - $40.0 \pm$ | Frek. Ribeita Afonso | ${ }^{0}$ |  |
| ǐkua da Bandeira | ribeira | - 19.2 2 | 6 34.7 ¢ | Freg. trinalia | ${ }^{3}$ |  |
| squa batstar | Ribetra | 137.1 N | 724.8 E | rref. Concelcaso (Printipe) | ${ }^{0}$ |  |
| ígua bòocó ou árua plegio | Ribeira | -15.9 N | 6 45.2 F | Free Ssmtana | ${ }^{01.06}$ |  |
|  | Ribeira | - 19.3 n | $6^{6}$ *4.8 E | Freg. graga | 01,04 | NO DOcument 04 Agur BSkK. 5thtia nsio adoptada por se DOC. 01 घesisnita por Água Sumbit on Bobo. No Doc o4 desiknada apenas par Ăua BלbG Bobd |
| ÁEIR B6i: ou Atua Budo Du AEua Sola <br> Sarra on Gueguc | Ribatra | - 19.1 N | 644.8 Br | Fres. arask | 01 <br> 04 <br> 1 |  |
|  | R2batra | - 14.8N | 638.8 E | Fries. Trinuade | 01.06 |  |
| Abera Pomitamio | Rılei ira | - 17.3N | 6 45.1 E | Freg. Santana | 01.04 |  |
| Aеum Euaukn | ${ }_{\text {ribeira }}$ | 1.37 .3 N | $7{ }^{7}$ 24.8 E | Fras. Conceicac (Prinelipe) | ${ }^{08}$ |  |
|  | xijeira | - 19.1 m | 6 44.8 E | Frees. arman |  |  |

(b)

Figure 5.8: Two tables using different column separators. (a) Spacing as separator.
(b) Vertical line as separator.
(3) Select $N-1$ components from candidates by evaluating their locations and consider the selected $N-1$ components as column separators.
(4) If step 3 succeeds, then stop the procedure. Otherwise, the separators are spacing, continue the procedure.
(5) Organize the connected components extracted in the second step into words. Let the bounding box of a word be $[l t r b]$, a vertical projection based on each
word's box is calculated using the following formula:

$$
P_{\text {new }}[i]=P_{\text {old }}[i]+(b-t+1) \quad i \in[l, r]
$$

(6) Detect all spacing existing in $P$.
(7) Select $N-1$ spacing locations by evaluating the spacing width and location simultaneously, and consider these spacing as column separators.

The reason that the above process was conducted on a sub-image is: because of the photocopying or scanning, the page margins often contain some noise which can affect the detection of spacing or vertical lines. By taking the sub-image, we can reduce the detection errors greatly.

### 5.5.2 Table Content Segmentation Results

The segmentation of entry into table cells is straightforward after obtaining the separator locations. The proposed approach was applied to two collections of table content documents. Results displayed in Figure 5.9 demonstrate the proposed approach is able to detect the table column correctly.

### 5.6 Summary and Analysis

The presented approach to page segmentation uses a bootstrapping technique to learn a segmentation model. The segmentation system is first trained using a small set of samples (typically less than 10 entries) and the model is used to segment the whole set of documents. After the operator makes corrections to a selected set

(a)

| PenE | crimente | Fachlizacto |  |  | Doctuenso | -bemavacoes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | geogrifict |  | AOUNIETAAtiva |  |  |
|  |  | Latire | Lonatrias |  |  |  |
| Exas Rambe | Ribeita | $00^{01608}$ | $6^{\circ} \mathrm{F} 312.3$ : | Pres. Neves | 01 |  |
| \%exe Bumec | Ritroita | 0.12 .5 N | 5 [ 40.0 E | Erek. Ribetra Afonso | 06 |  |
| Lecio da handzira | Bibeira | -10.20N | 5 5 34.75 | Freg. Trindide | ${ }^{3}$ |  |
| Guna Eatata | Ruberáa | 2.37.1N | \% ${ }^{24.8 .88}$ | Fres, Concelcat (Frinciper | 8 |  |
| frua bobocioun água Pleão | Ritheira | -15.9 N | $6^{6} 45.2 \mathrm{~F}$ | Freg. Santana | ${ }^{01.06}$ |  |
|  | R2bet fa | $0^{-19.3 \mathrm{~N}}$ | ${ }^{8}{ }^{44.8 ⿷ 匚}$ | Freg. Graca | 01,04 |  |
|  | Ritelta | - 19.1 N | 44.8 bi | Freg, trage | $\begin{aligned} & 0 \\ & \text { of } \end{aligned}$ |  |
| Akial Boina | Elnerrs | 014.8 \% | ${ }_{6} 5^{33,8.85}$ | FTCs. Trimate | 01.08 |  |
| meja Ronlficto | EmLerta | $0^{6} 17.388$ | ${ }^{6} 45.18 \mathrm{E}$ | Freze Santen ${ }^{\text {a }}$ | 11.08 |  |
|  | R3beys | ${ }^{1}+34.3{ }^{3}$ | 24,8 5; | Prcte Conctisac Princtpel | (13) |  |

(b)

Figure 5.9: Segmentation results of tables. (a) Spacing as separator. (b) Vertical line as separator.
of newly generated segmentation results, these corrected results are combined with the original training set to generate a set of bootstrap samples which are used to retrain the system. Starting with OCR results, this approach can be applied to the segmentation of any documents with repeating structure whose structure can be learned from training.

We applied this approach to many structured documents such as dictionaries and voice transcripts and obtained satisfying results. Experiment results show that
the bootstrap technique can improve the performance of segmentation even with a small set of training samples.

Many structured documents contain pictures, figures, tables, and/or other content, which makes the segmentation more difficult. We proposed an approach to segment pages with table contents by detecting column separators. Although accurate results were obtained for these document, for documents with mixed table content and regular text content, the process is still challenging. The future work can be extended to solve the segmentation of pages with these elements.

## Chapter 6

## Conclusions and Future Work

This thesis considered the problem of adaptive analysis and processing of structured multilingual documents. We presented a framework to extract information from multilingual documents, where adaptability was applied to every step, such as word-level script and style identification, font identification, OCR, and page segmentation. In this chapter we summarize the main results and propose new directions for future research.

### 6.1 Script Identification, Font Face, and Style Classification

The approaches to perform script identification, font, and style classification are conducted either at different levels (page or word) or using different features.

### 6.1.1 Main Results

## Script Identification

We presented an approach to perform word-level script identification. Texture features were extracted using the isotropic Gabor filter bank. Four classification techniques, WED, $k$-NN, GMM, and SVMs were applied to perform the classification and results were compared. Bootstrapping technique was applied to the small training set to test the performance.
(1) Isotropic Gabor filter bank is able to capture the features of different scripts at the word level.
(2) Large number of training samples (19 pages) can produce better performance than a small number of training samples although the performance difference is often small.
(3) For large number of training samples, the $k$-NN classifier obtains the best performance, while the SVMs classifier is the most robust.
(4) For a small training set, the performance of $k$-NN, GMM, and SVMs is almost the same, and WED has the lowest performance.

## Style Identification

We proposed an iterative approach to identify the word styles. Features used for identification were selected using a brute-force search. A Gaussian mixture model (GMM) was built for each character on every page. The word style was decided based on the voting of character styles. Already decided word style updated the styles of characters contained in that word. The GMMs were updated in each iteration. Experimental results compared with a commercial software showed the proposed approach was better performed.

## Font Identification

A new texture operator, grating cell operator, was applied to extract texture features for page-level font identification. Operator parameters were selected based
on experimental results. Classification results based on features extracted using this operator and the isotropic Gabor filter were compared, and two classifiers, WED and BPNN, were applied and compared. Experimental results showed:
(1) The grating cell operator can more accurately capture texture features of different fonts. It detects only texture and does not respond to other image attributes such as edges.
(2) Traditional Gabor filter operator responds to both texture and other image attributes.
(3) Due to the characteristics of document images, strokes of characters of different fonts often create a series of gratings with different patterns, which make the grating cell operator more effective for extracting these pattern features.
(4) BPNN is more effective than WED classifier for font identification, implicating a more complicated classifier can improve the performance than the simple WED classifier.

### 6.1.2 Future Work

The future research directions for script identification, font and style classification are described as follows.

The script identification is a following process after document image preprocessing and word segmentation. Incorrect word segmentation, different word styles, and single-character words can affect the identification result. Therefore, removing or reducing the effect of these factors can absolutely improve the performance.

The grating cell operator has a much higher complexity than Gabor filters. Therefore, the approach can benefit from techniques reducing the computation complexity.

As a post-processor of OCR results, the word-level style identification depends on OCR performance. However, the same approach can perform as the feed-back to OCR system to improve the recognition performance. So combination with OCR should be the future research direction.

### 6.2 Adaptive Optical Character Recognition

In Chapter 3 and [86], we demonstrated how to design an OCR for a specific script rapidly, by the design of a Hindi OCR. Due to the large amounts of ligatures, the segmentation algorithm was designed specifically based on the characteristics of Devanagari script. And, the small training set made the generalized Hausdorff image comparison an effective recognition technique. Applying the designed OCR to a Hindi-English bilingual dictionary and ideal image converted from PDF file, the results are summarized below.

### 6.2.1 Main Results

(1) For scanned bilingual documents, the recognition accuracy at the character level reached $87.75 \%$ without spelling checking and correcting based on dicitionary search.
(2) For clean image, the accuracy came close to $95 \%$, also without any post-
processing, such as error correction. The result confirmed the effectivness of the presented segmentation approach.
(3) With small training set, the generalized Hausdorff image comparison can be easily tuned to handle the large number of special Hindi characters caused by ligatures.

### 6.2.2 Future Work

A major thrust of future work will be to perform OCR correction or to resolve ambiguity among candidates. One advantage is we assign confidence as a side effect of recognition. The real values of the confidence make them more intuitive and usable than current commercial OCR softwares.

Given the confidence of characters and words, we can further consider the word correction based on a dictionary search. The word correction engine would determine whether a word should be replaced with another correct word from the dictionary, significantly improving the recognition performance at both character and word level.

Another advantage involves the adaption to different image qualities. When a scanned document image has a poor quality, the Hausdorff thresholds can be set to lower values, making the classifier and recognizer more tolerant. If the image has high quality, the thresholds can be set to higher values, speeding the recognition process. The setting of the thresholds can also be determined automatically based on the qualities of images.

The next recognition step is to apply new, possibly multi-classifier techniques, and combine them with the current Hausdorff classifier to provide improved performance.

### 6.3 Automatic Training Sample Creation for OCR

In Chapter 4, we presented an approach which automatically extracts training samples from scanned documents under different situations. When electronic text is available, the procedure is completely automatic by aligning scanned documents with synthetic images generated from electronic texts. However, limited user feedback is required when electronic text is unavailable while vertical segmentation is possible. Under all above situations, graph theory was applied to handle touching characters. Results working on different script, such as Cyrillic, Latin, and Khmer are summarized below.

### 6.3.1 Main Results

(1) Dijkstra algorithm is efficient and effective to optimize the segmentation of touching characters.
(2) The presented approach is able to provide segmentation results with high accuracy, which can be used as training samples of an OCR.
(3) When the training samples are ready, the application of graph theory can optimize the segmentation of touching characters. Compared with the current commercial software, this approach is extremely useful for handling documents
with a large number of touching characters.
(4) When the electronic text is unavailable but vertical segmentation is possible, the proposed approach can iteratively and automatically extract characters with limited user feedback.
(5) For some scripts, shadow characters caused by ligatures often make it impossible to conduct vertical segmentation to extract characters. Experimental result of Khmer script showed the proposed approach can still segment the character with high accuracy by applying "picking mask" technique.

### 6.3.2 Future Work

The degradation of documents caused by many factors, such as page warping from photocopy, character kerning from italic characters, and text line ambiguity from mathematics formula, reduced the performance. Handling of different degradation is desired in the future.

If the electronic text is unavailable, documents with significant broken characters make the extraction of training samples impractical. Techniques handling this case are required, image morphology might be a good solution.

The segmentation of shadow characters was generalized, however, specific handling still exist in the recognition phase. Generalization in the recognition phase is desired.

### 6.4 Adaptive Logical and Semantic Segmentation

A feature pool was created for the page segmentation. Extracted from several training samples, features were used to segment one page into entries logically and semantically. Bootstrapping technique was applied to refine the result based on user's feedback. Results are summarized as follows.

### 6.4.1 Main Results

(1) Useful features can be extracted from several training samples to conduct segmentation.
(2) Experimental results obtained from different document types including bilingual dictionaries, transcripts and phone-book list showed the proposed approach was effective for page segmentation.
(3) Bootstrapping technique can improve the performance progressively.

### 6.4.2 Future Work

This is the most stable phase of this thesis. The future work can be directed to the following directions: (1) Processing of documents with more complicated structures, such as pages with more complicated tables, forms or other types of regions. (2) The feature pool can be updated by new features learned from new documents. (3) Color documents often use different colors to represent different functions, therefore, color information should be extracted from a document before converting it into binary image to conduct OCR.

### 6.5 Conclusion

The main goal of the work presented in this thesis has been to contribute to structured multilingual document analysis through the development of an adaptive framework. The designed framework consists of the following major components where adaptability is applied to each part:

- A general word-level script identification approach based on global texture features.
- A general font identification approach using a new texture operator.
- An adaptive font style identification approach based on Gaussian mixture model.
- An adaptive OCR using generalized Hausdorff image comparison, demonstrated on Hindi.
- An automatic training sample creation framework under different situations.
- A bootstrapping physical and semantical page segmentation approach.

Every part of the designed framework can be extracted as an independent toolkit to perform multilingual document analysis without major modifications. It is proved by experimental results that the research herein can help extract information rapidly from multilingual documents which serve as important resource for language system such as cross language information retrieval and machine translation.
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