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Abstract

Quality of User Experience (QoE) enhancement in the context of multimedia appli-
cations, particularly in Video Streaming, has always been a concern within the media
industry and research community. QoE encompasses a number of factors namely, at the
physiological level, and technological. One aspect that has been addressed is how to
provide increased levels of realism and to achieve that, applications are starting to of-
fer multi-perspective visual content or multi-view. However, this imposes an additional
burden on the equipment and transmission channels as the amount of information raises
greatly. This, along with variations that typically occur in the available capacity of a best-
effort network, can have a deep impact on the video streaming experience. To try and
alleviate such a burden on the network resources whilst minimizing service deterioration,
Adaptive Bit Rate (ABR) algorithms based on bandwidth can be used. However, accurate
bandwidth estimation is not an easy task. Among other factors, accuracy and latency are
significant challenges to overcome. As widely proven in the literature, factors that con-
tribute the most to degrading the QoE in video streaming services are re-buffering events
that freeze the video playout and introduce ”jumps” in the normal video temporal se-
quence. The main goal of an ABR algorithm is to maximise viewer QoE which translates
into maximising the average video quality, ensuring playout continuity, and preventing
freezing and jumps. To accomplish this it is necessary that the latency with which the
ABR algorithm follows the variations in the network bandwidth is minimal. However,
frequent changes in quality are also annoying and thus estimations should be as accurate
as possible. The target of an efficient ABR algorithm is to comply with network variability
whilst minimising the frequency and duration of rebuffering events.

This thesis has proposed to review the current state-of-the-art active bandwidth es-
timation tools specially suited for a video streaming system based on HTTP Adaptive
Streaming (HAS). The goal was to identify adequate solutions and evaluate their perfor-
mance in the context of such a video streaming system. The work conducted has enabled
to understand the main principles and alternatives of ABR algorithms and contemporary
challenges they faced. The objectives were successfully met as an ABR algorithm was
effectively integrated and tested in a laboratory prototype. The study conducted also
concluded that among the most popular bandwidth estimation tools, the Maximum TCP
Throughput based ones proved to be the most suitable.

An analysis of the effect of the bitrate adaptions on user’s QoE was conducted through
a survey. The study concluded that viewers are extremely sensitive to video quality deteri-
oration specially when it includes frame loss and freezing. Viewers also proved to be more
sensitive to bitrate reduction when the video content includes scenes with an abundance
of fine details. Videos which presented a person speaking on the foreground, specially,
produced the most disturbance to users after bitrate reduction.
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2022/23

Gustavo Manuel Esteves Pelayo

5



Universidade do Porto - Faculdade de Engenharia
Mestrado em Engenharia Electrotécnica e de Computadores
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Chapter 1

1 Introduction

The exponential advances in computing technology, high bandwidth storage devices, and
high-speed networks have made On-Demand Video Streaming not only possible but widely
available. As a direct consequence, it was observed an explosive growth of the internet
and a great demand for multimedia information on the web. Video streaming over the
Internet has quickly risen to become the preferred platform for the video visualization
experience. The possibility of playing a video segment before the entire video has been
transmitted is preferable and fundamentally different from having to wait for a download
to complete before playback. The statistics show how streaming has visibly transformed
the global media landscape and impacted viewing behavior around the world. According
to Statista[1], in 2021, the global number of Video on Demand subscriptions amounted to
1.2 billion, and this number is expected to grow by over 400 million in the following six
years.

Figure 1: Predictions for Asia Pacific Video Streaming Market for 2020 - 2030. Adapted
from [2]
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The impact of Video Streaming has brought increased attention from the research
community. There’s been an increased focus on the enhancement of User Experience.
One aspect that has been addressed is how to provide increased levels of realism and
to achieve that, a lot of applications are being developed which promise to offer multi-
perspective visual content or multi-view. Their advent has provided users the ability to
freely navigate within a 3D scene via images captured from multiple cameras. However,
there’s an inevitable load increase on the equipment and transmission channels as the
amount of information increases. To try and alleviate such a burden, multiple strategies
are being studied. One area of increasing interest is the analysis of user visual behavior,
which has been recently addressed through the use of Artificial Intelligence (AI) techniques.
Its relevance is so significant that the market is increasingly looking for datasets to train
AI-based algorithms and be able to improve the offer and adapt their products to the user.
A visual behavioral dataset has been developed for multi-view content for the training and
validation of a neural network. The dataset contains information from head-tracking data
and allows the generation of heat maps based on user potential interest in 360° multi-
view setting. This thesis’s work is focused on the study and development of mechanisms
for bandwidth estimation in order to decide the adequate quality/bitrate of the view’s
perspective corresponding to areas of user interest predicted by the neural network.

This thesis, besides focusing on the SmoothMV multi-view system which is integrated
into, also has a more broad analysis on Bandwidth Estimation for On-Demand Video
Streaming. The system developed for adapting the quality developed and integrated into
SmoothMV only contemplates the streaming of the single view predicted by the neural
network. The one view streaming experience, veritably, corresponds to the conventional
video streaming scenario. As such, a more general analysis of bandwidth adapted video
streaming and the corresponding User’s Quality of Experience is presented in this thesis.

A vital indicator of how well a network’s QoE is performing is its bandwidth availabil-
ity. The amount of available bandwidth has a direct impact on how well a multimedia
application performs and this is particularly relevant in the case of Video Streaming. For
applications with a large data load, managing real-time available bandwidth can have a
drastic positive impact on the application performance, as well as the interactive perfor-
mance, which are particularly sensitive to the expected network variations and problems
[3].

The three most commonly categorized approaches for bandwidth estimate are: active
or probe-based techniques, passive or sensing-based methods, and analytical or model-
based methods. Active probing, in which a few test packets are sent through the link and
utilized to determine the network state, is the simplest and most efficient technique for
determining the bandwidth that is readily available. As such, the work here presented will
only be focused on active probing techniques.

Some previous works have focused on the evaluation of active bandwidth estimations
tools [4][5][6]. This particular work aims to expand the information present in the liter-
ature, as well as extend the existing knowledge for the multi-view context, with special
emphasis on the SmoothMV system.

In this study – the performance of the bandwidth estimation tools are examined in
three categories: accuracy, robustness (stability, response time, response to interference)
and applicability to the scenario at hand.
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Chapter 2

2 Context

2.1 Multi-View

The video service has effectively changed our daily lives dramatically. As a direct conse-
quence of the great technical advances in various areas, different video services have been
offered a growing amount of flexibility. The digitization of the television is an example
of this. Digital television allow the for the transmission of audio and video signal free
of interference and more importantly allows for a much greater spectrum efficiency than
the traditional Analog TV. The digital television is a crucial component of the continuing
digital revolution that is bringing about the information society since it can smoothly inte-
grate with other communication systems, computer networks, and digital media, enabling
datacasting and multimedia interactive services [7].

For most of the video streaming applications, the conventional single -view is the
most viable option. However, there’s a some limitations if the content provider wants
to deliver a more immersive experience. The most obvious one is that it only provides
one view direction for an event at any time instance while users may want to watch the
scene from different perspectives. Other limitation is the fact that the viewer takes a
completely passive role. For example, in a fasted-paced sports event, the audience or even
the coach/instructor often want to watch the video from comprehensive views, which may
enhance their experience or enable them to form an more accurate assessment of the game
[8].

Multi-view presents significant potential to offer interactive and innovative experiences
to users. However, some aspects of the multi-view technology, have yet to be properly
optimized.

Traditionally, in a multi-view environment, in contrast with 360° and Virtual Real-
ity (VR) applications, there is a limited number of cameras which are sent to client and
the missing views are produced on locally. Given the complexity of this view synthesis
apparatus, significant research effort has gone into optimizing the trade-off between band-
width gains and computing resources, with the goal of achieving smooth navigation and
viewing quality. Nonetheless, the optimization of navigation interactivity, or how the user
informs the system of their choice of new points of view, is still an area that is mostly

18



Universidade do Porto - Faculdade de Engenharia
Mestrado em Engenharia Electrotécnica e de Computadores
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unexplored. A novel solution has been proposed that aims to dive into the relatively
uncharted field of user’s behavioural analysis in multi-view, the SmoothMV system [10].

Figure 2: The Tracking Results from a Multi-View Tracker [9]
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2.2 SmoothMV

Multiple system have been developed in the past which allowed to navigate multi-view
environments. Most of these were based on sub-optimal navigation mediums such as key-
boards, pointing devices or joysticks. All These solutions suffer from the same underlying
problem, they do not replicate how users interact in real-life environments, leading to
a lesser degree of realism. SmoothMV removes the need for the explicit intervention of
the user or dedicated equipment. The system aims to improve the User’s Quality of Ex-
perience and deliver an immersive, real-life experience by providing smooth transitions
between views. SmoothMV represents a multi-view system which relies on a non-intrusive
head tracking approach to enhance navigation and the viewer’s QoE.

The functional architecture of the SmoothMV system can be broken down into the
client-server model represented on figure 7.

Figure 3: Overall SmoothMV system architecture

The system relies on the on MPEG-DASH norm for the streaming. The server Side
is simply responsible for storing and encoding the video. The Client side deals with the
procedures required for seamless tracking and view switching in addition to the playback
of multi-view content. The tracking is made on available tracking technologies (Intel
RealSense [11]), coupled with some custom-designed components.

2.2.1 Hot&Cold Matrix

The SmoothMV’s underling central operation is based on the novel concept, the Hot&Cold
matrix. The Hot&Cold matrix was conceived as a mechanism to assist the system in iden-
tifying the multi-view perspectives to be requested to the server and presented/buffered in
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the client. It maps the user viewing behaviour and establishes a relation with the available
scene perspectives. The matrix is divided into 3 main regions of different area proportions:
Central (11.1%) Intermediate (33.3%) and Peripheral (55.6%) (represented in Figure 4 in
different colours).

Figure 4: The Hot&Coldmatrix, with its distinct 3 stages

The matrix was constructed based on experiments conducted with 10 users to register
their viewing behaviour when watching multi-view videos. Based on the collected tracking
data, the attention maps were estimated, leading to the definition of the 2D matrix. Based
on the User’s head-tracking data, the system maps the focus of the user’s attention for
the current view into the Hot&Cold matrix. The Intel RealSense framework computes the
yaw, pitch and roll head pose data from Euler angles into 2D coordinate space using x,
y and z axes values. Euler angles allow the description of the orientation of a rigid body
with respect to a fixed coordinate system [4]. By using rotation matrices B, C and D as
an example, a general rotation A can be written as:

A = BCD (1)

Due to the existence of multiple conventions for Euler angles, the x - convention was
used for the SmoothMV scenario. With this convention, Euler angles (ϕ ,θ ,ψ) can be
defined through the following sequence of rotations:

• 1st rotation is obtained through angle θ on z-axis, resorting to the D matrix;

• 2nd rotation is conducted by angle θ [0, π], on x’ (former x-axis), using the C matrix;

• 3rd rotation is achieved by angle ψ on former z-axis), by means of the B matrix.

Using this sequence of rotation, along with the associated x, y and axis, it is possible to
accurately pinpoint the head position and orientation within a tridimensional space and
translate into the part of the screen the which the user is glancing.

The matrix is divided into 9 sections which correspond to 9 different perspectives of the
multi-view scene. The image only needs to be shifted when the user is in the intermediate
zone. When it reaches this point the system starts buffering. Once the view switching
phase is over, it returns to the inactive stage, since the user starts facing the central part
of the screen when the view is switched. The operation of the Hot&Cold matrix ensures
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the minimization of the latency as the expected next perspective is already being buffered
by the system.

2.2.2 Server Core

The server core focuses on encoding/post-processing tasks, real-time handling of user
requests and selection of appropriate versions of available content. It is composed by
three functional layers, the Media Handling Layer (Content Layer),the Request Handling
layer and the View Streaming Layer.

The Media Handling Layer is responsible for encoding and storing the multi-view
videos for multiple qualities. This is done using HEVC and for preparing the content in
conformance to MPEG-DASH using the FFMPEG [12] and GPAC [13] software packages.
Unfortunately, DASH does not support natively the identification of the different perspec-
tives of multi-view content. Consequently, in order to establish a relationship between
viewing angles and cells of the Hot&Cold matrix, a a new descriptor file, named View
Model, was introduced.

Hypertext Transfer Protocol (HTTP) requests are managed by the Request Handling
layer, which also determines which appropriate encoded section needs to be retrieved.

The View Streaming layer uploads the desired segments to the Client using an Apache
HTTP server.

Figure 5: The Server Core, with its distinct 3 Layers

2.2.3 Client Core

The Client Core performs end-user tasks to ensure smooth content playback, notably head
tracking, view identification and switching, and QoE assessment.

Firstly, the client core pre-emptively downloads an N number of segments to an initial
buffer before starting to playback the downloaded content. After the initial buffer finishes
playing the N segments, a M number of segments are continuously downloaded to a player
buffer. The M segments are download from a single view if in the user’s gaze is in the
Inactive stage, or, alternatively, from additional views if in the Buffering stage, using
Representations with Lower Quality. Two separate queues are maintained, corresponding
to buffered and playback views.
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If the user, subsequently, changes to the Switching Stage during a period t, a view
switching request is issued. Following t+1 segments will be switched between playback-
/buffer queues, respectively.

Pre-emptively buffering the probably next view reduces the switching latency and
offering different qualities queues reduces the load on the network.

The Client core is split into four layers: Buffering, Media, QoE and ML.
The buffering layer is responsible for downloading and managing the next segments.

The QoE layer, takes care of the decision process, concerning the analysis of viewing
conditions and perspectives to be buffered/presented, working closely with the buffering
layer.

The Media layer decodes and playbacks the video segment into the GPAC MP4Client’s
DASH Multi-view player and incorporates the Head Tracking Handler module.

The machine learning layer provides an alternative process to determine the most
likely view to be required. However the neural network integrated into this layer requires
a dataset to train and validate it. The dataset has been, in the meantime, developed[14],
nevertheless by the time of the development of this thesis, the Recurrent Attention Model
has not yet been completely integrated in the SmoothMV.

Figure 6: Heatmap obtained for the Recurrent Attention Model Dataset [14]

2.2.4 MPEG-DASH and Multi-View

The work presented in SmoothMV utilizes MPEG-DASH norm, as such, it is suitable
for any video player. The major setback with utilizing the norm is that it does not
support multiple views. Its Spatial Representation Description feature targets specifically
the streaming of UHD video and does not provide the means to identify and correlate
multiples views. SmoothMV addresses this issue by integrating a novel view management
system, allowing dynamic stream selection on-the fly whilst maintaining compatibility
with the MPEG-DASH standard. One of the ultimate goals of the SmoothMV’s research
is to propose an alteration to the DASH standard in order to include multi-view.
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Chapter 3

3 Literature Review

3.1 Media Streaming Protocols

Streaming can be defined as the continuous transfer of audio and video data from a server
to a client. In video streams, information is transmitted over the internet in a compressed
form and is instantly viewed by the viewer. A constant stream of data is used to send the
data, which is played as it comes in. The user requires a player, a specialized application
that decompresses and delivers audio and video data to speakers and the display.

Since the advent of streaming, several different protocols have been proposed, with
varying purposes and efficiencies. The most recognizable participants of these include
Adobe’s Real-Time Messaging Protocol (RTMP), Apple’s HTTP Live Streaming (HLS)
protocol, and MPEG-DASH.

The Real-Time Messaging Protocol (RTMP), was the de facto standard for sending
video over the internet in its early stages. RTMP is a TCP-based protocol designed to
provide persistent, low-latency connections, which in turn facilitates fluid streaming. The
protocol started out as the background system behind live and on-demand streaming with
Adobe Flash Player. The Flash plugin powered 98% of internet browsers[16] in its prime
and RTMP was used ubiquitously.

RTMP, much like most norms, allows streaming by breaking data into small packets
often referred to as chunks. RTMP also supports combining multiple streams into a
single connection. The Protocol is used to stream multimedia data between Flash Media
Server and Flash Player. However, since Adobe announced the end of Adobe Flash,
its use has been decreasing drastically. HyperText Markup Language (HTML)-based
technologies have been since steadily taking the main bulk of the streaming market [17].
This new category of streaming protocols utilize HTTP based web servers, typically stored
on Content Delivery Networks (CDNs), to transmit the video chunks at an adaptive rate.

3.1.1 Adaptive Streaming

The most popular HTTP based protocols are Apple’s HLS and MPEG’s DASH. HLS is
first of the two and is largely the most dominant. The Moving Pictures Expert Group
(MPEG) developed the DASH, as an open-source standard alternative to Apple’s HTTP
Live Streaming (HLS) protocol. Of the two adaptive streaming protocols MPEG-DASH
has the best chance of becoming the unifying standard. Both DASH and HLS follow the
same paradigm. The material to transmitted is divided into time chunks that are provided
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Figure 7: Broadcasters Answers to the Question ”Which video streaming formats are you
currently using?” [17]

at the user’s request and typically last between 2 and 10 seconds. These requests are sent
in a way that ensures real-time audiovisual content reproduction while also taking into
account network restrictions.

Adaptive bitrate streaming adjusts video quality based on network conditions to im-
prove video streaming over HTTP networks. This process makes playback as smooth as
possible for viewers regardless of their device, location, or Internet speed. In the case of
MPEG-DASH, the video source is encoded at different alternative bitrates to fit a variety
of network conditions. Then, based on factors like bandwidth and device type, the video
player selects the highest-quality file that the device can play with the smallest amount
of buffering possible. This allows playback to be as smooth as possible for end-users,
regardless of the device or Internet speed.

The process is usually started by a device requesting segments of the video bitstream
at the highest available quality. It may happen that after streaming the first segments of
video and audio and monitoring the effective network bandwidth, the device realizes that
the actual available bandwidth is lower than what the highest quality demands. As such, it
is necessary to switch the bitstream to lower quality to maintain continuous playback. The
device continues playing the content at these rates until the network bandwidth increases
and then it switches the video up to a higher quality.
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The choice for DASH between the DASH and HLS for SmoothMV and, consequently,
the worked developed in this thesis, can be be justified by the fact that MPEG-DASH
specification is the most recent one and yet with more penetration and support. The
standard also is completely open-source and cross-platform which help validating the data
from the system across multiple machines.

3.1.2 MPEG-DASH

DASH, Dynamic Adaptive Streaming over HTTP, is an HTTP-based streaming method
in which the video data is encoded in different chunks of smaller sizes and those chunks
are encoded at different quality levels (bitrates). This allows the video to be streamed
at different quality levels and it allows the quality to be switched in the middle of the
playback.

The main steps of the MPEG-DASH process can be simplified as:

• Encoding and Segmentation on the video - The server decomposes the video
into different smaller parts of a few seconds of length and encodes these chunks into
a standard encoding format so that they can be interpreted by different devices. The
server keeps an index list of the contents for the video segments;

• Delivery - When the video playback is started by the user, the encoded video chunks
are sent via the internet to the client’s device.

• Decoding and Playback - As the data is streamed to the user, the data is decoded
and played back. The quality of the video is adapted to the bandwidth available at
each moment.

The multimedia content is first and foremost captured and stored on an HTTP server
and is delivered using HTTP. The content exists on the server in two parts: Media
Presentation Description (MPD), and Segments, which contain the actual video in form
of chunks.

Figure 8: . Simple example of dynamic adaptive streaming [18]
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Figure 9: DASH Data Model [19]

3.2 Media Presentation Description

Through the MPD, the DASH client learns about the program timing, media-content
availability, media types, resolutions, minimum and maximum bandwidths, the various
encoded alternatives of multimedia components, accessibility features and required digital
rights management, media-component locations on the network, and other content char-
acteristics [18]. The DASH client then selects the appropriate encoded alternative and
starts streaming the content by fetching the segments using HTTP GET requests.

As it was previously mentioned, in the case of the SmoothMV system, the base of the
MPD file has been extended to include information about the views, more specifically the
location of the views in relation to the central view. Thus, once the information on the
focus of attention has been predicted by the neural network it is possible to consult the
MPD to know which URL should be used (the URL that corresponds to the view that was
predicted). Several URLs are presented for each view for different qualities/compression
levels.

One important aspect to consider is that In DASH systems, in order to have smooth
playback, video segments are buffered before being displayed. However video buffer mech-
anism becomes more complicated for multi-view interactive video streaming. Long delay
for switching the view is generally not acceptable during the streaming process and the
user must be able to freely switch the view. Thus, it is necessary for the viewpoint to
be ready when the user so needs it and that it is where the SmoothMV system and the
neural network output play a defining role in User’s experience.

3.3 Video Codecs

Similar to other multimedia data types like picture and video, video also needs effective
channels for collecting, storage, and delivery. Video appears to be a particularly challeng-
ing format to encode. The challenge of data compression is made more difficult by video
since it concurrently provides several pictures and audio files. In addition, the medium
often has strict requirements for low latency and high bandwidth.
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The video encoding process can defined as the task of transforming a RAW video
file into a digital compressed file. Before being encoded, the video is stored as a simple
sequence of images. The process ends with a fluid video, much smaller in size than the
initial format. As noted by the Wowza official website: ”In order to compress the raw video
into a more manageable size, encoders use video and audio codecs, which apply algorithms
to shrink the bulky video for delivery. To put it more simply: encoding describes the
process of compression, whereas codecs describe the means for doing so.” [20]

Codecs are made of two essential components: an encoder to compress the files, and a
decoder to decompress them. There are codecs for data, audio, image and video. In the
case of video, several codecs have been developed that aim to respond the demands imposed
by the medium’s particularities, namely H.264/AVC [22], H.265/HEVC (High Efficiency
Video Coding)[23], AV1[24], and more recently proposed, H.266/VVC[25]. When working
on a system which involves encoding video, one comes inevitably confronted with the
question of which of these to utilize.
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3.3.1 Lossy vs Lossless Encoding

Much of the visual and audio information presented in video can be effectively removed
without altering the user perception. When compressing data, sometimes it is preferable
to lose some of the original information to achieve a greater compression.

Lossy compression is a technique in which data is purposely discarded during the
compression. Redundant and unnecessary information can be removed without affection
the perceptional original content after being decompressed.Many techniques have been
developed to achieve this effects, which explore temporal, visual and spectral redundancy.

Figure 10: the Discrete Cosine Transformation explores the image’s spatial redundancy in
order to remove irrelevant data.

When it is preferable to not loose any type of information, it is called lossless encoding.
Compressing a group of images into a .zip file without compromising the data integrity
can be considered lossless encoding.

In the context of video encoding, the lossy option is mostly used due to the size of
the raw video data and the unsuitability of it. Video Codecs deploy lossy techniques to
reduce the size of the video files while at the same time maintaining the most important
aspects of the video for visual perception.

3.3.2 H.264/AVC vs H265.HECV

HEVC presents itself as evolution of the AVC codec and offers a great deal of improvements
relating to the previous iteration. Nevertheless, H.264 continues to widely used in most
streaming services [28], mostly due to the codec’s speed, balance of video quality/size and
widespread hardware and software support.
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H.265 offers much greater compression efficiency and allows the support of 8k video.
It also generates files with much smaller sizes than AVC, thus decreasing the bandwidth
necessary for streaming. This makes it an ideal codec for high-resolution streaming. [20]

What accounts mostly for the difference in the video compression, is how each of the
standards processes frames. H.265 processes information in what are known as ”Coding
Tree Units” ,CTUs, in contrast to H.264 macroblocks. Information can be compressed
more effectively with CTUs since they can process up to 64x64 blocks in comparison to
the 4x4 to 16x16 block sizes that macroblocks can handle. [29]

Figure 11: Comparison between CTUs in H264 vs H265. In H.265, the CTU’s size is
determined by the regional information. Thus, there is much more coding precision in
more detailed areas of the image, at the same time discarding data from less relevant
regions. [30]

The MPEG group developed the MCV! (MCV!) [26] specification, presenting itself
as an extension to H.264. Similar multi-view adaptation have also been proposed for H.265
[27].Several studies have been made in order to evaluate the perfomance of the H265 for
multiview streaming[31][32][33], proving its validity and efficiency. All the videos which
were used in this work were encoded using the HEVC codec.

3.4 Bandwidth Estimation

One of the most import metrics for evaluating the performance of a network link is the
available bandwidth. In this context, the link can be as a physical or logical connection
between two entities at various layers of the protocol stack.

With the increased need for application level traffic optimization, the bandwidth esti-
mation has become very valuable. This is specially true forDASH based streaming appli-
cations. To make DASH adaptable to network conditions, video encoding information is
stored in the Media Presentation Description (MPD), from which a client can select a suit-
able quality of video segment for downloading with the current network state. Most adap-
tive streaming platforms have algorithms implemented for adapting the bitrate through
analysis of the bandwidth. These are called Adaptive Bandwidth Streaming Algorithms.

ABR algorithms calculate the available bandwidth through different techniques, some
approximate the bandwidth by measuring the packets throughput while other work by
measuring bandwidth at the network level. In the following section some of the most
popular techniques for bandwidth estimation will be presented as well as some definition
related to bandwidth.
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Estimation of the available bandwidth is a very challenging task. This is can be
attributes to end to-end delay system variances and the dynamics of the Internet. Various
techniques have been developed in the past in order to to accurately estimate bandwidth
with variable levels of success. It is import to note that the success of a tool may not
be necessarily determined by its ability to accurately estimate the bandwidth. Different
techniques have different end goals regarding the estimation, some aim for stability, other
aim for precision, etc. The very definition on bandwidth can vary among the different
tools.

3.5 Defining Bandwidth Estimation

Currently there a lot of different definitions of bandwidth estimation present in the liter-
ature. Some concepts are used interchangeably to express the measured bandwidth, such
as pre-hop end-to-end capacity, available bandwidth, throughput and bulk transfer. Addi-
tionally, there is also some confusion on what the technique applied in measuring. In [34]
the author claims that under the self-loading periodic streams methodology, the available
capacity is measure, on the other hand, in [35], the author defines that the self-loading
periodic streams evaluates the available bandwidth. In an attempt to to make sense of
the different concepts, in the following section it is presented a definition of each of what
the student interprets as each these metric.

3.5.1 Capacity

Physical Capacity, is the theoretical maximum amount of data that the link can support.
Hence, it allows to distinction between links at data link layer and at the Internet Protocol
(IP) layer. At theInternet Protocol (IP)layer a hop delivers a lower rate than its nominal
transmission rate due to the overhead of layer 2 encapsulation and frames. Supposing
the nominal capacity of a segment is CL2, the time to transmit a packet of size LL3 in
theIPlayer with a layer 2 overhead of HL2 is:

∆L3 =
E

L3
+HL2

CL2
(2)

So the capacity of that segment at theIPlayer is:

CL3 =
L
L3

∆L3
=

L
L3

E
L3

+HL2
CL2

= C
L2

1

1 +
HL2
LL3

(3)

We can use the definition pointed by the authors in [36]: the capacity of a hop is
the maximum possibleIPlayer transfer rate at that hop. From equation (2) the maximum
transfer rate at theIPlayer results from MTU (Maximum Transmission Unit)-sized packets.
So we define the capacity of a hop as the bit rate, measured at theIPlayer, at which the
hop can transfer MTU-sizedIPpackets.

In the network layer. we can define capacity as: the capacity of an end-to-end path is
the maximum IP layer rate that the path can transfer from source to end. In other words,
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the capacity of a path establishes an upper bound on theIPlayer throughput that a user can
expect to get from that path.[36]

In a multiple linked path, the capacity from end to end can be defined as the minimal
the capacity of the all the hops in the path.

C = mini=1,...,HC i (4)

where Ci is the capacity of the i -th hop, and H is the number of hops in the path.

3.5.2 Available Bandwidth

Another metric often used is the Available Bandwidth (ABW). The underlying propa-
gation medium limits the capacity of a link. As a result, the available bandwidth is also
affected by the traffic load that crosses the link, which often fluctuates over time. There-
fore, refers to the underused portion of the link’s entire capacity for a certain length of
time. The available bandwidth on a hop over a certain time interval can be defined as
followed: If Ci is the capacity of hop and μi is the average utilization of that hop in the
given time interval, the average available bandwidth for that of hop is is described as the
unutilized fraction of the capacity:

Ai = (1− µi)C i (5)

Once again, extending this definiton for a multi-path scenario, the available bandwidth
of the end-to-end path is the minimum available bandwidth of all hops:

Ati = mini=1,...,HAi (6)

A “pipe model with fluid traffic” metaphor can be made to distinguish the available
bandwidth and capacity. The total width of the pipe corresponds to the capacity of link
and the unutilized area of the pipe describes the available bandwidth. The minimum
capacity C 1 describes the link end-to-end capacity while A 3 describes the available
bandwidth of the link. Both C1 and A3 represent the minimal measurements of each
metric of the link, following the definition in equation 4 and 6.

Figure 12: Pipe model with fluid traffic for 3-hop network [6]
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3.5.3 TCP Throughput and Bulk Transfer Capacity

BTC, as described by Mathis and Allman [37], is the fastest a protocol that implements
congestion control can forward packets from A to B. in TCP/IP networks, the Bulk Trans-
fer Capacity is the maximum throughput obtainable by a single TCP connection. The
connection must implement all TCP congestion control algorithms. The BTC can be
simply defines as:

data sent

elapsed time
(7)

The assumption that all transport protocols should have comparable reactions to In-
ternet congestion is central to the concept of bulk transport capacity. Indeed, the only
kind of equity that is widely used on the Internet today is that the great majority of all
traffic is carried by TCP implementations that share common congestion control methods,
owing to a shared developmental background [37].

As it was suggested by Jacob Strauss and M. Frans Kaashoek [38]: In many applica-
tions, BTC is the one of the most valuable metrics to evaluate an Internet path.BTC is
preferable to the capacity or available bandwidth estimation for any application that is
utilizing the path and wants an estimate of what the network will support, or for choosing
between paths. Nevertheless, there is a inherent extra load added to the network.BTC
based tools inject, be default, the largest windows size possible in order to estimate the
largest throughput possible. This phenomenon will inevitably affect the network perfor-
mance.

Figure 13: TCP (and thereforeBTC) implements five standard congestion control algo-
rithms
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It is important to note that the available bandwidth and throughput are two funda-
mentally different different. The main major difference is that the BTC is TCP specific.
The Bulk Transfer Capacity depends on how TCP link shares bandwidth with other TCP
flows, while the available bandwidth metric assumes that the average traffic load remains
the same [36]. BTC depends heavily on network conditions. For example, buffer space on
routers between A and B, queuing policies, and cross traffic on all hops will affect BTC
[37].

3.6 Active Bandwidth Estimation vs Passive Bandwidth Estimation

The estimation of end-to-end bandwidth can be broken down into two main measurement
methods, active and passive estimation. The fundamental difference between them is, that
unlike passive measurement tools that are based on the non-intrusive monitoring of traffic,
active tools are based on the concept of self-induced congestion.

3.6.1 Active Bandwidth Estimation

The active bandwidth estimation presents itself as the most simple way to measure band-
width. The method’s goal is to comprehend the network characteristics using artificially
generated probe packets, sending them from the sender node to the recipient node. In
addition to providing network operators with useful data on the characteristics and per-
formance of the network, active bandwidth estimation tools enable end users, and con-
sequently user applications, to independently perform network auditing, load balancing,
server selection, and other tasks without needing access to network elements or adminis-
trative resources.[39]

These techniques can be further categorized into four sub-categories as briefly stated
below:

• Variable Packet Size (VPS) Probing techniques:

VPS probing aims to measure the capacity of each hop along a path.The technique
measures the Round-Trip-Time (RTT) from the source to each hop of the path as
a function of the probing packet size. VPS sends multiple probing packets of a
varying sizes from the sending host to each layer-3 device along the path. The RTT
is calculated by the time a packet with theIPHeader “Time to Live” exceeds its
time and returns a sends an error message to the source node corresponding to the
internet control message protocol (ICMP) informing that the time was exceeded.

• Packet Pair / Train Dispersion (PPTD):

In this technique, the source sends two packets, a packet pair, of the same size, back
and forth. The dispersion of a packet pair is then approximated as the time distance
between the last bit of each packet.
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Figure 14: Packet Pair Dispersion as in [36]

If the dispersion prior to the path with capacity Ci is Δin, the dispersion after the
link will be:

∆out = max(∆in,
L

C i
) (8)

For a multiple link path, the dispersion at the receiver can be measured as:

∆R = max =0,...,H(
L

C ı́
) =

L

mini,...,H(C i)
=
L

C
(9)

Where C is the capacity of the end-to-end path. The Bandwidth is calculated with
mathematical formula that is derived by the sending and receiving gaps between the
probing packets, thereby by simply measuring these gaps the ABW can be calculated
as L

∆R
.

Packet Train extends the packet pair probing by adding multiple packets trains .
The dispersion of a packet train at a link is the amount of time between the last bit
of the first and last packets. With the Dispersion measure ∆R(N) at the receiver
is it possible to estimate the dispersion rate, also know as Asymptotic Dispersion
Range (ADR), which relates to the utilization of all links in the path, which is equal
to the end-to-end capacity:

D = ADR =
(N − 1)L

∆R(N)
(10)

This technique has the inconvenience that it assumes that are isn’t any cross traffic
present in the path, which as assumption that is far form realistic, specially in the
video-streaming scenario.

• Self-Loading Periodic Streams (SLoPS):

This technique calculates end-to-end Available Bandwith by monitoring probe packet’s
one way delay where probe packets of equal size (a “periodic stream “) are sent to
the path under consideration at a steady rate.

It is then monitored the bandwidth to the ABW so far. if the successive probe
packet’s one way delay increases that means that the rate is superior to the Available
Bandwidth. The sender tries to adjust the speed of the transmission and probes the
path while the receiver stores each periodic stream’s one way delay information. The
queue of the tight link will temporarily get overloaded if the stream rate exceeds the
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path’s available bandwidth. On the other-hand, if the stream rate is lower than the
available bandwidth, the probing packets will go through the path without causing
an increasing backlog at the tight link and their one way delays will not increase. The
available bandwidth is estimated by leveling the maximum rate without generating
overload.

• Trains of Packet Pairs (TOPP):

This approach uses the dispersion for gradually increasing rate of probe packets.
TOPP repeatedly sends the train of packet pair at gradual rate between the source
and the sink node. ABW is calculated as the maximum rate up to which the input
sent from the source is smaller than the measured rate at the destination.

3.6.2 Passive Bandwidth Estimation

In the past years, research has been gradually focusing towards passive bandwidth es-
timation techniques to counter the limitations of active techniques. Active bandwidth
estimation will, inevitably, always induce some additional overhead to the network traffic
due to the presence of the probing packets.The idea of passive estimation is to observe
traffic already present in the network and then estimate the bandwidth of the network
based local consumption of bandwidth. Here the channel occupation is passively sensed
to assess its busy time in proportion to its idle time. This idle-period is further used in
conjunction with channel maximum capacity in order to evaluate the ABW of a node.
In IEEE802.11, Medium Access Control, MAC, carrier-sensing range is utilized to sense
the medium. Within the carrier-sensing range of a node, if any node is communicating to
other node /nodes then the concerned node will sense the medium busy otherwise idle.

Passive methods use Probability Distribution Function (PDF) of packet inter-arrival
in a TCP flow. The bandwidth is inferred by analysing variations in the PDF that de-
scribe characteristic behaviors. A spike is interpreted as a bottleneck with no substantial
cross traffic, a spike bump as a low bandwidth bottleneck followed by a high bandwidth
bottleneck, a train of spikes traversed bottleneck shared with a substantial amount of cross
traffic and a train of spike bumps as a low bandwidth upstream bottleneck shared with a
substantial amount of cross traffic[40].

Figure 15: spikes in PDF of packet inter-arrival time indicate a small busy time interval
as in [41]
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3.6.3 Model-based Bandwidth Estimation

Model based techniques are based on the mathematical models. Since they can’t anticipate
the results after the introduction of additional flow in the network, passive approaches that
are described in the preceding section are not very appropriate in predicting the ABW.
They merely presume that when new flow network parameters are accepted, they will alter
and have an impact on the actual ABW. For guaranteed and predictable service in packet
networks, model-based tools allow the end-system to be able to manage and predict the
performance of its active and extensible resources.

The model techniques are mostly deployed for multiple nodes in wireless packet net-
works and use a Markov Model to study the Distributed Coordination Function [43]. DCF
is a protocol which uses carrier sensing along with a four way handshake to maximize the
throughput while preventing packet collisions [42].

The Markov model is used to analyze the behavior of a single terminal and determine
its ”stationary probability” of sending packets over a broad time range. Based on the
calculated probability, events that could happen within a generic time frame are studied
in order to articulate the throughput.

3.6.4 Final Remark

Both the Passive and Model based techniques are still being used in very specific research
scenarios, and consequently, the techniques are considerably harder to deploy, as there
aren’t many software tools available like in active estimation. They are described above
to show that there are other methods for estimating bandwidth besides using active tools.

3.7 How Video Stream Quality Impacts Viewer Behavior

The biggest challenge for content providers is how ensuring a high-quality streaming ex-
perience for their viewers that also ensures uninterrupted reproduction, quick start-up
and seamless quality transactions [44]. In the past years, Content Delivery Networks have
provided the content creators with a way deliver higher quality video streams to a global
audience [45]. CDNs also aim to track key metrics of viewer behavior that lead to bet-
ter monetization. As such, a great deal of attention has been brought to the analysis of
user engagement and view experience. Assessing the correlation between stream quality
and viewer behavior is, unquestionably, one area of great interest. This also has pro-
found implications for how a CDN, or a more broadly defined streaming service, must be
designed.

Failures in video streaming are mostly inevitable. Nevertheless, different phenomenons
on the video have different effects on the User Experience. Based on this premise, S.
Shunmuga Krishnan and Ramesh K. Sitaraman, have studied the impact of video stream
quality on viewer behavior using extensive traces from the Akamai’s streaming network
that include 23 million views from 6.7 million unique viewers [46].The contributions of
their study will be presented in a condensed manner in this section. Their work offers a
great look at how users engage in their video experience and serves as a great basis for
video Quality of Experience assessment.

In their study, Krishan and Sitaram aimed to establish a correlational link between a
stream quality metric and viewer behavior metric and subsequently establish a causal link
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between them.
They defined the metrics in two major categories explained in the following sections.

3.7.1 View-level Stream Quality Metrics

• Failures: Number of percentage of view that fail due to problems with the network,
server or content. Failures address whether the stream was accessible to the viewer’s
initial viewing of of the video failed owing to a fault with the network, the server,
or the material itself.

• Average Bitrate: Once the video begins to play, the average bit rate at which the
video was reproduced on the viewer’s screen serves a measure of the richness of the
provided content.

• Start-up Delay: Total time in startup state.

• Normalized Rebuffer Delay: Total time the video stays in the rebuffer state.

3.7.2 Metrics for Viewer Behavior

• Failures: Number of percentage of view that fail due to problems with the network,
server or content. Failures address whether the stream was accessible to the viewer’s
initial viewing of of the video failed owing to a fault with the network, the server,
or the material itself.

• Abandonment: Viewer voluntarily decides to stop watching the video. Here, the
metric is primarily concerned with abandonment where the viewer abandons the
video even before it starts playing.

• Engagement: Total time in play state.

• Return Rate : Probability of user return within a time period.

3.7.3 Correlation vs Causation

It is important to note that certain external factors can have an impact on the metrics
being investigated for causation. If one is attempting to find a causal relation between
stream quality metric (say, startup delay) and a viewer behavior metric (say, abandonment
rate), an external force may be causing the correlation but not necessarily the causation.
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As an example, one can suppose that mobile users have less patience for videos to load
because they are busy and ”on the go,” resulting in higher abandonment. Furthermore
mobile users may experience longer startup times due to poor wireless connectivity. In
this case, a correlation between startup delay and abandonment may not imply causation
unless we account for the confounding variable of how the viewer is connected to the
Internet.

Keeping in mind that extraneous forces may influence the perceived causal relation, in
the particular cause of video streaming, some relevant external aspects have been taken
into account by Krishan and Sitaram:

• Content: Both the quality perceived and viewer behavior may be influenced by
the particular video being viewed. Some videos, for example, are more captivat-
ing than others, causing viewers to watch more of them. For example as put by
the SSIMWAVE in their article titled ”Is Live Sports Streaming Striking Out On
Quality?”: ” Streaming live sports is one of the hardest video delivery tasks and
sports fans are the least forgiving and the most vocal audience, especially if the
video quality is not up to their expectations.”[47]

• Connection Type: Both stream quality and viewer behavior may be impacted
by a viewer’s Internet connection method, including the device used and common
connectivity traits.

• Geography: Viewer geography encompasses a variety of social, economic, religious,
and cultural factors that can influence viewer behavior. Such a phenomenon could be
significant in terms of how much stream quality influences viewer behavior. For ex-
ample, social researchers have noticed that the threshold of patience that consumers
exhibit toward a delay in receiving a product varies depending on the consumer’s
geographic location [48].

3.7.4 Statistical Power and Statistical Relevance

It is also important to note that when designing to design experiments that have “suffi-
cient” statistical power to detect a “significant” effect, assuming such an effect does exist.
It is also fundamental to evaluate whether the results are statistically significant or if they
could have occurred by random chance. In their work Krishan and Sitaram, made the
hypothesis testing by stating a null hypothesis that contradicts the assertion that they
wished to establish. Afterwords, they evaluated the p-value of as the probability that
they null hypothesis contradicts the assertion. Interestingly, except for one conclusion
with a higher p-value that authors considered statistically insignificant, the results were
extremely significant with p-values of 4 ∗ 10−4 or less. This helped prove the robustness
of their results in regards to their statistical significance.

The likelihood that the alternative hypothesis will be correct in its rejection of the null
hypothesis is known as statistical power. The sample size, which is simply the number of
matched pairs, hypothesis assert that a variable X has an effect of a certain magnitude
on a variable Y, in the experiment; 1) the statistical significance level, and 3) the effect
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size are three key factors that influence statistical power. Sufficient power is often defined
as power that is at least 80%. The statistical power is largely affected by the size of the
data. The effect size is defined as the difference between the percentage of matched pairs
with positive outcomes and pairs with negative outcome, which, naturally, the lower, the
better. The authors examined the minimum number of matched pairs required in a viewer
abandonment experiment to detect a given effect size with statistical power at least 80%.
They arrived at the conclusion that in order to achieve the necessary statistical power
along with a low effect size, they required a very large data sample, which they assured
via the Akamai’s viewer behaviour traces.

Figure 16: Minimum number of matched pairs required in a viewer abandonment experi-
ment to detect a given effect size with statistical power at least 80% [46]

3.7.5 Their Findings

The work developed by Krishan and Sitaram have provided a great insight on how how
users respond to effects on the quality of their viewing experience, their conclusions are
broken down in this section:

• Viewer Abandonment

To study this metric they came up with a functioncalled AbandonmentRate that is
defined as:

AbandonmentRate(x) =
Impacient(x)

Impatient(x) + Patient(x)
(11)

here Impacient(x) is all views that were abandoned after experiencing less than
seconds of startup delay and Patient(x) are views where the viewer waited at least
time without abandoning. An Impacient(x) translates to a view in which the user did
not have the patience to wait for the time request for the video to startup. Based on
this formula, they quickly inferred that : An increase in startup delay causes
more abandonment of viewers. They also noticed that users tend to abandon
at a higher rate for short videos than for long videos.
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Figure 17: Viewers start to abandon the video if the startup delay exceeds about 2s.
Viewers also tend to quit more quickly if the video is longer. [46]

They also observed how the user responded depending on their connection type that
indicates how the corresponding viewer is connected to the Internet. Interestingly,
they noticed that viewers with better internet connection tended to aban-
don the videos at a much higher rates compared to viewers with slower
connections

Figure 18: Viewers start tend to abandon the video much quicker if their internet connec-
tion is better. [46]

• Viewer Engagement To comprehend viewer engagement, the authors studied the
viewer play time per view. Firstly they realized that mantaining the user attention
is a hard task.A noticeable fact is that a significant number of views have very small
play time with the median play time only 35.4s. They also noticed that rebuffering
is cleary correlated with less time watching the video. The more interruption a
video has, the worse will the perceived experience be for the user . A viewer
who experienced a rebuffer delay that equals or exceeds 1% of the video duration
played 5.02% or less of the video in comparison to a similar viewer who experienced
no rebuffering.
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Figure 19: Correlation of normalized rebuffer delay with play time, the rebuffer delay was
normalized by dividing for the video to rebuffer divided by the total video time. [46]

• Repeated Viewership Once again, the authors found that failures in the video
reproduction lead to a large reduction in the perceived Quality of Experience. The
most of these, is if the video failed completely or if the user couldn’t successfully
visit the page. They concluded that In comparison to a similar viewer who
did not experience a failed video, a viewer who experienced a failed video
is less likely to visit the website of the content provider again to watch
additional videos within a given time frame .

Figure 20: The probability of returning within a specified return time is distinctly smaller
after a failed visit than after a normal one. [46]
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3.8 Abrupt Bitrate Reduction vs Smooth Bitrate Reduction

Typically, the term bitrate and video quality are interchangeably used in video QoE stud-
ies. The larger the value of the bitrate, the more sharp the image will be, and the blocking
phenomena will less present. The way the bitrate quality is reduced may play a substantial
role in the user Quality of Experience. Studies on this topic are few and usually refer to
other aspects of ”quality”. Nevertheless some studies have concluded that gradual is much
more preferred to viewers than abrupt quality reduction. In [49], Jim Harvey and Steven
Le Moan investigate the ability of the human vision system to detect gradual changes in
video quality, particularly chroma reduction. They concluded that the mean opinion score
the users gave to the video with gradual quality reduction was almost the same value that
they gave to the video playing with maximum quality. They also noticed that in scenes
with more visual complexity, such as aerial view of a city, the viewers reported noticing
less the quality reduction.

Figure 21: Individual Mean Opinion Score for the video with max quality is roughly the
same than for the gradual quality reduction [46].

On the other hand, fixed reduction, brought a smaller Mean Opinion Score.
It stand to reason that the same effect may be observed on viewers for bitrate reduction

and as such, it’s a factor worth considering while adjusting the SmoothMV’s video bitrates.

3.9 Perception of Quality and Video Content

According to research conducted in the field of video quality evaluation, the correlation
between video bitrate and perceptual quality is non-linear [51] [52]. Furthermore, a video
with high motion, for example, a video of a basketball game, and a video with low motion,
for example, a video of a person talking in a relaxed environment, have distinct char-
acteristics that produce distinctive interpreted qualities. High motion scenes will have
higher values of spatial frequency and losing quality in these will have a bigger impact on
perceived quality.
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Fig. 21 examplifices the the non-linear relationship between bitrate and the Structural
SIMilarity plus (SSIMplus) [53] perceptual quality.

Figure 22: Illustration of quality versus bitrate trade-off as in [54].

The effect has been observed to be present even in intra-stream segments.
The perceived quality may be lower even for the same allocated bitrate.

Figure 23: At the same encoding bitrate, varying inter-stream (on the left) and intra-
stream (on the right) scene complexity results in varying display qualities, or vice versa
as in [54]

3.10 Related Works

3.10.1 Adaptive Bitrate Streaming

ABR is a type of algorithm in which the video player dynamically adjusts a stream’s
compression level and video quality to match bandwidth availability. ABR ensures that
the video streaming maintains constant, adapting the bitrate according to the bandwidth
measurements. Each protocol, has its own ABR algorithm, to decide which bitrates to
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download next. Different algorithms have been developed based on different techniques to
ensure continuous streaming. To decide which bitrate to choose next, throughput-based
also named client-based algorithms track the speed at which earlier video chunks were
downloaded. Buffer-based algorithms attempt to control buffer occupancy in order to
ensure that enough video is available for playback. If the media in the local buffer runs
out, the next bitrate will be lower to keep up with playback. Some ABR algorithms make
a Network-assisted adaptation, taking into account explicit information from within the
network, and some make a Hybrid adaptation, using information from any combination
of the client, server(s), and network.

In the following section, some of examples of ABR algorithms are introduced based on
the entity of the system where the logic is implemented.

3.10.2 Client Based Bitrate Adaptation

Client Based algorithms are the most typically used for bitrate adaptation. These schemes
attempt to adapt to bandwidth variations by selecting the appropriate video bitrate based
on multiple metrics such as available bandwidth, playback buffer size, and so on. Most
algorithms make representation decisions based on the measured available network band-
width, which is usually calculated as the size of the fetched segment(s) divided by the
transfer time - throughput-based.

• Llama: Low Latency Adaptive Media Algorithm

Llama is a client based novel ABR algorithm targeted for live streaming scenarios.
Live streaming requires networks with low latency, which in turn will have smaller
buffer sizes. Llama is developed specifically for small buffer live streaming scenarios
[50].

Llama estimated the available bandwidth by observing the variations in the through-
put of video chunks received in the client size. Large variations in throughput may
occur due to changes in the network conditions. In order to make a more stable
estimation of the bandwidth, Llama calculates a moving harmonic average. The
algorithm than compares the last throughput measurements with the current seg-
ment’s bitrate received and changes the playback’s bitrate accordingly (increases the
bitrate if the bandwidth is larger, decreases the bitrate if the bandwidth is lower).

Playback Buffer-Based Adaptation

In this type of adaptation, the algorithm decides the next segment’s bitrate using video
playback based on the playout buffer occupancy. These techniques measure the duration
of video left in the buffer, and accordingly download a higher bitrate segment (if the buffer
is sufficiently occupied) or a lower bitrate segment (if the buffer is running low).

• Buffer Occupancy based Lyapunov Algorithm (BOLA)

BOLA is the buffer-based algorithm that is implemented in the dash.js player [55].
The algorithm is an online control algorithm that treats bitrate adaptation as a
utility maximization problem. The technique aims to maximize the playback utility
and playback smoothness of the streaming protocol by using Lyapunov optimization.
As the network’s throughput varies, the objective is to avoid stalls caused by an
empty buffer while selecting high-quality encoding. the utility is associated with the
average bitrate and rebuffering time, while adapting to network changes to account
for better QoE.
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Figure 24: Llama Sample Trace with Base Measurements and Moving Harmonic Mean
Plotted [60]

3.11 Server-Based Adaptation

Server-based systems do not require client cooperation and utilize a bitrate handling
method at the server side The bitrate shaper therefore implicitly controls the switch-
ing between bitrates. The client still makes its own decisions, but those decisions are
largely determined by the server’s shaping method. These algorithms usually deploy traf-
fic shapers for streaming in the presence of multiple HTTP adaptive streaming players
competing for the available bandwidth to tackle instability and unfairness issues.

Detti et al. [56] proposed a tracker-assisted adaptation strategy in the presence of
network caches. The proposed architecture essentially involves clients communicating
with the server through a common proxy and a extra server with tracker functionality
that controls the clients’s statuses and enables them to share information regarding their
statuses.

Figure 25: Basic Server-based Bitrate Adaptation [54]
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The complexity and overhead of server-based bitrate adaptation schemes are substan-
tial, notably as the number of clients rises.

3.12 Network-Based Adaptation

Network based bitrate adaption algorithms allow the HTTP adaptive streaming players to
pick the preferable bitrate based on the network measurements. This is accomplished by
collecting measurements about network conditions and informing clients about the best
bitrates to download. This is done by a agent/proxy deployed in the network to monitor
the network status and conditions. The external agent offers network-level information
that allows the clients to efficiently make use of the resources the network provides.

Figure 26: Basic Network-based Bitrate Adaptation [54]

3.12.1 QDASH - QoE-aware DASH

QDASH [57] is a network based bitrate adaption algorithm that deploys two proxy modules
between streaming server and the client that aims to avoid video oscillations by ensuring a
gradual change in bitrate levels through the use of integrated intermediate levels. QDASH
utilizes the QDASH-ABW Probing Methodology to estimate the bandwidth. Unlike typi-
cal bandwidth estimation tools which use customized probing packets, QDASH-ABW uses
inline measurements that employ the media data packets directly to determine whether
a certain sending rate is supported by the current available bandwidth. This prevents
the common problem involving the TCP based bandwidth estimation tools, which is their
intrusiveness. Moreover, an additional TCP connection may not be accurate because
the new TCP connection may not go through the same network path as the media data
because of the load balancing.

QDASH-ABW works by sending a packet-train at the same time and at the same rate
as the packets being sent by the server. The packets are then intercepted by the proxy.
The proxy estimates the bandwidth and sends the packets to the client at a rate adjusted
to the network conditions available.
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Figure 27: The overall QDASH system’s architecture [57]
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Chapter 4

4 Methodology

In the following section, a detailed description of the work developed in this thesis will
be presented. The details of the development of the system and subsequent obstacles
and solution encountered will be present sequentially as the work was developed. This
chapter begins by providing a brief explanation about the existing SmoothMV and how
the solution developed was integrated in it.

4.1 System Breakdown

SmoothMV’s architecture, as presented in previous chapter, is composed by two sides,
the server core and the client core. The server core focuses on encoding/post-processing
tasks, real-time handling of user requests and sending the appropriate versions of available
content. The Client Core performs end-user tasks to ensure smooth content playback, head
tracking, view identification and switching, and QoE assessment. This breakdown of the
system’s architecture approaches SmoothMV in a functional point of view. However, in
more a more technical point of view, the system’s client core is divided in three modules:
The View Selection Tracking module and the View Buffering Module and the Server.

4.1.1 View Selection Module

The View Selection Module is based on the Intel Realsense Software Development Kit’s
Face Tracking Kit as illustrated in figure 28. The module includes a client with an appli-
cation panel where the blue dot corresponds to the user’s head tracking coordinates. The
coordinates are inserted in the Hot&Cold matrix. As mentioned in the preceding section,
the matrix uses the user’s center of attention to transition to a new view, and buffering
other views, depending on their position within the panel’s grids and semigrids.

Besides handling the head tracking and the view selection, the View Selection Module
also handles the quality selection corresponding to the views.
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Figure 28: Client Side Head Tracking Client

The client also incorporates some options related to testing the neural network and
choosing the Recurrent Attention Mode dataset corresponding to the desired video.

The View Selection Tracking Module saves the all parameters gathered in a log file.
Every time the media is played, the SocketData function is called. Here, a .txt file is gen-
erated, whose name is of the format ”log-file-client-yyyy-MM-dd-HH-mm-ss”, according
to the time and date the function was called. On this file, around every 0.05 seconds (at
about 20 frames per second, or lower according to processor speed), a log file is written as
seen in Figure 29.

Figure 29: Log File generated with three instances of logging
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The information present in the log file is sent through a socket to the View Buffering
Module as it is written.

4.1.2 View Buffering Module

The View Buffering Module is responsible for downloading the segments and reproducing
the video. The module collects head tracking data from the View Selection Model via
socket and assigns the views accordingly. The views are chosen and pre-buffered based on
the x and y values.

The module is divided in 6 parallel threads, each one of them responsible for handling
different parts of the system: the network thread, operates the segments selection,
manipulation and sequential download, the tracking thread, responsible for binding
with the View Selection Module and receiving and storing the head tracking information,
QoSMetrics, handles the quality transactions and calculates network and throughput,
and playerEmulation, which takes care of the view reproduction.

Initially N number of segments are downloaded and stored in a initial buffer. The N
segments are defined in the variable NUMBER OF SEGMENT BUFFER. After the video
starts playing, based on playback timing and position received within the Hot&Cold ma-
trix, M number of segments are sequentially downloaded: from a single view if in the Inac-
tive stage, or from additional views if in the Buffering stage. The segments are firstly stored
in a temporary buffer of size M defined in the variable BUFFERING PROPORTION.

Figure 30: Video Buffering Module Downloading the Initial Segments
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Figure 31: Video Buffering Module Downloading the Segments and sequentially playing
them

4.1.3 Server Core

the Server core, has presented in the context section, is divided into three functional layers,
The Media Handling Layer which is responsible for encoding multiple variations of the
raw multi-view content and for preparing the content in conformance to MPEG-DASH
using the FFMPEG and GPAC software packages; the Request Handling layer which
manages HTTP requests and the the View Streaming Layer which uploads the content
to the client.The server stores the videos in a folder with a subdirectory for each bitrate.
Each subfolder contains the video encoded for all the views, a mpd file and a descriptor
file named View Model that is responsible for identifying the different perspectives of the
multi-view content.
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Figure 32: Server Core Folder Organization

The View Selection Module makes the GET requests to the server which in turn re-
sponds to the Client with minimal delay, using an Apache HTTP server. The Apache
Server is deployed using the Wamp software [58]. In order to make the requests to
this server, it is only required to be on same LAN (or have the Wamp Server pub-
licly open) and make the curls requests to the server’s IPaddress following /VideoDash/-
Main/Video Test N/5000K/MPD File.

The overall system can be summarized in the following scheme:

Figure 33: Overall SmoothMV Scheme
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4.2 System Developed for the Bandwidth Estimation

4.2.1 SmoothMV Scheme Adaptation

To better suit the work that developed in this thesis, the SmoothMV system scheme was
adapted.The modifications kept every SmoothMV’s operation intact.

As the server’s only function is storing the videos and sending the segments to the
client, an adaptation was made too more comfortably suit the system to be developed:
The scheme was readjusted to accommodate two machines, Machine 2 runs the View
Selection Module and serves as the server and Machine 1 runs the View Buffering Module
and reproduces the video.

Figure 34: Adapted SmoothMV Scheme

The workbench required for this work was provided by INESC-TEC. To developed
the work necessary and to conduct the experiments, the student was provided with desk,
a computer running Windows 10 and a router. The computer supplied by INESC-TEC
served has Machine 1, running the View Selection Module and storing the videos, and
the student’s personal laptop served Machine 2, running the View Buffering Module and
streaming the videos. All the work was done in an Ethernet connected environment.

4.2.2 Adaptive Bitrate Streaming (ABR) Scheme

It should be noted that SmoothMV, it its default form, already presented a bitrate adap-
tation functionality in the View Buffering Module. Under this version, bandwidth was
equated to the TCP Throughput attained at the optimal TCP Receive Window Size,
much like the client-based ABR algorithms presented in the previous chapter. However,
this proved to be a somewhat suboptimal approach. For this thesis, a ABR algorithm
was developed as a Network-Based bitrate adaption: the bandwidth was estimated based
network measurements.

The system designed was built to accept the various tools in order to conduct a thor-
ough analysis of the optimal bandwidth measurement tool. The conceived design is based
on the typical Network-Based ABR scheme: a proxy system is deployed in the network
to monitor the network status and conditions. The external agent offers network-level
information that allows the clients to efficiently make use of the resources the network
provides.
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The vast majority of bandwidth estimation tools are deployed in a similar fashion.
There are two hosts and the purpose is to measure the available bandwidth from one
machine to the other. This is done by running the software in both ends, in one end as
the server, and the other end as the client. The server opens a port and waits for the
communication to start and the client starts sending the packets to the server’s IP. The
bandwidth measurements are then presented on the server side, the client side or both
sides, depending on the tool.

In the system’s scenario the segments are sent from the server, Machine 1, to the
View Buffering Module to play the video, Machine 2. As such, the bandwidth estimation
packets much sent in the same direction, so Machine 2 works as bandwidth measurements
server, waits for packets to be sent, and machine works as the bandwidth measurements
client, sends the probing packets. The scheme can be visualized in Figure 35:

Figure 35: Adapted SmoothMV Scheme

The new Network Bandwidth Estimation Layer works in the following manner:

• 1 - Start Bandwidth Estimation - In the View Selection Module, the user
selects the option Override Quality and No Move Mode to start the process. The
adaptations made to the View Selection Model and Software Developments aspects
of the new process will be explained in the next section;

• 2 - Start Bandwidth Estimation Using a Certain Tool - The user picks a
certain tool and a socket message is sent to the server informing to start the listening
process for that particular tool;
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Machine Specifications

Machine 1 Machine 2

Windows 10 Pro
22H2

Windows 10
Home 21H2

Intel(R)
Core(TM) i7-
6700U CPU @
3.40GHz 3.41
GHz

Intel(R)
Core(TM) i7-
6500U CPU @
2.50GHz 2.60
GHz

16GB RAM 8,00 GB RAM

Network Specifications

Gigabit Wired Ethernet

Router TP-Link
AC1200 Archer C1200
Dual-Band Gigabit

Table 1: Machines and Network Specifications

• 3 - Server Starts Listening Using That Tool - The server informs the client
that it’s listening and it can begin sending the packets;

• 4 - Client send probing packets to the Server and estimates Bandwidth
(BW) - The client starts sending the packets and it calculates the bandwidth. The
way the calculations are made depends on the tool defined;

• 4.5 - Server sendsBW Measurements - Some of the tools don’t present the
bandwidth estimations on the client but present them on the server side. As it is in
the client’s side the process to pick the quality depending on theBW, it is necessary
to send this information via socket;

• 5 -BW Measurements send to View Selection Model - In this phase,
the Network Bandwidth Estimation Layer’s Client sends its measurements to be
interpreted by the View Selection Model;

• 6 - Bitrate /Quality Selection Depending onBW Measurements - The
View Selection model selects the quality / bitrate based on theBW values and com-
municates it to the Video Buffering Module. The way this is done will be explained
ahead in this document;

• 7 - View Segment curl GET Request Depending on Quality - The View
Buffering receives the information about the selected quality and sends HTTP GET
requests to the Wamp Server to sequentially download the segments.

• 8 - Segments are Fetched from the Server - Based on the current video play
time and the quality selected, the segments are fetched;

• 9 - Response from Segments - Finally the View Buffering Module receives a
new segments and plays it in the video.

4.3 Software Development

The system’s software development will be discussed in a non-exhaustive manner in the
next section. Considering discussing code development is a tricky task, only the most
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significant parts will be covered succinctly. All code was written in C#. In order to start
the process of measuring the bandwidth , the user has to simultaneously select the check
the options Override Quality and No Move Mode. No Move Mode was added for the sake
of simplicity, as there was no need for view switching for the work that was produce and
selecting this causes the system to start while remaining in the central view. After this
is done and start button is pressed, the software begins running the bandwidth measure-
ments and communicating with the View Buffering Module. The client-side bandwidth
estimation was developed directly in a new library within the View Buffering Module code.

All the tools are shell-based programs. To begin measurements, commands are entered
into a terminal on both machines. In order to deploy the tools, a new parallel thread for
the measurements was introduced in the View Selection Model. Once the new thread
started, a socket message in sent to the server informing it to start listening for that
particular tool and a new process is started that opens a terminal in the folder where the
tool is located. Once the terminal is open, a command is entered to begin sending probing
packets to the server’s IP.

Iperf [59] was the first tool used to make bandwidth measurements. Iperf estimates
bandwidth by measuring the largest achievable TCP Throughput. As Iperf has a Windows
Operating System version, it is only necessary to start a process to open a command
prompt in the Iperf’s folder with the commands to start sending packets to the server’s
address. The process waits for the measuring to be complete and then returns the values
in text form in the terminal. The values are then converted from string to float and kept
in a list. The user is then shown the recorded data, and the values obtained are saved in
a log file. A visual Windows Form was included in order to clearly display the findings to
the user.

(a) Windows Form (b) Log File

Figure 36: Windows Form designed to show the current Bandwidth Estimation and cor-
responding Video Quality and Log File generated by the Bandwidth Estimation Layer.

As for the server side of the new Bandwidth Estimation Layer, a program was made
that waits for the socket connection to start listening for packets. This program is launched
when the View Buffering Module is started. After the request is received, the server starts
listening for packets corresponding to the tool specified in the request.
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As extra drop-down list was added to the Head-Tracking´s GUI in the View Selection
Module so the user can pick the tool he/she wishes to use. The tools chose will be explained
later.

The GUI also has a drop-down list with the different available qualities, which, based
on the user’s selection, will assign to the variable QUALITY LEVEL a value from 0
to 4 depending on the quality, 0 being the highest quality/bitrate, 5 being the lowest
quality/bitrate. The original View Selection Module had 3 quality level, Low Quality,
Medium Quality and High Quality but two more qualities were added: Very High Quality
and Very Low Quality.

Figure 37: Updated Head Tracking GUI.

4.3.1 Deploying the Bandwidth Estimation Tools

Iperf was the first tool to be deployed and, as it was previously mentioned, has an available
Windows’s Operation System version, which made the its deployment relatively straight-
forward. SmoothMV is completely designed in Windows and, as such, it is completely
bound to the its networking technologies and stack. This posed as a real problem for
testing the tools as most bandwidth estimation tools are designed to be used in
a Unix-based Operating System and as consequently can’t be deployed in a Windows
Command Prompt.

The inability to deploy the tools proved itself to be a somewhat complicated problem
to solve. Nonetheless, a variety of workarounds were explored. The first of these was using
a virtual machine running Linux Operating System (OS) in each computer. Most Virtual-
ization softwares allow Bridged Networking which is used ”for more advanced networking
needs, such as network simulations and running servers in a guest. When enabled, Oracle
VM VirtualBox connects to one of your installed network cards and exchanges network
packets directly, circumventing your host operating system’s network stack” [60]. The
idea was making the bandwidth estimations exclusively in the Virtual Machines and then
sending the values to the View Selection Module via socket communications.
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Figure 38: Adapted SmoothMV Scheme with Virtual Machines

Due to the increased resource utilization and additional overhead, this rapidly turned
out to be a subpar option.

The best solution was eventually discovered, which was to use the Windows Subsystem
for Linux Windows Subsystem Linux (WSL). WSL requires fewer resources (CPU, mem-
ory, and storage) than a full virtual machine. WSL allows running Linux command-line
tools and apps alongside Windows command-line and desktop apps. It is also possible to
access Windows files from within a Linux’s terminal environment. As a result, the same
collection of files may be employed by Linux command-line tools and Windows applications
[61].

Figure 39: WSL running Bandwidth Estimation Tool in Ubuntu’s Bash shell

With Windows Subsystem Linux installed, it became possible to use the Bandwidth
Estimation Tools in the Windows OS without blocking any of networking functionalities
as it previously happened. Moreover, installing WSL with Ubuntu’s terminal environ-
ment permits calling the Linux terminal in a C# Windows Application, which served the
system’s purpose perfectly.

59



Universidade do Porto - Faculdade de Engenharia
Mestrado em Engenharia Electrotécnica e de Computadores
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4.4 Bandwidth Estimation Tools

In the section that follows, the tools used are briefly exposed and explained. To assess the
bandwidth as thoroughly as possible, tools with various techniques were put into place.
Some assess the network’s capacity, others the available bandwidth, while others approx-
imation the bandwidth as the highest throughput possible. The tools were evaluated and
compared in regards to their accuracy, robustness (stability, response time, re-
sponse to interference) and applicability to the scenario at hand in the Results
Section.

A lot of different techniques were experimented, with varying degrees of success. Un-
fortunately, some of these tools are very outdated and as such the results can be very
unpredictable. The majority of them were released in the 1990s and early 2000s (except
some Available Bandwidth and Bulk Transfer Capacity Tools), which helps justifying their
instability when applied to very high speed networks.

It should be noted that a lot of the tools documented in the literature are no
longer available or simply don’t work with contemporary C compilers. Naturally,
the availability of the tool had a significant impact on the tool selection. Nevertheless, in
this thesis, an effort was made to vary the tools in order to evaluate the most frequently
utilized methods.

4.4.1 Iperf

Iperf is a tool for measuring the theoretical maximum bandwidth onIPnetworks. It allows
users to fine-tune various timing, buffer, and protocol parameters (TCP, User Datagram
Protocol (UDP), Stream Control Transmission Protocol (SCTP) with IPv4 and IPv6)
.Iperf allows the user to configure multiple parameters that can be used for network testing,
optimization or tuning like the windows size, number of parallel streams, reporting interval,
Number of bytes to transmit, testing time, etc. However, Iperf, by default, tunes these
parameters to the best possible result. This tool is very good for making quick bandwidth
estimations for testing networks and internet speed.

Iperf compatibility with applications is somewhat lacking.The tool blocks the pro-
cess until the estimation is complete , which means that it is not possible to obtain
the bandwidth values in real-time in an application. Among the Maximum TCP Through-
put tools, Iperf is the only one in which this happens. The probable cause may be the
Windows OS binary. The Linux version was tested, however it does not work with the
Windows Subsystem Linux. In order to solve the problem, the Iperf tool was adapted
by re running every 5 seconds and obtaining the average bandwidth value so far. This
will have a particular effect in the bandwidth estimations which is explained in the results
section.

4.4.2 Thrulay

Thrulay is a measurement tool developed by Stanislav Shalunov. It performs TCP through-
put tests similar to many other tools, but at the same time measures round-trip time. The
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version deployed for this thesis was thrulay-hd which is an improvement on the original tool
[62]. Throughput metrics are provided by Thrulay-hd with a high degree of consistency
and reliability.

4.4.3 Ntttcp

Ntttcp is a Winsock-based tool for Maximum Achievable TCP Throughput similar to
Thrulay and Iperf. Nttcp was developed by Microsoft and it provides a multithreaded,
asynchronous performance workload for measuring an achievable data transfer rate on an
existing network setup. It is widely used by Microsoft engineers (and, curiously, by the
United States of America’s Department of Veteran Affairs [63]). The tool has a Windows
0S! (0S!) version, however the Linux Version was opted for using via WSL.

4.4.4 Pathrate

Pathrate is an UDP based measurement methodology that can estimate the capacity of
Internet paths [64]. This tools uses the packet-pair dispersion and train of packets in
order to estimate the capacity. As the size of train of packet increases, the capacity value
converges to the ADR (Asymptotic Dispersion Rate). The results that this tool offer are
limited to capacity estimation and as such have a limited used for the scenario at hand.
Still, Pathrate utilizes two very common techniques for bandwidth estimations which are
packet-pair dispersion and train of packets dispersion, so it is worth analysing.

4.4.5 Pathload - Yaz

Pathload and Yaz implement the SLoPS methodology to determine the ABW. Yaz is a
an improvement over the Pathload tool [65]. Periodic packet streams are generated using
UDP-User Datagram Protocol while control channel in-between two and terminals is set
up by TCP connection. As it is defined in the SLoPS technique, successive probe packets
are sent at increasing rate until packet’s one way delay increase will cause the queue on
the tight link to be temporarily overloaded if the stream rate exceeds the path’s available
bandwidth. Achieving the max probe rate without generating overload is how SLoPS
based techniques estimate bandwidth. Yaz does not use any individual packet spacings
when inferring congestion along a path and it instead uses mean spacings. It also uses both
stream expansion (i.e., increasing trends in one-way delays) as well as stream compression
(i.e., decreasing trends in one-way delays) to infer congestion.

4.4.6 Initial Gap Increasing (IGI)

Within a one-hop network, this tool transmits packet trains with increasing time gaps and
evaluates their relationship with competing traffic on the least capacity link. The ABW
is estimated as the difference between evaluated bandwidths of competing traffic for each
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packet train bitrate and the least capacity link[66][67]. A formula is based on these values
to approximate the bandwidth as presented in figure 40.

Figure 40: Formula for IGI’s Algorithm [68]

4.4.7 Packet Transmission Rate (PTR)

PTR shares the same authors as IGI and works similarly to it. PTR utilizes the same
probing formula for bandwidth estimation but IGI focuses on calculating background
traffic load, while PTR directly calculates packet transmission rate, to estimate end-to-
end available bandwidth [68].

4.4.8 pathChirp - Assolo

pathChirp deploys the SLoPS methodology but features an exponential spaced flight pat-
tern of probes called a chirp. This tool works similarly to other SLoPS tools. The unique
feature of this tool is an exponential spaced chirp probing train. For the evaluation of the
path’s ABW, statistical analysis is performed at the receiver side over the queuing delays,
i.e. packet inter-arrival times corresponding to the probe packets transmitted from the
sender and finding the probing rate at which queuing starts indicating congestion of net-
work [69]. Assolo is an improvement over pathChirp which implements a novel ”Reflected
ExponentiAl Chirp”, which probes a wide variety of rates, with the center of the probing
period being the most accurate [70].
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4.4.9 Abing

Abing is another tool based on packet pair dispersion technique. Typically, a train of 10
or 20 closely spaced probes is dispatched to a single target. The assessment of available
bandwidth and the evaluation of the observed packet pair delays are based on a technical
examination of the obstacles that the frames may encounter in routers or other network
devices [5].
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4.5 Content Preparation

In order to evaluate the efficiency of the tools presented, it is important to evaluate the
effect they will have in the video streaming. Has a such, a preparation of videos for testing
was required. SmoothMV already had two multi-view videos available, however, for the
context of this thesis, it was not necessary to use multiple views, so new videos were
picked. The preparation of the content involved coding the views according to ffmpeg and
GPAC’s software packages with different segment sizes to optimize their delivery.

4.5.1 Server Video Preparation

The storage of the videos in the servers was prepared as it is illustrated in figure 32. As
multiple views weren’t used in this work, each bitrate’s folder only stored one segmented
video identified as view 1. Different videos with different segments sizes were experimented
with, namely, 33ms, 100ms 500ms and 1s. For each of the segment’s size, it was analysed
the time it took to switch the video’s quality and the differences were small. However, in
the SmoothMV system, smaller segment sizes required a bigger buffer to stream the video
without failure.

When working on the video preparation for testing the quality transactions, a signifi-
cant challenge emerged, which will be presented in this section.

When downloading the video segment in the View Buffering Model, it is necessary
to define two buffer sizes, the initial buffer and the playback buffer, with a number of
segments. For example, if the initial buffer is defined with a size of 50 segments, the View
Buffering will download 50 segments and stored them in the initial buffer; when the video
starts playing, the first 50 segments are sequentially played from the initial buffer. The
subsequent segments are stored in the playback buffer before being played. This means
that if the playback buffer is defined as 50, and the segments stored have a duration of
100ms, if the system is requested to change the quality, the quality will only be effectively
switched 50 ∗ 100ms = 5000ms = 5s later. Following this logic, it stand to reason that
playback buffer should be defined as small as possible, however, reducing too much the
playback buffer will result in stutter in the video reproduction. A delicate balance between
segment size and playback buffer is required in order to ensure the video plays without
interruption and with a reasonable quality switching time.

As it was mentioned previously, the video is played in the GPAC’s mp4box video
player. This player has the particularity that if it fails to receive a large enough consecutive
number of segments to stream, the reproduction stops. This happened often and it proved
to be a complicated problem to solve. Nevertheless, a solution was found that mitigated
the problem enough in order to make the video streaming with frequent quality switches
possible.
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Figure 41: Sequential Server Download

The View Buffering Module downloads the segments sequentially in a single queue. If
that queue fails to download a large enough number of segments the video player gives
up and freezes. A solution for this was to introduce multiple downloading processes
each running in a different thread . If the number of threads is defined, for example,
as 3, the first thread will download segment N, the second thread will download segment
N + 1 and the third thread will download segment N + 2. The sequence is repeated
for the next segments: the first thread would then download segment N + 3, the second
thread would download segment N +4 and the third would download segment N +5. The
View Buffering Module download process was changed in order to accommodate the new
mechanism.

Figure 42: Sequential Server Download
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This mechanism reduces the probability that the player is left without segments to fail.
Even if a segment fails to download, it is likely that another thread already downloaded
another segment, which ensures the continuity of the video. However, this may lead to
some frame loss.

It was noted that for smaller segment sizes, 33ms for example, as they required a larger
number of segments for the playback buffer, the probability of failure increased.

Figure 43: Parallel Server Download

The number of threads is naturally limited by the processing power of the machine.
For a high number of parallel threads, the computer starts to have trouble processing them
which results in segments failing to download.

4.5.2 Video Content

One concern of this thesis was to examine the effects of quality transactions on the Quality
of Experience for various video content with different spatial frequency. The objective was
to understand if the perceived quality of the video experience varied significantly for the
same bitrate transaction. For example, reducing the bitrate from 5000k to 3500k in a
video of a person talking vs a video of a football match.

Three videos were selected with a segment time of 1s and the buffer size of 4 segments,
resulting in a 4s time for quality transaction. This combination of segment time and buffer
size was the one which produced the lowest switching time at the same time ensuring the
continuity of reproduction. The videos selected were encoded in H.265 with 5 different
quality level with 24fps:

• Very High Quality - 3500kbps

• High Quality - 3000kbps

• Medium Quality - 2000kbps

• Low Quality - 1000kbps

• Very Low Quality - 500kbps
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This values were selected based on experimentation and typical video bitrate for these
qualities [71].

The videos chosen were the Canadian´s Space Agency ”Sleeping in Space” [72], Go-
Pro’s 2 ”GoPro: Foggy Forest MTB” [73] and Harry Kane Penalty Miss England Vs
France World Cup [74].

Figure 44: Frame from
Sleeping in Space

Figure 45: Frame from Go-
Pro: Foggy Forest MTB

Figure 46: Frame from
Harry Kane’s Penalty

The quality adaption was made based on the 5 quality levels. If the bandwidth was
above 25 Mbits/s, the player would download very high quality segments, if it was between
5 Mbits/s and 25 Mbits/s (including), High Quality segments were downloaded, if it was
between 3 Mbits/s and 5 Mbits/s - Medium Quality, between 1.5 Mbits/s and 3Mbits/s,
Low Quality and finally bellow 1.5Mbits/s the player would download very low quality.
This values were based on Netflix’s recommendations for video quality depending on the
internet bandwidth [76].
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Chapter 5

5 Results

5.1 Bandwidth Estimation Tool Objective Performance

In order to evaluate the performance of each tool, several different tests were performed
during bandwidth measurements. The values obtained from each tool were analysed and
interpreted in a Python’s Jupyter Notebook environment. Each tool was evaluated by the
3 metrics presented previously: accuracy, robustness (stability, response time, response to
interference) and applicability to the scenario at hand. The effect of the performance of
some tools was then evaluated in user’s quality of experience by the means of a survey.

Certain effects were observed when deploying certain tools. These effects were then
recorded and presented to users in the survey. Users were asked to categorize their video-
watching experiences while the videos were subjected to different quality adaption carried
out by some tools. The survey results are analysed in the next section.

Here, the strategy was to evaluate each tool and decide whether to keep or reject it
depending on how adequate it was for the quality adaption.

5.1.1 Capacity Estimation Tools

The first tools to be classified as unfit for quality adaption were the capacity estimation
tools. Capacity estimation can easily justified for network design or for analysing network
congestion, however, these tools are a poor choice for video quality adaptation.

As demonstrated by Jacob Strauss and M. Frans Kaashoek in [38], there is a significant
difference between the achievable throughput of a link and its capacity, this difference is
largely dependent on the speed of the link in question. For very high speed connections,
like the SmoothMV’s scheme, there is a large discrepancy between the capacity and what
is actually possible to transmit in the link. This effect can be visualized in figure 47.
Paths with connections with a very large capacity, would ultimately have a very large
discrepancy.

68



Universidade do Porto - Faculdade de Engenharia
Mestrado em Engenharia Electrotécnica e de Computadores
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Figure 47: Quocient between Capacity and Bulk Transfer Capacity in different speed links
[38]

Comparing Pathrate with all the other tools, it can quickly be observed the large
difference in the results. The values obtained in a capacity estimation are not suitable for
direct adaption of bitrate based on the bandwidth. Running Pathrate in the link between
machine 1 and machine 2, the results were simply ”Probably larger than 1000Mbits/s”.

Figure 48: Comparison between all tools without any interference or cross traffic
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In Figure 48, the difference of results between Pathrate/Assolo and all other tools is
very evident.

The literature suggests Assolo as a technique for estimating the Available Bandwidth,
although its results largely overestimate the bandwidth. When it is deployed, the tool
produces very low bandwidth results (approximately 70MBytes/s) and issues a warning
that the link is extremely fast and that coalescence is being detected. The warning then
suggests increasing the size of the ”number of packets per Jumbo packet”. Increasing the
size of the packet cause the tool to largely overestimate the available bandwidth. The
theory put forward in this thesis to explain this occurrence is that as the tools send more
packet trains, their sensitivity to queueing delays declines until they approach the link’s
theoretical capacity.

As Pathrate failed to estimate values for a capacity, the accuracy was classified as low.
Even though it produces a response very quickly, it failed to give any value whatsoever so
the robustness was classified as very low and the applicability as very low as well.

Assolo failed to estimate the available bandwidth but in turn its results approximated
the capacity, receiving a low accuracy result. The tool takes a long time converging to
the capacity values and produces a very large overhead in the network, thus its robustness
is low. As the tool takes very long to give any results and overly estimates them, it is
classified as very low in applicability.

5.1.2 Available Bandwidth Estimation Tools

In this category, we can group IGI, PTR, Abing and Yaz. Among these tools, the results
were mostly consistent, but there considerable differences in their perfomance.

As observed in Figure 48, IGI and PTR provided the most stable results. Nevertheless
these two tools have the particularity that they only offer a single bandwidth value per
measurement. Not only that, but they require some time to obtain results. Both IGI and
PTR require at least 5 seconds to get a single result and these still may vary a lot. These
tools also use a very small default probing packet size - 500 bytes; the results tend to be
low for this packet size. The maximum packet size the tools can handle is about 8000
bytes and even then, the results tend to be slightly under the real bandwidth.

Abing also provides stable results but tends to underestimate the bandwidth. It is also
requires at least 5 seconds to produce any result whatsoever.

Yaz returns continuously bandwidth estimation results every second but they vary
drastically.

In order to evaluate these tools response to interference, Cross traffic was generated
by the iperf tool. The cross traffic’s bitrate was increased for each measurement. As
the traffic was generated, the bandwidth was measured, at least 5 times, for each of the
Available Bandwidth Tools and for the Thrulay tool. As Thrulay gives very stable results,
it served as a point of comparison. The aim of this test, besides testing the tools response
to interference, was understanding how accurate each tool was in comparison to Thrulay.
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Figure 49: Abing Results for Cross-Traffic Figure 50: Yaz Results for Cross-Traffic

Figure 51: IGI Results for Cross-Traffic Figure 52: PTR Results for Cross-Traffic

Abing as demonstrated in figure 49, fails to accurately estimate bandwidth for higher
values as it tends to largely underestimate them. Not only that, as evidenced by the
large interval confidence for higher values, the results tend to vary a lot, going as high as
150Mbits/s and as low as 80Mbits/s, while at the same time, Thrulay measures 200Mbit-
s/s.

Yaz, contrary to what was verified in Figure 48 (when there was no cross-traffic), tends
to overestimate the bandwidth values even when a lot of cross-traffic is present. Also, Yaz
becomes less stable as cross-traffic increases as it can observed in the large confidence
interval for lower bandwidth measurements.

Both IGI and PTR prove to be more or less stable, however PTR is slightly better.
IGI tends to underestimate the bandwidth more for larger bandwidth values and tends to
be less stable.

It should be noted that when there was no cross-traffic, none of these 4 tools reached
the values that iperf thrulay and ntttcp (all Maximum Achievable TCP tools) measured.
The Available Bandwidth tools provided smaller values, around 270Mbits/s - 300Mbits/s,
while iperf, thrulay and ntttcp rounded 360Mbits/s.
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Client-Based Adaptive Bitrate Streaming algorithms usually calculate the bandwidth
as the size of the fetched segment(s) divided by the transfer time - throughput-based. This
means if there is a failure in packet transmission, the measured bandwidth is reduced.
This proves the importance of the bandwidth measurements reflecting the data reaching
the streaming platform. A very important aspect of the Available Bandwidth Estimation
(ABW) algorithms is that they are not sensitive to network limitations. This means
that if, for some reason, the server, the host that’s sending the packets, is temporary
limited in upload, the tools won’t reflect that in their estimations. ABW methodologies
like Variable Packet Size, Packet Pair /Train Dispersion, Self-Loading Periodic Stream and
Trains of Packet Pair aren’t based on upload throughput as opposed to TCP Throughput
Tools like Iperf, Nttcp and Thrulay.

This phenomenon was observed by imposing an upload limitation of 1 MByte/s to the
Local Network via NetLimiter [75]. Assuming that both hosts are in the same LAN, the
maximum bitrate possible which the server could send to the client would be 1MByte/s
after the limitation. This also means the available bandwidth for the video streaming
would be at best 8MBits/s - 1Mbyte = 1 Mbit.

Figure 53: Comparison between tools response to upload limitation

Figure 53 shows the results produced by ABW tools and Bulk Transfer Capacity tools
after limiting the upload to 1MByte/s. The estimations by the ABW tools don’t reflect
the limitation at all. This can be explained by the fact that the ABW Estimation method-
ologies are based on mathematical approximations of the bandwidth based on variables
independent to throughput like packet dispersion and sending rate. This phenomenon
reduces by a lot the ABW tool’s applicability to the scenario at hand.
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5.1.3 TCP Throughput and Bulk Transfer Capacity

The tools that proved to be the most applicable to the SmoothMV were the TCP Through-
put based tools. They make very fast, stable and continuous bandwidth estimations and
they are capable of reflecting upload limitations. However, it should be noted that even
these tools aren’t at all perfect. They are the most intrusive of all the tools and even
though they are to reflect upload limitations, their calculations are not absolutely correct.
If the throughput is limited to a maximum of 1Mbyte/s, than the bandwidth between
server and host should at most 8Mbit/s, but they overestimate slightly as it demonstrated
in figure 54.

Figure 54: Iperf’s response to upload limitation

Since these tools were the best ones so far, in order to compare them, they were tested
by analysing the effect they had on the video adaption.

As it was previously mentioned, 5 video quality level were used, ranging from Very
High Quality to Very Low Quality. Depending on the bandwidth value, the video segments
would be download with the quality corresponding to its interval. The ranges for each
quality were chosen based on Netflix’s Video streaming guidelines. The performance of
the TCP Throughput tools was evaluated by how quickly they responded to bandwidth
variations, how stable the values estimated were and how well the estimations fitted in each
quality interval ; ie, if a tool provides results which vary a lot between quality intervals,
the video quality will switch excessively and impact the Quality of Experience.
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Figure 55: General Required Bandwidth for Streaming Guidelines [77]

Iperf produced results which were very stable. However, as it was mentioned before,
this tools had the particularity that it only returns all of the results after the
estimation process is complete . Iperf doesn’t allow the user to parse the results as
they are estimated each second like other TCP-Throughput tools. In order to solve this
problem, the iperf process was scheduled to be restarted every 5 seconds and the average
value so far was saved as the BW estimated. This means that the system only had access
to the values every 5 seconds. The 5 seconds were chosen because it was the average time
required for most tools to produce results, and more than 5 seconds proved to be too
much time to get estimations. Iperf has also the particularity that it requires some time
to stabilize the bandwidth estimations, approximately 5s to 8s to achieve total stability.
The estimations start by being slightly higher than the actually bandwidth and then start
to steadily stabilize. The time to stabilize varies between each estimation process, which
means that the obtained Iperf may have results slightly above the actual available
bandwidth .

Figure 56: Iperf Measurements every 5 seconds
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In figure 56 the iperf overestimation is evident. in this case the actual bandwidth
measured should be 8Mbits/s. Iperf starts stabilizing slightly after 4s, but then process
restarts at the 5th second. Iperf returns the average value after each estimation process,
but as the process doesn’t have time to converge, the estimated average will be slightly
over the 8Mbits/s.

Figure 57: Iperf’s response to upload limitation

Figure 57 shows the effect that this slight over estimation has on the quality down-
loaded. At t=30s, a limitation of 500Kbytes/s to the upload was imposed. This should re-
sult in an estimated bandwidth of 4Mbits/s, 500Kbytes = 4Mbits. However, Iperf slightly
overestimates the bandwidth as approximately 5Mbits/s, which results in the segments
being downloaded with high Quality (as the obtained measurements fit in the high quality
interval) instead of medium quality. Similarly, at t =45s, a limitation of 250KBytes/s
was imposed which should result in a measured bandwidth of 2 Mbytes/s, nevertheless,
once again, the Iperf results are slightly above the actual bandwidth, resulting in segments
being downloaded with Low quality instead of Very Low Quality. The overestimation of
the values results in the video downloading segments with qualities superior to what the
network is able to provide, leading to frame loss and video freezing. The video quality was
altered based on the Iperf measurements which resulted in the frame loss as presented in
Figure 58.

It should be noted that some frame loss occurs not because of the overestimation of
the bandwidth but because of typical errors in download. Still, in figure 58 it is clear that
after the quality switches to a level above what the network can provide, there is more
frame loss.
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Figure 58: Frame Loss resulting from Iperf Estimations

As for Ntttcp, this tool proved to be more stable for High Bandwidth Measure-
ments, specially for bandwidth over 100Mbits/s. In this range Ntttcp tend to be produce
somewhat steady values, with a confidence interval of about 6 Mbits/s. However, the qual-
ity transactions are issued when the bandwidth is around much lower values. Not only
that buy a slight overestimation of 8 Mbits/s instead of 5 Mbits/s, for example, may result
in the player downloading segments with quality above what the network can handle.

Figure 59: Ntttcp response to upload limitations
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2022/23

A similar test was conducted for Ntttcp’s response to upload limitations as it can be
observed on figure 59. Ntttcp provides new estimation every second and it allows the user
to parse the values as they are estimated unlike Iperf.

Ntttcp is very unstable for low bandwidth, and as a result, the estimations constantly
switch between quality intervals. In order to attempt to mitigate this effect, a moving
average function of 5 elements was added to stabilize the values, but even so the results
are too variable to be viable for video quality adaptation.

Figure 60: Frame Loss resulting from Ntttcp Estimations

The video froze so often that the player gave up on reproducing it after some time.

Finally, Thrulay proved to be a much more suitable tool than the other two. The esti-
mations obtained oscillated very slightly and landed precisely on the expected bandwidth
values. Not only that but Thrulay, like Ntttcp, provided the measurements every second,
which is very important to avoid delayed quality transactions.

Also, the quality transactions based on the Thrulay measurements resulted in much
lesser frame loss and barely any video freezing whatsoever.
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Figure 61: Thrulay response to upload limitations

Figure 62: Frame Loss resulting from Thrulay Estimations
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5.1.4 Tools Performance Classification

After analysing the performance of each tool, they were evaluated as presented in Table
1.

Tool Measurement Metric Accuracy Robustness Applicability

pathRate End-to-End Capacity Low Very Low Very Low

Assolo End-to-End Capacity Low Low Very Low

Yaz End-to-End Available-BW Medium-High Medium Medium

Abing End-to-End Available-BW Medium-Low Low Low

IGI End-to-End Available-BW Medium Medium Medium

PTR End-to-End Available-BW Medium-High Medium-High Medium

Iperf Achievable TCP throughput Medium-High High Medium-High

Ntttcp Achievable TCP throughput Medium-High Medium Medium-Low

Thrulay-hd Achievable TCP throughput Very High Very High High

Table 2: Measurement result of Exp.1

Final Note - The evaluation of each of these tools was naturally biased to the
SmoothMV scenario. Just because one of the tools was scored as low Robustness or
low Accuracy in these experiments doesn’t mean that it won’t score higher in a different
scheme. For example, pathRate failed to measure the link’s capacity due its very high
speed, however if the connection was slightly slower it would probably measure the capacity
correctly.

It should also be noted that it could be argued that comparing some of these tools
directly is unfair. Even though that all these tools aims to approximate the abstract
concept of ”bandwidth”, the metric they measure is effectively different.
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2022/23

5.2 User’s Quality of Experience

The effects that the bandwidth estimation tools produced in the video streaming were
also analysed in a more subjective User’s Quality of Experience point of view. The aim of
this study was also understanding how user perceived the video reproduction experience
after being subjected to different interferences and quality degradations in order to find
a correlational link between these and viewer’s attitude, similarly to the study conducted
by Shunmuga Krishnan and Ramesh K. Sitaraman.

5.2.1 Structure of the Survey

A good amount of users would be needed to obtain robust results. A Google Form was
prepared and sent via email was to friends, family and colleagues explaining the premise
of the study and inviting them to participate and help gather data. The survey managed
to gather 42 answers after 2 weeks.

The videos presented to the user were obtained by recording the screen while the videos
were being streamed in the View Buffering Module. Later, in order to make them easily
accessible, these were posted to YouTube.

The Form presented users with the videos posted on Youtube and subsequently asked
some questions in order to classify their experience.

Figure 63: Video presented to users via Youtube’s Link
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5.2.2 Video Streaming for different Available Bandwidth

The first section of the form presented users with the Canadian´s Space Agency ”Sleeping
in Space” streamed in the View Buffering Module with High Quality, Medium Quality,
Low Quality and Very Low Quality. Each of these scenarios represented the video being
streamed for different Available Bandwidths - High Quality having the most ABW and
Very Low Quality having the least ABW. All of the videos started by played with High
Quality - 3000kbps and the qualities were switched according to Thrulay estimations. For
each case the quality oscillated in the following manner:

• Highest Quality - Very High Quality - 3500kbps and High Quality - 3000kbps;

• Medium Quality - Medium Quality - 2000kbps, occasionally High Quality -
3000kbps and occasionally Low Quality - 1000kbps;

• Low Quality - Low Quality - 1000kbps, occasionally Medium Quality - 2000kbps
and occasionally Very Low Quality - 500kbps;

• Veru Low Quality - Very Low Quality - 500kbps, occasionally Medium Quality
-2000kbps and occasionally Very Low Quality - 500kbps;

The bandwidth was reduced by imposing limitations in the upload via NetLimiter.
After each video, the user was requested:

• To rate the quality of the image as Very Bad , Bad , Average , Good and Very
Good ;

• To rate how much did the quality adaptation affect the experience from a scale of 0
to 10, 0 Didn´t Affect the Experience at all and 10 being Completely Ruined
the Experience ;

• To rate the notoriety of interruptions in the video (stutter, frame loss and starting
delays) as Not Noticeable , Almost Not Noticeable , Noticeable , Very Notice-
able and Extremely Noticeable ;

• To rate how much did the interruptions affected the experience from a scale of 0 to
10, 0 Didn´t Affect the Experience at all and 10 being Completely Ruined
the Experience ;

The distribution of the results for the first question ”How would you clas-
sify the video quality?” can be visualized in the following circle graphs:

Figure 64: Correspondence between Color and Answer for the question ”How would you
classify the video quality?”
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(a) Highest Quality (b) Medium Quality

(c) Low Quality (d) Lowest Quality

Figure 65: Viewers answers to the Question: ”How would you classify the video quality?”

The answers obtained proved what was already expected, which is Viewers are very
sensitive to video bitrate. This is clearly observed, for example, in the answers obtained for
the highest quality; even for the best quality encoded,about 25% of the viewers classified
the image quality as average or low. Not only that but it seems that the viewers really
disliked the low quality and the very low quality, the vast majority didn’t even classify
these as average.

As for the second question ”How much did the quality transactions affect
your video experience?”:

• The Highest Quality obtained an average of: 3.3 ;

• The Medium Quality obtained an average of: 4.3 ;

• The Low Quality obtained an average of: 6.6 ;

• The Lowest Quality obtained an average of: 8.0 ;

Viewers clearly didn’t enjoy when the video quality degraded to the lower qualities.
Most of them replied that it completely ruins the experience .

The distribution of the results for the first question ”How noticeable were
the interruptions in the video?” can be visualized in the following circle graphs:
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Figure 66: Correspondence between Color and Answer for the question ”How noticeable
were the interruptions in the video?”

(a) Highest Quality (b) Medium Quality

(c) Low Quality (d) Lowest Quality

Figure 67: Viewers answer to the Question ”How noticeable were the interruptions in the video?”

Here it is clearly visible that when there’s quality degradations due to sudden band-
width limitations, the buffering effect is clearly more present for smaller bandwidths. This
is likely a result of the fact that when the amount of available bandwidth suddenly drops
to a very low number, there’s a small time interval when the quality hasn’t been adapted
yet and network can’t send the higher quality frames.

As for the last question ”How much did the interruptions affect your video
experience?”:

• The Highest Quality obtained an average of: 3.42 ;

• The Medium Quality obtained an average of: 3.26 ;

• The Low Quality obtained an average of: 6.7 ;

• The Lowest Quality obtained an average of: 8.5 ;
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5.2.3 Abrupt vs Smooth Quality Reduction

How the ”speed” of the quality decline influenced user experience was one of the aspects
that was planned to be evaluated in this study. As such, user were asked to rate two
different quality reductions from High Quality to Very Low Quality. The first one was
a reduction from High Quality straight to Very Low Quality and the second one was
a gradual reduction from High Quality to Very Low Quality passing through Medium
Quality and Low Quality.

Figure 68: Correspondence between Color and Answer for the question ”How noticeable
was the Quality Reduction in the video?”

Users clearly preferred the Smooth Quality Reduction and found the Abrupt quality
reduction much more noticeable.

When asked how much did the interruptions affected the experience from a scale of 0
to 10, 0 Didn´t Affect the Experience at all and 10 being Completely Ruined the
Experience for each quality reduction, the abrupt one received an average score of 7.52
and the smooth of 5.5. This seems to indicate that both quality reductions negatively
impacted the experience, however the abrupt one had a worse impact.

Users were then asked to chose which of the quality reductions had prefered and 95.2%
indicated that they prefered the smooth reduction.

(a) Abrupt Quality Reduction (b) Smooth Quality Reduction

Figure 69: Viewers answer to the Question ”How noticeable were the interruptions in the video?”
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5.2.4 Quality Reduction for Different Contents

In the third part of the survey, users were shown two different video GoPro’s ”GoPro:
Foggy Forest MTB” and Harry Kane Penalty Miss England Vs France World Cup. For
each of these, the video was shown in two different scenarios, Very High Quality - 3500kbps
with no reduction and Very High Quality - 3500kbps reduced to Very Low Quality -
500kbps. Both videos were encoded with the exact same bitrate, and both were subject
to the quality reduction.

Figure 70: Correspondence between Color and Answer for the question ”How would you
classify the video quality?” for videos with different content.

The users were asked for a second question ”How much did the quality affect your
video experience?” and asked to rate from a scale from 0 to 10, 0 Didn´t Affect the
Experience at all and 10 being Completely Ruined the Experience ; The GoPro
Foggy Bycicle DownHill video received an average score of 4.9 and the Harry Kane’s
penalty had a score of 5.4. The results, as seen in figure 71, seem to indicate that between
the two videos, the results were more or less the same; the perceived quality was average.
However, comparing the perceived quality from these two videos with the Canadian Space
Agency’s ”Sleeping in Space”(which was analysed before), it is obvious that that video is
perceived as having much better quality compared to the other videos(most user said that
the video quality was good and the average score for the quality was 3.3). The reason
for this affect can be attributed to the non liner relationship between bitrate and the
Structural SIMilarity plus (SSIMplus)’s, perceptual quality for different types of contents
as demonstrated Krishnan and Sitaram, figure 22.

(a) GoPro Foggy Bycicle DownHill (b) Harry Kane penalty

Figure 71: Viewers answers to the Question: ”How would you classify the video quality?”
for videos with different content.
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Figure 72: Viewers answers to the Question: ”How would you classify the video quality?”
for Canadian Space Agency’s ”Sleeping in Space” with highest quality

The survey then presented users with the Gopro’s Bicycle Downhill and Harry’s Kane
penalty with very low quality. Before the videos were shown, users were asked to review
the ”Sleeping in Space” video with low quality.

(a) GoPro Foggy Bycicle DownHill (b) Harry Kane penalty

Figure 73: Viewers answers to the Question: ”How would you classify the video quality?”
for videos with different content with lowest quality.

Figure 74: Viewers answers to the Question: ”How would you classify the video quality?”
for Canadian Space Agency’s ”Sleeping in Space” with lowest quality

The users were once again asked ”How much did the quality affect your video experi-
ence?” and asked to rate from a scale from 0 to 10, 0 Didn´t Affect the Experience at
all and 10 being Completely Ruined the Experience ; and the GoPro Foggy Bycicle
DownHill video received an average score of 6.1 and the 6.42.

Users classified very badly both videos with the very low quality but the football
penalty was classified as slighty worse. However, users classified the Sleeping in Space
video has specially bad quality even though the three videos were reduced to the exact
bitrate. This can be probably be explained by the fact that in that the Sleeping in Space
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video there is a pixelization effect in a person’s face, which probably contributes more to
the perception of ”bad quality”.

This results seem to indicate that quality deterioration has a more negative impact on
videos where detail is more important. If the quality reduction makes it difficult for the
user to notice where the football is in a penalty score, this will clearly impact more the
user’s QoE.

Interestingly, users seem to be more sensitive to the quality for videos where the center
of the scene is a person. Users classified the ”Sleeping in Space” video with Very High
Quality -3500k better than the other two videos with Very High Quality - 3500k,
but at the same time classified the ”Sleeping in Space” video with Very Low Quality
-500k worse than the other two videos with Very Low Quality - 500k .

5.2.5 Stutter and Frame Loss caused by Iperf and Ntttcp

Finally, as a way to assert how Iperf and Ntttcp would affect the user’s experience, these
were put to the test by presenting the ”Sleeping in Space” video to users while being
adapted by each of these techniques. Iperf produced the effect of downloading segments of
higher quality than what the network could provide and Ntttcp produced intense variations
in the quality, both of these effects were already observed in the past section.

Figure 75: Correspondence between Color and Answer for the question ”How would you
classify the video experience?”

Figure 76: Viewers answers to the Question: ”How would you classify the video experi-
ence?” for Canadian Space Agency’s ”Sleeping in Space” adapted by Ntttcp

The users were asked as a final question ”How much did the interruptions affect your
video experience?” and asked to rate from a scale from 0 to 10, 0 Didn´t Affect the
Experience at all and 10 being Completely Ruined the Experience ; the Ntttcp
adapted video received an average score of 7.4 and the Iperf adapted video 8.2.

Even though Ntttcp adaption was more ”random” than Iperf, this tool’s adaption
managed to download more low quality segments than Iperf, which consistently overesti-
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2022/23

Figure 77: Viewers answers to the Question: ”How would you classify the video experi-
ence?” for Canadian Space Agency’s ”Sleeping in Space” adapted by Iperf

mated the bandwidth resulting in constant stutter and frame loss. Ntttcp also had a lot
of interruptions, however it managed to reduce to the quality of the video enough time to
make the video behave slightly better.

Iperf was classified in the previous section as having a Medium-High applicability in
the scenario at hand, however after being tested adapting a video and having viewers
commenting on its performance, it proved to be less applicable than originally thought.
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Chapter 6

6 Conclusion

In this thesis, a Network-based Adaptive Bitrate Streaming system was designed and
implemented in the SmoothMV system. Several obstacles arose throughout the project,
but they were all handled and resolved as well as possible.

A study was conducted on the most popular active bandwidth tools and how they
behave in a video streaming scenario. They were evaluated by their accuracy, robustness
and applicability to SmoothMV. Among these, the Maximum Achievable Throughput
tools proved to be the most adequate. A comparative study among some of the most
used Bulk Transfer Capacity tools was conducted, analysing in particular Iperf, Ntttcp
and Thrulay. Iperf proved to be very precise and stable for quick bandwidth estimation
between two hosts, however, its inability to produce accessible results in real-time makes
it very a complicated tool to implement successfully for video streaming. Ntttcp produced
results that varied too much to make it a reliable option. Thrulay’s very stable and precise
results, as well as the tool’s ability to produce results in real-time, makes it the overall
best tool to be utilized for adapting the SmoothMV’s video quality.

A survey was conducted in order to understand how viewers perceived their video
watching experience for different quality reductions and adaptions. The results indicated
that the bitrate reduction affected drastically the Quality of Experience, not solely because
of the quality reductions but mostly due to the frame drops and video stuttering that
comes along with them. Additionally, users appear to favor steady bitrate reductions
over sudden quality losses. The survey also served as a way to study how different video
contents affected the user’s Quality of Experience. Users demonstrated a greater sensitivity
to bitrate adaptations of videos with fine details, particularly videos with people in the
foreground. The Bulk Transfer Capacity tools were also put to test in the survey, and
Iperf and Ntttcp both failed to effectively adjust the video’s bitrate without noticeably
degrading the quality of the experience for the viewer.

6.1 Future Work

Some aspects of the designed system proved to be sub par. Since the bandwidth estima-
tions need to be processed through an additional layer, starting the estimations on both
sides necessitates extra effort. Also, the system doesn’t take into account other aspects
that may influence the bandwidth estimations. Observing traffic already present in the
network and then estimating the bandwidth of the network based on local consumption of
bandwidth may be a more adequate approach. Not only that but a mathematical model-
based approach that predicts the service in packet network may help the system evaluate
the network’s performance in a more precise way. This approach requires a significant
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amount of effort to explore, but the trade-off may be a significantly more robust Adaptive
Bitrate Streaming system.
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