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Abstract—Application layer multicast protocols organize
aset of hostsintoan overlay treefor datadelivery. Each host
on the overlay peers with a subset of other hosts. Since ap-
plicationlayer multicast reliesonly on an underlying unicast
architecture, multiple copies of the same packet can be car-
ried by a single physical link or node on the overlay. The
stress at alink or nodeisdefined asthe number of identical
copiesof apacket carried by that link or node. Stretch isan-
other important metricin application layer multicast, which
measurestherelativeincreasein delay incurred by the over-
lay path between pairsof memberswith respect tothedirect
unicast path. In this paper we study the NICE application
layer multicast protocol to quantify and study the tradeoff
between these two important metrics — stress and stretch
in scalably building application layer multicast paths.

I. INTRODUCTION

Multicast is an efficient mechanism to reduce traffic re-
dundancy in the network and is, therefore, an useful ser-
vice to scale multi-party applications. However, due to
the limited success of network-layer multicast solutions,
many researchers have suggested implementing the mul-
ticast service at the application layer [3], [4], [2], [6], [7],
[9], [10], [1]. None of these Application Layer Multicast
protocol sproposeany changeto thenetwork infrastructure
and instead, implement multicast forwarding functionality
exclusively at the end-hosts.

Thebasicideaof applicationlayer multicastisshownin
Figure 1. Unlike network layer multicast (Panel 0) where
data packets are replicated at routers inside the network,
in application layer multicast, data packets are replicated
a end-hosts. Logically, the end-hosts form an overlay
network, and the goa of application layer multicast isto
construct and maintain an efficient overlay for data trans-
mission. Since application layer multicast protocols must
send the identical packets over the same link, they are
less efficient than native multicast. Therearetwo intuitive
metricsof “goodness’ defined to evaluatethe quality of the
application layer multicast data paths. They are:

1) Stress: Thismetric isdefined per link or node of the

topology and counts the number of identical pack-

ets sent by the protocol over that link or node. For
network layer multicast thereisno redundant packet
replication and hence in this case, the stress metric
isone at each link or node of the network.

2) Stretch: This metric is defined per-member and is
the ratio of the path length along the overlay from
the source to the member to the length of the direct
unicast path. Clearly, a sequence of direct unicasts
from the source to al the other members (Panel 1,
Figure 1) has unit stretch for all members.

Different application layer multicast protocolswill create
overlay pathsthat have different stretch and stress. In Fig-
ure 1, we show three example application layer multicast
overlays on the same topology of routers and hosts. Let
us assume that each link on the topology is of unit length.
Panel 1 showsthe overlay corresponding to a sequence of
direct unicasts from the source (A) to al the other mem-
bers. In this case, the stretch to each member is unity
(sincethedirect unicast pathsare used). Link (A, 1) expe-
riences a stress of 3, whileall other links experience unit
stress. In general, for agroup of N members, using a se-
guence of direct unicasts is one extreme case where the
maximum stressat alink is O( V) (at the data source) and
the average stretch of members 1.

Panel 2 shows the overlay corresponding to ring multi-
cast. Thestretch experienced by the different members are
1for B,6/4 = 1.5for C'and9/3 = 3 for D. Thestress
on each link on the topology is unity. (We consider each
link in the topology as two directed links with opposing
directions.) Thus, ring multicast is the other extreme case
where the maximum stress is 1 while the average stretch
at membersisO(N ).

Finally, Panel 3 shows another configuration of the
overlay, which is an intermediate between the two ex-
tremes. In this example, the stretch at the members B, C
and D are3/3 = 1,6/4 = 1.5and 3/3 = 1 respec-
tively. Thelink (A, 1) hasastressof 2, whileall other links
have unit stress. We can therefore, make asimpleobserva
tion through this example: decreasing stretch in an over-
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Fig. 1. Network-layer and application layer multicast. Square nodes are routers, and circular nodes are end-hosts.
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Fig. 2. Hierarchical arrangement of hostsin NICEThe layers are log-
ical entities overlaid on the same underlying physical network.

lay leads to increased stress and vice versa.

In this paper, we study the relationship between the
stress and the stretch metrics using the NICE application
layer multicast protocol [1] as a representative protocol.

Il. SCALABLE APPLICATION LAYER MULTICAST

In this section, we summarize the NI CE protocol to cre-
ate a scalable application layer multicast overlay as pre-
sented in [1]. The protocol arranges the set of end hosts
into a hierarchy; the basic operation of the protocol isto
create and maintain the hierarchy. The hierarchy implic-
itly defines the multicast overlay data paths. The mem-
ber hierarchy iscrucia for scal ability, since most members
are in the bottom of the hierarchy and only maintain state
about a constant number of other members. The members
at the very top of the hierarchy maintain (soft) state about
O(log N') other members. Logically, each member keeps
detailed state about other members that are near in the hi-
erarchy, and only haslimited knowledgeabout other mem-
bers in the group. The hierarchical structure is aso im-
portant for localizing the effect of member failures. While
constructingtheNICE hierarchy, membersthat are“ close”
with respect to the distance metric are mapped to the same
part of the hierarchy: thisalows usto produce trees with
low stretch.

The NICE hierarchy iscreated by assigning membersto
different levels (or layers) asillustrated in Figure 2. Lay-
ers are numbered sequentially with the lowest layer of the
hierarchy being layer zero (denoted by 7.,). Hostsin each
layer are partitionedinto aset of clusters. Each cluster isof

size between k£ and 3k — 1, where k isa constant, and con-
sists of a set of hoststhat are close to each other. Further,
each cluster has a cluster leader. The protocol distribut-
edly chooses the (graph-theoretic) center of the cluster to
beitsleader, i.e. given aset of hostsin acluster, the clus-
ter leader has the minimum maximum distanceto all other
hostsin the cluster.

Hostsare mapped to layers using thefollowing scheme:
All hosts are part of the lowest layer, Ly. The clustering
protocol at I, partitionsthese hostsinto a set of clusters.
The cluster leaders of al theclustersin layer I; join layer
L;41. Thisisshown with an example in Figure 2, using
k = 3. Thelayer L, clusters are [ABCD], [EFGH] and
[JKLM]2. Inthisexample, weassumethat C', F and M are
the centers of their respective clusters of their g clusters,
and are chosen to be the leaders. They form layer 1., and
are clustered to create the single cluster, [CFM], in layer
Li. Fisthe center of this cluster, and hence its |eader.
Therefore F' belongsto layer 1, aswell.

For ease of exposition only in this section, we consider
the case where all clustershasthe same size, k. (The con-
stant factor does not affect theanalysis.) Then, thefollow-
ing properties hold for the distribution of hostsin the dif-
ferent layers:

o A host belongsto only asingle cluster at any layer.

o If a host is present in some cluster in layer I;,
it must occur in one cluster in each of the layers,
Lo, ..., L;_q. Infact, it isthe cluster-leader in each
of these lower layers.

o Ifahostisnot presentinlayer, I;, it cannot be present
inany layer L;, wherej > 1.

« The size of each cluster is k£, and the leader of the
cluster isits graph-theoretic center.

o Thereare M = log, N layers, and the highest layer
has only a single member.

In the next section, we anayze the stress and stretch met-
rics of the overlay trees generated by this protocol.

!We denoteacluster comprising of hosts X, Y, Z, .. . by [XY Z .. ].



Fig. 3. Stretchfor anarbitrary member, A, for the NICE protocol. The
circle indicates the cluster radius and does not imply that the structure
of the cluster is exactly circular.

I1l. ANALYZING STRESS AND STRETCH

Through the example in Section | we observed that
both the stress and stretch metrics can vary between 1 and
O(N ), depending on the application layer multicast pro-
tocol used and the structure of the underlying topol ogy.

In thissection, we analyze the stressand stretch metrics
for the NICE protocol. We quantify both the average and
maximum values of the two metrics. The analysis can be
summarized asfollows: the maximum and average stretch
and the average stressfor the NICE protocol arefunctions
of the cluster size parameter, & only, while the maximum
stress depends on both £ and N, the size of the group. We
show the exact relationship between these metrics later in
this section.

Model: Sinceweareinterestedintheasymptotic nature
of the metrics, we assume avery large member population
that is densdly and uniformly distributed in the network.
This assumption can be expressed mathematically as fol-
lows:. For any member, v and any real number, » > 0, let
v(u, ) denotethe number of memberswithin adistance r
of w. Then, there exists constants¢; and ¢ > 1 such that
av(u,r) < v(u,2r) < cov(u,r). Thisis the same as-
sumption made by Plaxton et. al. [8] to quantify thestretch
along overlay paths. We also assume (for the sake of sim-
plicity) that the distance between members are Euclidean.
For alarge set of uniformly distributed members, the clus-
ters created by the NICE protocol in each layer will have
similar properties, i.e. will have the same cluster radius
(inagraph-theoretic sense). Additionally, al clustershave
the same number of members, £, as defined by the proto-
col.

Stretch: Consider a member, A located at an arbitrary
point in the space, that belongs to layer I, of the hierar-
chy and no other higher layer (see Figure 3). Let, B bethe
leader of the L, cluster to which A belongs. B therefore,
belongsto layer 1,,. Also, let C' be the leader of the 1,4

cluster towhich B belongs. C' belongsto layer L,. Inthis
example, weassumethat thereareonly threelayers /g, 14
and L.

The direct unicast path length from the source, S, to
A is R. The path length between S and A on the over-
lay isry + r1 + ro. The stretch for member A isthere-
fore, givenby (r3 4 r1 + 79)/ R. Itiseasy to observethat
R =%, r; cosb;, where 6; is asmarked in Figure 3.

Generdizing for M (= log, N) layers, for a member,
X, that belongsto layers Ly, . .., L; and no other higher
layer, the stretch, sx is given by:

M
Zi:ﬂ‘i
SX = 57

—_— 1
Zi:j 7; cos 0, @

The stretch is maximum for members that belong to layer
Ly only, andthereforeit issufficient to cal culatethestretch
for membersinlayer Ly only. Intherest of thissectionwe
calculate the stretch for these members only.

Since the member population is large and network is
densely populated with the members, we now makeafluid
approximation as follows. Let p denote the density of
membersper unitarea. Let Ry, Ry, ..., Ry denotethera-
diusof clustersinthelayers Ly, L1, . . ., L s respectively.
Clearly, r; < R;. The number of members in a cluster
isk. Let p; denote the density of members that belong to
layer L;. It followsthat the size of acluster inlayer L; is
proportional to p; R;* and must be equal to k, according
to the stated invariants. The number of members at layer
L; isgivenby N/k*. Therefore the density of members at
layer L; isgivenby p; = p/k'. Hence,

%Rﬁ o k
whichimplies

R; = R¢_1\/E (2

We first consider the “far” members such that thefirst hop
on the data path is at least a distance u Ry away from
the source, i.e. ro > p Ry inFigure 3, with say p1 > 2.

From Equation 1, we can provideasimpleboundfor the
stretch sx ¢ of a“far” member X, that belongs to layer
Lo only, and no other higher layer, based on the following
observations. For0 < i < M, r; < R; and the mini-
mum value of cos 8; is-1. Given rj,, the minimum vaue
of cosfy; iscos ¢, where ¢ = sin~! RTLM” (see Figure 3).
cos ¢ is minimum when ¢ is maximum, i.e. rp; ismini-
mum, i.e. rar = pRar—1. The maximum value of the nu-
merator isgivenby s + M5! R;. Theminimum value
of the denominator is given by 7y cos ® — S Mo R,
where & = sin ™! %



Thus an upper bound of the stretch of a“far” member,
X isgiven by:

ra+ MG R
sx,f < A1 (©)
rapcos® — 5T R
Let uschoose p = 2,ie & = & Noting, M =

log, N and using Equation 2, it followsthat Y ! R; =
Ro(v/N —1)/(Vk — 1). Therefore, dividing both numer-
ator and denominator of Equation 3 by r,;, we have:

1+ Ry VN-1
sy, < ML @)
NI =8 RyvN—1
2 M \/E—l
Sincerar < pRar—1 = 2RokM~1/2 Equation4implies
14 L VN-1
s < \/ﬂ \/E—l (5)
NI =/ _ 1 JN-1
2 VNE VEk-1

Finally, for asymptotically growing N, simplifying Equa-
tion 5 we conclude

E—vVEk+1
sx <2
k3 — 3k -2

Note that by choosing alarge y:, ¢ can be made small and
cos & — 1, whichleadsto an even tighter bound.

Now, we examinethe“near” members, i.e. those mem-
bers for which the first hop distance from the source is
< pRpr_1. Let A bethe maximum stretch for these mem-
bers. Then, the maximum stretch at members is bounded
by max(A, sx ¢).

If, N, and Ny arethe number of “near” and “far” mem-
bers, and sx , and sx ; be the respective bound on the
stretch for these members, the average stretch of al mem-
bersisbounded as:

1

s < N(Nn-SX,n‘I'Nf-SX,f) (7)

where, sy, < A. Notethat, N,,/N < land Ns/N < 1.
The average stretch at the members is thus bounded by a
constant that depends on the cluster size, £.

Stress:  To calculate the average stress on links and
nodesin the network, we make the same fluid approxima
tion, which webriefly outlinedueto space constraints. Let
N denotethe number of links (nodes) in the network. The
number of linksthat connect cluster leaders of layer I; to
their respective cluster membersisgiven by A//k'. These
links carry < k.2 replicated copies of a data packet. Then
the average stress can be computed as:

(6)

1 M=log, N N k2

2 MG

=0

_ log A/
A< )

SNV + O(
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Fig. 4. Stretch vs Stress for the NICE protocol as the group size is
varied. Thisisbased on the uniform and densedistributed memberson
an Euclidean space.

Thus A = k%/(k — 1) for asymptotically large V. The
maximum stress occurs at links close to the source for the
NICE protocol. This can be calculated using a similar
analysisand is given by:

Amax = klog, N (8)

Stressvs Stretch: In Figure 4, we plot the upper bound
of stretch at far members against the maximum stress, as
derived by the fluid-based anaysis for the dense distribu-
tion of alarge number of members. The plotsare obtained
by choosing different values of &k and calculating the cor-
responding values of sy ; (Equation 6) and A,,.x (Equar
tion 8). Both the axes are plotted in the logarithmic scale.
Asthenumber of membersinthegroupincrease, the shape
of the plot is unchanged. However, the plotsincreasingly
transl ate towards higher maximum stress. Thisis because
the stretch does not depend on the group size, while the
maximum stress increases with increasing group size.

Through detailed simulations, we have also studied the
tradeoffs between the stress and stretch metric for ran-
domly distributed group members on realistic topol ogies.
The results conform to the analytic results obtained here.

Topology-awar e techniques: Our anaysis was based
on the assumption of a large member population densely
distributed in the network. However, in practice, the dis-
tribution of membersin the network may not be dense, and
the uniformity assumptionmay not hold. Gupta[5] defines
a centralized topology-aware tree building agorithm that
guarantees O( 1) stretch between any pair of the members
on thetree. However, the stress at the members can be as
largeas O(N).

Asa part of our work, we have defined a simple modi-
fication to thisagorithm, which can simultaneously guar-
antee O(log N ) stretch between any pair of members and
O(1) stress at the members if the underlying topology is



known. Note that the bounds for these topology-aware
centralized algorithms hold irrespective of member popu-
lation size and the distribution of membersin the network.

V. SUMMARY

Our work studiesthe tradeoff between stressand stretch
for application layer multicast overlays, in particular with
respect to the NICE application layer multicast protocol.
Thisstudy quantifiestherelationship between thetwo met-
rics and how the & parameter can be used to effectively
tradeoff between these two metrics.
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