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1 IntroductionIn 1992 and 1993, a series of experiments using the NetDyn tool was run at the University ofMaryland to characterize network behavior [12, 13]. These studies reported four major perfor-mance measures, which for the most part are not included in the standard operational measures:transit time of packets, number of lost packets on the link, number of duplicate packets on thelink, and number of out-of-sequence packets on the link. The NetDyn tool measures character-istics of network behavior on a per-packet basis for end-to-end paths (re
ecting the impact thatwill be felt at the user level). NetDyn does not rely on reliable transport protocols, such as TCP,which are designed to hide errors at the network layers. Experiments using the NetDyn tool haveidenti�ed multiple design and implementation faults in the Internet.The past few years have seen a wide array of changes to the Internet. Among others, therehave been changes in topology (such as the migration of most U.S. tra�c from NSFNET tointerconnected network providers [14]), changes to hardware (such as the retirement of the T1network [14]), and changes in user patterns (studies have found that the number of hosts on theInternet has increased more than 7 times between 1993 and 1996 [7, 8]; the number of websitesin the same period has risen from almost none to over 100,000 [6]).At the same time, as the Internet has penetrated into mainstream culture there has beena rise in e�orts aimed at developing new Internet applications (e.g. electronic fund transfers),which bring with them a whole host of security and quality of service concerns, and which willall place di�ering load requirements on the networks.In such an environment it becomes crucial to characterize network behavior, both in order toidentify problem areas and to validate assumptions about expected behavior in order to developand test new network protocols. We feel a characterization of end-to-end behavior in the currentenvironment would be of great bene�t. To perform such a study we have undertaken a series ofexperiments aimed at replicating the previous NetDyn experiments in the current environment.Other studies of network behavior have appeared in the literature [11, 5, 4, 9]. In [11],the study focuses on building analytical models for network experiments. While we use someof the same analysis techniques, our focus is on characterizing network tra�c. The problemof inadvertent synchronization is discussed in [5], which observed network behavior using ping.Ping uses ICMP packets which are treated di�erently than user level packets by some gateways,and so would be unsuitable for a study of user-level behavior. The experiments discussed in[9] rely on kernel modi�cations to observe network behavior. In [4], user level performance wasinvestigated. In this study, all of the hosts for the experiment were in one location (UC-Berkeley).Our experiments di�er from these studies in that we wanted to observe user level performance ofend-to-end paths over a wide-area with minimal interference.2 Experimental SetupWe used the NetDyn tool [12, 13] to send probe packets to speci�ed hosts throughout the net-work. Rather than using the traditional throughput measure to characterize end-to-end networkpath behavior, we were concerned with round-trip time (RTT), losses, and reorders, as well asobservations of anomalies in expected network behaviors.NetDyn consists of four programs: Source, Echo, Sink and Logger. Each program is run as2



an application process. Source and Sink are generally run on the same local host. Note, however,that though we conducted our experiments in such a way that the Source and Sink were alwaysthe same host (i.e. packets were always sent on a round trip from the Source) it may still beuseful to think of them as conceptually di�erent entities, since each is responsible for di�erentactivities. Echo is located on the remote host. The Logger process may run on any host, but,forconvenience, is on the local host for these experiments.
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HOST 1 HOST 2Figure 1: Experimental Setup.Source generates packets and sends them to Echo. The Echo process then forwards packetsto the Sink process. Sink creates a log record for each received packet and passes the recordonto Logger. The Logger process �nally writes the packet information to a log �le on disk. Datastored in the log can then be used to compute round-trip times, losses, reorders, and duplicatepackets. Figure 1 shows the setup of the NetDyn tool.The Source, Echo, and Sink processes all place a timestamp in the packet. Additionally,Source and Echo assign sequence numbers to the packets. Each packet is big enough to only holdthese three timestamps and two sequence numbers. This minimal packet size is used so that theexperiments will not contribute signi�cantly to network congestion, which might skew the results.Both the Source and Echo processes forward packets using the User DatagramProtocol (UDP)[1]. 1 UDP is a best-e�ort protocol which does not provide 
ow control or reliability checks suchas detection of lost packets, in-order delivery, etc. The absence of quality of service guaranteesallows us to study network behavior at the IP [2] level. Also, UDP allows us to do our IPperformance evaluation from the user level without any kernel modi�cations. Note that we couldnot use TCP [3] for this purpose since losses, reorders, etc. are not visible to application processes.TCP is, however, used to transfer log information between the Sink and Logger processes so as1For a more detailed discussion of why UDP was chosen over alternate methods of performance appraisal suchas IP LSRR and ping, see [12, 13]. 3



Time Source= Echo LossesNo. Date (EDT) Sink host Total Forward(%) Reverse(%) Reorders1 4.15 0400 UMD Texas 577 0.11 0.47 802 4.15 1600 UMD Texas 21628 16 6.2 1853 4.16 0400 UMD UMass 4771 3.5 1.3 774 4.16 1600 UMD UMass 12351 2.5 10.1 3055 4.17 0400 UMD Stanford 629 0.19 0.44 256 4.17 1600 UMD Stanford 3712 0.46 3.3 1217 4.22 0400 Stanford Texas 445 0.33 0.12 468 4.22 1600 Stanford Texas 9659 9.4 0.29 409 4.26 0400 Texas UMass 2286 0.57 1.7 5510 4.26 1600 Texas UMass 22785 16 8.3 9111 4.29 0400 Stanford UMass 197 0.11 0.08 1712 5.01 1600 Stanford UMass 628 0.34 0.29 22813 4.22 0400 UMD Bari 37019 35 2.9 9114 4.22 1600 UMD Bari 6028 3.5 2.7 58Table 1: Losses and Reordersto assure uncorrupted recording of our results.We augmented the data analysis of NetDyn results to include two additional measures. First,we implemented an autocorrelation function to detect any periodic patterns in network behavior.We also included a function to determine on which leg of the trip (forward or return path) packetswere lost.Packets were sent from Source every 40 ms. The same interpacket delay was used in theprevious NetDyn experiments, and we maintain this parameter setting to serve as a basis forcomparison. Also as in the earlier experiments, we sent 100,000 packets in each experiment. Ittakes the Source process a little over an hour to generate and send all of these packets. Theduration of the experiment is considered su�cient to observe both short and longer term networkbehavior changes and patterns.We executed two experiments per local-remote link. One experiment was conducted at 4:00am EDT and the other at 4:00 pm EDT. We believe these two times adequately represent o�-peakand peak times with respect to Internet load. To initially determine these times, we conductedtwo sets of 24 hour experiments to observe overall average RTT and loss rate changes over thecourse of a day. In these experiments, we sent 10,000 packets every hour on the hour fromUMD to both a nearby host at Loyola College in Baltimore and a cross-country host at StanfordUniversity.3 ResultsTable 1 reports losses and reorderings for each of the experiments. A packet is counted as a lossif it is never received at the Sink. By examining the sequence numbers assigned to a packet bythe Source and Echo and looking for gaps, we can infer whether the loss occurred on the forward4



Time Source= Echo Roundtrip Times (ms) CountNo. Date (EDT) Sink host Min Max Avg Std. Dev. >500ms >1000ms1 4.15 0400 UMD Texas 48 658 52.87 16.66 7 02 4.15 1600 UMD Texas 52 707 107.76 33.33 17 03 4.16 0400 UMD UMass 25 717 45.52 24.72 48 04 4.16 1600 UMD UMass 25 844 67.85 40.83 31 05 4.17 0400 UMD Stanford 79 801 86.97 18.78 16 06 4.17 1600 UMD Stanford 78 1015 93.52 27.97 33 17 4.22 0400 Stanford Texas 78 476 78.87 7.72 0 08 4.22 1600 Stanford Texas 78 492 93.08 8.53 0 09 4.26 0400 Texas UMass 87 501 102.89 13.52 1 010 4.26 1600 Texas UMass 90 2189 152.08 31.24 31 211 4.29 0400 Stanford UMass 86 340 89.61 8.16 0 012 5.01 1600 Stanford UMass 86 637 103.48 20.26 15 013 4.22 0400 UMD Bari 248 1717 421.52 222.97 9322 379914 4.22 1600 UMD Bari 287 797 319.20 29.07 361 0Table 2: Roundtrip times(Source to Echo) or reverse (Echo to Sink) path. We report this information as the percentageof the packets sent on each path that never reached the appropriate destination.The number of reorderings was calculated as the number of packets that arrived at the Sourceprevious to the arrival of a packet with a smaller sequence number. This number representsthe number of packets that would have to be bu�ered by the receiving process in a loss-freeenvironment before delivery could be made to the application process. This calculation ignoresduplicate copies of packets that may arrive out-of-order.We also looked for duplicate packets, that is, packets for which multiple copies arrive at theSink even though only one copy was sent from the Source. Unlike the 1992 and 1993 experiments,which found duplication rates of up to 1%, we found no instances of duplicate packets arriving ateither the Echo or Sink. (We did, however, notice bursts of duplicate packets during our 24-hourpolling experiment between UMD and Loyola.)The loss rates are especially interesting. As might be expected, the highest number of lossesoccurred in the link across the Atlantic to Italy. The trend seems to indicate that losses forthis link correlate more with the tra�c patterns at the Italian end of the link than with theSource/Sink in the U.S.: losses were only 6% at the U.S. peak time but were 37% at U.S. o�-peak time (corresponding to 10AM at the Italian Echo host).Even leaving aside the trans-Atlantic link, however, loss rates were observed to be higherthan expected, with peak times incurring higher loss rates than o�-peak times. Peak loss ratesare seen to range from 0.6% to almost 23%, while o�-peak time rates ranged from 0.2% to 4.7%.Although the 23% loss rate was unexpectedly high, it does not appear to be a 
uke, since threeout of our six peak-time within-U.S. experiments had rates greater then 10%.Less of a pattern can be observed in the data for reorders. While it is true that the numberof reorders was about the same or somewhat higher at peak time than at o�-peak, the di�erence5



Date Eastern Time Losses Duplicates Reorders4.17.96 0400 629 0 254.17.96 1600 3712 0 1211.93 0015 1415 9 521.93 1345 650 17 171.93 1830 658 35 355.29.92 1530 4825 921 755.29.92 2130 2857 913 125.30.92 0330 2164 1056 4Table 3: Losses, Duplicates, and Reorders from UMD to Stanfordwas not extreme. Values ranged from 0.017% to 0.3%. Additionally, the number of reorders wasuncorrelated with the number of losses for an experiment.Finally, it can be noted that there is no one link which performed worst at both times of day,although the Stanford-UMass link always had the lowest loss rate. Since a second cross-countrylink to Stanford (UMD-Stanford) also had the second lowest loss rate for peak hours, we attributethe low cross-country loss rates to the higher-reliability backbone linking these areas.Table 2 summarizes the performance of the links in each of the experiments in terms of theminimum, maximum, and average round trip times experienced by packets on that link, as wellas the standard deviation. It can be observed that packets sent during peak times exhibited ahigher average RTT than packets sent at o�-peak times. There is also more variation in theRTTs of packets sent during peak time, as shown by the higher standard deviations. While themaximum RTT for a link can be seen to 
uctuate between peak and o�-peak experiments, theminimum RTT was always comparatively constant for each link, leading us to be con�dent thatthis value captures the lowest possible RTT permitted by the link in the absence of congestion.The number of packets taking longer than 500 ms to make the round trip is also seen to be anegligible percentage of packets in within-U.S. experiments.The previous iterations of the NetDyn experiments share a common link with the current setof experiments. Each time, a link from the University of Maryland to Stanford University wasincluded. Table 3 shows the di�erences in losses, duplicates and reorders over replications forthis link. Table 4 presents the di�erences in round-trip times.4 Observations and DiscussionThe observations from the current experiment allow us to draw general conclusions about networkbehavior. Since the links which we examined in this series of experiments were selected to coverthe same regions as in the previous studies, we discuss our results in the light of past results. Weassume that our links are representative of behavior on the network as a whole, and so can giveinsight into general network behavior. 6



Eastern Roundtrip Times (ms) CountDate Time Min Max Avg Std. Dev. >500ms >1000ms4.17.96 0400 79 801 87 19 16 04.17.96 1600 78 1015 94 28 33 11.93 0015 74 441 85 15 0 01.93 1345 74 758 85 14 14 01.93 1830 74 758 84 23 86 05.29.92 1530 74 898 105 40 244 05.29.92 2130 78 706 87 17 40 05.30.92 0330 74 671 85 16 25 0Table 4: Roundtrip times from UMD to StanfordNetwork StabilityThe previous NetDyn experiments [12, 13] provide an interesting point of comparison for ourresults because they collect the same performance measures using the same experimental setup.From this comparison, we see that there has been an improvement in network stability over thelast few years. The variability in transit times in the current experiment appears to be smallerthen the variability observed previously. The minimum RTTs are increasing while the maximumRTTs are decreasing. In the 1992 NetDyn experiment, the standard deviation for transit timesranged from 16ms to 118ms. In the 1993 NetDyn experiment, the range was from 14ms to 54ms.In the current experiment, the range was from 8ms to 40ms when the trans-Atlantic link isexcluded. Although variability in transit times appears to be decreasing in general, individuallinks (such as the UMD/Stanford link in Table 4) may not demonstrate this trend.Another indication of increased network stability is the near elimination of duplicates. Inprevious experiments, duplicates were present in nearly all runs of the experiments. In all ofour runs, there were no duplicates observed. We should note however, that duplicates appearedin some of the UMD-Loyola runs during our 24-hour polling experiments to determine peak vs.o�-peak times. Since we noticed this phenomenon in no other run of the experiment, we concludethat this behavior is peculiar to that link and not an Internet-wide problem.Delays and LossesAlthough the network appears to be more stable, excessively high round-trip times and signi�cantpacket losses are still being observed. In the current experiment, we saw three runs with packetshaving RTTs greater than 1 second. In one case, the packet RTT exceeded 2 seconds. Loss rateswere as high as 37%. When considering only the runs within the continental U.S., losses stillwere as high as 23%.We had assumed that the major cause of lost packets and excessively high RTTs is congestionon the network. However, we noticed during our experiments many instances of behavior thatseem to contradict this assumption: 7



� One would expect that bursts of network tra�c would persist long enough to interfere withmultiple packets in a row. Although there were many instances of consecutive packet losses,most losses occurred one at a time.� If losses were primarily caused by bu�er over
ows due to congestion, lost packets wouldbe preceded by packets with high RTTs (as the bu�ers �ll up). While we noticed manyinstances of such behavior in our experiments, this was not always the case. Figure 2contains examples of losses occurring with no appreciable preceding increase in RTT.� Similarly, losses caused by bu�er over
ows will be followed by higher RTTs which graduallytaper o�, as the bu�ers empty until a normal threshold is again reached. However, weobserved several instances in which further lost packets were interspersed within this decline,as well as a few cases in which RTTs actually increased after a loss.Furthermore, congestion alone can not explain large round-trip times of more than a second.If excessive cross tra�c was the cause, gateways would have to queue up to one second's worth ofcross tra�c within 40 ms. Servers along the path could not, however, have enough memory forsuch long queues. Also, if congestion was the reason for large RTTs, as the bu�ers are emptying,we would expect to see a gradual return to the average transit time instead of the sharp drop asseen in Figure 2.
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Figure 2: Unexpected RTT behavior. (Losses are indicated by RTTs of 0.)For these reasons, we believe that factors other than bu�er congestion signi�cantly contributeto the dropping and delay of packets. Since today's networks usually support very low bit-errorrates [10], bit errors due to the network must also be discarded as a signi�cant explanation.Several possible reasons for this unexpected behavior have been suggested in the literature[13, 5]: 8



� problems with interface cards in gateways� router updates in non-work-conserving routers� network administrators have been known to accidentally leave the debugging option on atgateways� faulty memory management policy at gateways� periodic packet drops by routersAnother possible explanation is that operating systems may have timing problems with asyn-chronous interactions. This explanation accounts for losses occurring between the network andapplication layers.Reorders and Alternating PathsWe attempted to �nd explanations for the number of reorders that we observed. Our �rst thoughtwas that reorders were caused by packets taking di�erent paths through the network. If a routerswitched packets between two paths to compensate for congestion, we would expect to see theRTTs oscillating between higher and lower levels. Experiment 9 shown in Figure 3 exhibits sucha step behavior. Note the sudden increase in RTT, followed by a leveling o� at a lower RTTthreshold. Packets 
uctuating between two di�erent routes from the source to the sink couldexplain this type of behavior.
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Figure 3: Step pattern behavior. (Losses are indicated by RTTs of 0.)The observed step behavior does not correspond to the experiments with the highest numbersof reorders. Therefore we cannot accept alternating between two paths as the primary cause of9



packet reorders. However, if the routers were switching quickly between many paths, this couldaccount for high reorders without noticeable step behavior.Additionally, [13] mention that they had encountered cases in which small numbers of packetshad reached the destination in exactly reverse order. From this it seemed as though the gatewaysoftware had implemented a stack rather than a queue for processing IP-optioned packets whichcould lead to observable reorders.PeriodicityIn our experiment, we observed periodic behavior along the Stanford-UMass link. There wereperiodic peaks in transit time at 60s intervals. Figure 4 shows the RTTs and Figure 5 shows theautocorrelation. The spike at 60 seconds shows that packets sent 60 seconds apart are highlycorrelated with respect to transit time. Similar studies [11] have used a threshold autocorrelationvalue of 0.1 to indicate a signi�cant relationship.
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Figure 4: Periodic behavior: RTT vs. Send Time. (Losses are indicated by RTTs of 0.)Interestingly, other studies have found periodic behavior on nearly identical links. In the 1992NetDyn experiment [12], periodic peaks in transit time were found at intervals of 90 seconds alongthe Stanford-MIT link. [5] report periodic behavior between Berkeley and MIT and attribute itto problems with NEARnet core routers.5 ConclusionUse of the Internet has increased signi�cantly over the past several years. The topology of theInternet has also changed from a single-backbone network to a multiple-backbone network. Inthis paper, we discuss the latest results in a series of experiments obtained using the NetDyn10
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