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2 Burstiness and Bandwidth Allocation 42.1 Introduction : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 42.2 Bursty Model and Bandwidth Requirement : : : : : : : : : : : : : : : : : : : : : 42.3 De�ning smoothness for a general stream : : : : : : : : : : : : : : : : : : : : : : 43 General Model for Tra�c Shaping 53.1 Leaky Bucket Scheme : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53.2 Exponentially Weighted Moving Average Scheme : : : : : : : : : : : : : : : : : : 64 Shaping and BW Allocation 65 Shift Register Tra�c Shaper (SRTS) 85.1 Motivation for the new scheme : : : : : : : : : : : : : : : : : : : : : : : : : : : 85.2 Description of the new scheme : : : : : : : : : : : : : : : : : : : : : : : : : : : : 96 Providing adjustable burstiness 117 Performance Study & Results 127.1 SRTS Characteristics and Features : : : : : : : : : : : : : : : : : : : : : : : : : : 127.1.1 Simulation Experiments : : : : : : : : : : : : : : : : : : : : : : : : : : : : 127.1.2 Observations & Inference : : : : : : : : : : : : : : : : : : : : : : : : : : : 137.2 Comparison of SRTS and LB Policing : : : : : : : : : : : : : : : : : : : : : : : : 147.2.1 Establishing Equivalence : : : : : : : : : : : : : : : : : : : : : : : : : : : : 147.2.2 Simulation Experiments : : : : : : : : : : : : : : : : : : : : : : : : : : : : 157.2.3 Observations & Inference : : : : : : : : : : : : : : : : : : : : : : : : : : : 168 Summary and Conclusion 179 References 181 IntroductionAdvances in optical transmission media and high speed switching have paved the way for manyexciting multimedia applications, such as teleconferencing and real-time distributed computing,to be supported on computer networks. Most of these new applications, constituted of het-erogeneous mix of video, voice and data, are characterized by stringent QoS requirements interms of throughput, delay, jitter and loss guarantees. The heterogeneity of the sources calls fore�ective congestion control schemes to meet the diverse Quality of Service (QoS) requirementsof each application. These include admission control at connection set up, tra�c enforcementand shaping at the edges of the network and multiclass scheduling schemes at the intermedi-ate switches. Latency e�ects apparent at the gigabit speeds make the conventional feedbacktechniques ine�ective. Thus the responsibility of preventing congestion lies with the admissioncontrol and tra�c enforcement schemes.Some of the admission control, resource reservation and scheduling schemes proposed forintegrated broad band networks in the recent past and the related issues are surveyed in aprevious paper [13]. Admission control restricts the number of connections that can be supportedby the network. Admission control is decided by an algorithm which expects that the userprovides an estimate of the tra�c parameters and abides by their negotiated values. Resourcereservation schemes manages the allocation of the resources at each of the nodes so that per-node QoS requirements can be met for each connection. Scheduling policies provide sharingof bandwidth among the various classes and the various streams within each class so that theindividual requirements can be satis�ed. 2



In a resource sharing packet network, admission control and scheduling schemes by them-selves are not su�cient to provide guarantees. This is due to the fact that the users may,inadvertently or otherwise, attempt to exceed the rates speci�ed at the time of connection es-tablishment. Tra�c policing schemes proposed in the literature include mainly Leaky Bucket(LB), Jumping Window (JW), Moving Window (MW), Exponential Weighted Moving Average(EWMA) and associated variations. A performance comparison among these schemes from thepoint of view of violation probability, sensitivity to overloads, dynamic reaction time and worstcase tra�c admitted into the network can be found in [11]. It has been shown that the LBand the EWMA are the most promising mechanisms to cope with short-term uctuations andhence suited for policing bursty tra�c. Several improvements of the LB has been proposed forincreasing utilization in an ATM environment [3, 5, 15]. Tra�c enforcement schemes police thesource streams to check that their characteristics conform to the declared values throughout thelife of the connection. The various schemes have been studied from the point of view of theircapability to smooth the burstiness in the source. Tra�c Shaping, on the other hand, condi-tions the input stream so that the characteristics are amenable to the scheduling mechanismsto provide the required QoS guarantees. Although, one may imply the other, there are subtledi�erences. The former checks the conformance to the declared values whereas the latter shapesit to be more agreeable to the scheduling policies.Tra�c shapers have been mainly studied hitherto from the point of view of their e�ectivenessin smoothing the burstiness. Leaky bucket scheme, to cite an example, is a mean rate policersmoothing at the token generation rate. Studies on bursty sources show that burstiness promotesstatistical multiplexing at the cost of possible congestion. Smoothing, on the other hand, helpsin providing guarantees at the cost of utilization. Thus need for a exible scheme which canprovide a reasonable compromise between utilization and performance is imminent. Recentstudies [10, 12] have also questioned the suitability of LB for policing real-time tra�c. LB,in its attempt to enforce smoothness often introduces excessive access delays thereby making itincapable of regulating real-time tra�c. A policy which is less stringent on short term burstinesswhile bounding long term behavior with a LB-bound would be better suited for time criticaltra�c. This was the second motivation which led us to the new proposal.We propose a new tra�c shaper which can adjust the burstiness of the input tra�c to ob-tain reasonable bandwidth utilization while maintaining statistical service guarantees. It uses awindow based shaping policy which captures the essence of the LB scheme, permits short termburstiness in a more exible manner and is inherently peak rate enforced. The decision to ad-mit an arriving packet is based on the temporal image of the past data maintained in a shiftregister. We will refer to the new scheme as the SRTS (Shift Register Tra�c Shaper). A singlesliding window mechanism for tra�c shaping was incorporated for tra�c regulation by Rigoloand Fratta in [14]. In that paper, the shaper consisted of a sliding window followed by a serveroperating at a constant rate. Our scheme employs more than one window, which jointly providea more general control over the burstiness of the input stream. The motivation for our schemeis derived by studying the characteristics of the tra�c generated by the leaky bucket scheme.The performance characteristics of SRTS is studied in this paper in two parts. In the �rstpart, we investigate the controlling e�ect of shaper parameter variations on the input tra�ccharacteristics. Delay, loss and burstiness behavior at the output is studied for di�erent windowparameters and input burstiness. The adjustable burstiness feature is demonstrated in this study.In the second part, we dimension the proposed SRTS shaper and a LB shaper equivalently andcompare the mean and peak rate policing behavior with delay and loss as the performanceparameters. Adopting a less stringent attitude towards short term burstiness is shown to resultin considerable advantage for policing real-time tra�c.The rest of the paper is organized as follows:Section 2 discusses qualitatively how burstiness of the source decides the bandwidth that needsto be allocated for speci�ed QoS guarantees. A quantitative means of representing burstiness3



bounds is de�ned. Section 3 presents the general requirements of a tra�c shaper and brieydescribes LB and EWMA schemes. E�ect of shaping on delays and bandwidth requirement isdiscussed in Section 4. Sections 5 and 6 describe the proposed SRTS scheme and its variableburstiness feature. Section 7 presents the simulation results, observations and inferences. FinallySection 8 summarizes and concludes this paper.2 Burstiness and Bandwidth Allocation2.1 IntroductionTra�c sources in multimedia applications can be basically classi�ed into �ve categories, viz.,data, voice, video, image and graphics. But we con�ne our discussion to mainly data, voiceand video. Data sources are generally bursty in nature whereas voice and video sources can becontinuous or bursty, depending on the compression and coding techniques used. Continuoussources are said to generate constant bit rate (CBR) tra�c and bursty sources are said togenerate variable bit rate (VBR) tra�c. Most of the multimedia sources are bursty in nature.A CBR source needs peak rate allocation of bandwidth for congestion-free transmission. Fora VBR source, average rate of transmission �a can be a small fraction of the peak rate �p. Thusa peak rate allocation would result in gross under utilization of the system resources. Withpeak rate allotment, providing performance guarantees is easy. On the other extreme, averageallotment may lead to bu�er overows and consequent losses/delays. No meaningful guaranteescan be o�ered in such cases. An e�ective bandwidth �eff , whose value lies between the averageand the peak rates is determined for the various sources [6, 7]. An allocation correspondingto the e�ective bandwidth optimizes the network utilization and performance guarantees. Anallocation nearer to the peak rate allows providing tighter probabilistic guarantees. In theextreme, with peak rate allotment, the guarantees can be deterministic.2.2 Bursty Model and Bandwidth RequirementThe source model that is used for measuring performance is the ON-OFF bursty model [2, 17,19]. On-O� model is characterized by interspersed ON and OFF periods each exponentiallydistributed with mean TON and TOFF respectively. During an ON period, cells are periodicallytransmitted at peak rate �p(intercell time during an ON period is �p = 1=�p). The average rate�a for this model is �p � TON=(TON + TOFF ) and the burstiness r̂ = (TON + TOFF )=TON . Thee�ective bandwidth requirement for this source �eff is such that �a � �eff � �p.The ON-OFF bursty model can be justi�ably used in modeling many of the sources, cur-rently of interest in multimedia networks. For example, voice sources using talkspurt and videosources after compression and coding, generate bursty streams. Since voice and video sourcesare basically of the CBR type, cell generation during ON period is periodic in nature. To modela generalized data source, as in the case of a large data �le transfer application, the ON-OFFmodel can be modi�ed to make the ON period intercell times exponentially distributed. Thisassumption will result in an Interrupted Poisson Process(IPP). Further generalizations will leadto 2-state and n-state Markov Modulated Poisson Process(MMPP) models [8].In this paper, we use an ON-OFF bursty model for the source. The burstiness can be variedby altering the TON or TOFF keeping the other constant.2.3 De�ning smoothness for a general streamIn order to compare the proposed scheme with other enforcement schemes, we de�ne the smooth-ness of a tra�c stream as follows: 4
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Figure 1: A Generalized Leaky Bucket schemeDe�nition A generalized packet stream is de�ned to be < n1; T1;n2; T2; ::;nk; Tk > smooth if,over any time window of duration T1, no: of packets � n1 and,over any time window of duration T2, no: of packets � n2 and...over any time window of duration Tk, no: of packets � nk ,where, k denotes the number of windows for characterizing the smoothness of the stream. Alarger k can provide a more exible description of the stream.3 General Model for Tra�c ShapingA general framework for studying the performance of a tra�c shaper is presented in this section.Source is characterized by a peak rate �p, an average rate �a and mean ON duration TON . Weassume that the network access link at the output of the tra�c shaper has a capacity equalto the peak rate of the source stream. Thus any burst arrival is serviced fastest at the peakrate. A tra�c shaper which closely �ts the model above is the Leaky Bucket with a Peak ratePolicer(LBP). In the following sections, we �rst describe the characteristics of a LBP outputtra�c. These characteristics motivated the development of the scheme proposed in this paper.A brief description of EWMA, a window based policer is also given for comparison with theproposed scheme.3.1 Leaky Bucket SchemeLeaky Bucket [18] and its variant schemes are described in [3, 5, 11, 15]. In a generalized modelof the leaky bucket shown in Figure 1, tokens are generated at a �xed rate as long as the tokenbu�er of size b is not full.When a packet arrives from the source, it is released into the network only if there is atleast one token in the token bu�er. This scheme enforces the token arrival rate �t on the inputstream. Clearly, �t should be greater than the average arrival rate �a for stability and lessthan the peak arrival rate �p for achieving bandwidth utilization. An input data bu�er of sized permits statistical variations. An arriving packet �nding the input bu�er full is said to bea violating packet and can be dropped or tagged for a preferential treatment at the switchingnodes.In this paper, we assume that a peak-rate limiting spacer is an integral part of the leakybucket mechanism. When a burst of data arrives at the input, even if enough tokens are present,the packets are not instantaneously released into the network. Successive packets are delayed5



by � , the transmission time at negotiated peak rate �p, where � = 1=�p. We will use LBP todesignate the leaky bucket with peak rate policer.For the leaky bucket parameters de�ned above, maximum burst size at the output is b0 =b=(1� �t=�p). This includes the new tokens that arrive during the transmission of the �rst bpackets. The output of the leaky bucket is characterized as follows:1. maximum burst size: For the LBP, maximum burst size at the output is b0 = b=(1��t=�p), obtained as follows. If we assume the largest burst starts at t1, the token bu�ershould be full at t1. This would be possible only if the source generated an input burstafter a prolonged OFF period of b=�t, where b is the token bu�er size. Since the burstservice is not instantaneous due to peak rate policer, more tokens may arrive during theconsumption of the existing tokens. Since tokens are removed at �p and arrive at �t, theinstantaneous token count in TB will be b(t) = b+ (�t � �p) � t and hence TB empties attime b=(�p � �t). The maximum burst size b0 then becomes b=(1� �t=�p).2. long term output smoothness: over a large time duration T, no: of packets sent outby the leaky bucket,n(T) is � �t � T = nt.This relationship is also true for any time duration T 0 starting from zero or any epochwhen token bu�er becomes empty. It is assumed here that the token bu�er is empty att=0.3. short term burstiness: Over durations smaller than T mentioned in the previous itemand exceeding the maximum burst size, leaky bucket output can be modeled as a Lin-ear Bounded Arrival Process(LBAP) with parameters (�; �) [4]. Here, � represents themaximum burst size b0 and � represents the token rate �t.In terms of the smoothness de�nition given in Section 2.3, we can state that for any Tstarting from 0 (or from any epoch when token bu�er is empty), LBP output is (nt,T ) smooth.3.2 Exponentially Weighted Moving Average SchemeEWMA is a window based scheme [11] where the maximum number of cells permitted withina �xed time window is limited. If we consider the connection time to consist of consecutivewindows of same size, the maximum number of cells accepted in the ith window Ni is a functionof the mean number of cells per window N and an exponentially weighted sum of the cellsaccepted in the preceding windows as given belowNi = (N�(1�)(Xi�1+::::+i�1X1))�iS0(1�) where S0 is the initial value for the EWMA. The weightfactor  decides the number of relevant preceding windows which inuence the number of packetspermitted in the current window. A nonzero value of  permits more burstiness. For a value of = 0:8, up to 5 times N number of packets can occur in the �rst window. Thus a large valueof  increases the reaction time and it is shown in [11] that the dynamic behavior of EWMAis the worst. Moreover, the implementation complexity of this scheme is higher than LB andother window based schemes.4 Shaping and BW AllocationThe bandwidth that needs to be allocated to the shaped stream depends on the shaper pa-rameters. For instance, a LB produces a stream which requires, at a minimum, bandwidthequal to the token arrival rate, to be allocated at the access multiplexer. A larger tokenarrival rate reduces the access delay at the policer but needs a larger bandwidth allocation.For a source characterized by a peak rate �p and burstiness r̂, bandwidth allocation �bw is6



such that �p=r̂ � �t � �bw � �p. At the access multiplexer, the capacity of the output link�o =Pmi=1 �bw(i) for m streams multiplexed to the same output. Since most multimedia tra�cis bursty in nature, a large statistical multiplexing gain is possible only if �t is near the averagearrival rate �a = �p=r̂. On the other hand, smaller the �t, larger the access delay and/or vio-lation probability incurred by the source. A lenient enforcement policy can increase the delayat the multiplexing/switching nodes due to bu�er overows. Thus there is a trade o� betweenthe access delay introduced by the policer and the network delay at the switches. From theend user's point of view, the delay incurred by the application includes the access delay andthe network delay. For a constant bandwidth allocation, the e�ect of input rate control can besummarized by the following observations [10, 12].1. The total delay experienced by a cell is the sum of the access delay due to queuing atthe shaper and the network delay at the switch. The policer simply transfers the networkdelay on to the input side thereby avoiding overow losses/delays within the network.Thus unless the source has a large bu�er and can tolerate excess delay, the input ratecontrol as performed by the LB can hardly improve the network performance [12]. Formany real time applications, this access delay could be prohibitive.2. A stringent input rate control may unnecessarily increase the user end-to-end delay by asigni�cant amount [12].3. The minimum total average delay is achieved when no tra�c enforcement is invoked [10,12]. This observation is applicable when the network bandwidth is considerably greaterthan the source transmission rate, in which case the e�ect of individual streams is smoothedby statistical multiplexing. Nevertheless, to check excessive burstiness and prolonged rateviolations, input policer is practically needed.It is evident from the aforementioned points that the access delay introduced by the tra�cpolicer can be signi�cant. One way of reducing the access delay would be to permit more shortterm burstiness subject to:� the maximum burst size should be bounded and burst arrivals must be peak rate enforced.� the number of arrivals over a larger time durations to be bounded at the average policingrate.LB and the EWMA mechanisms perform the above two in di�erent ways. The short termburstiness permitted by the LB is decided by the size of the token bu�er b. As explained earlier,over any time duration T starting from 0 (or any epoch when the token bu�er becomes empty),the number of packets admitted into the network are bounded by �t � T . With reference toFigure 2 which shows the number of admitted packets versus time, the operating region forLB operation is below the line OA corresponding to the average policing rate. A source ispermitted to send a burst only if it remains inactive for a su�cient amount of time to gatherenough number of tokens in the token bu�er. Thus the operating point is always below the lineOA. A well behaved source transmitting uniformly at the token arrival rate will operate alongOA.The short term burstiness in the EWMAmechanism is inuenced by the factor  as describedearlier in section 3.2. The dynamic response for the EWMA is however poor for reasonablevalues of . EWMA output is not peak rate enforced and the implementation complexity is alsoconsiderable compared to the other schemes.We describe in the next section a tra�c shaper which has the following features:1. permits short term burstiness but bounds long term behavior so that the number of packetsadmitted over a long time is same as that admitted by an equivalent leaky bucket.7
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Figure 2: Permitted no: of packets vs time2. variable burstiness easily incorporated.3. it is inherently peak rate enforced.4. it is a window based shaper consisting of two or more windows and the shaper behaviorcan be more exibly set unlike the EWMA which has only one control parameter .5. it is designed using a shift register and two counters and hence can easily be implementedin hardware.5 Shift Register Tra�c Shaper (SRTS)5.1 Motivation for the new schemeTwo basic concepts motivated the development of the SRTS.1. provide burstiness variation for possible multiplexing gain.2. reduce the access delays by adopting a less stringent attitude towards short term burstinessfollowing the observations made in Section 4.These are elaborated below. We have seen that in a Leaky Bucket (LBP) policer, no: ofpackets over any time duration T starting from 0 is bounded by �t �T . One possible modi�cationto this boundedness is as follows.� Over any predecided time duration of value T1 (constant), we can bound the number ofpackets as in the LBP case.� Over sub-durations within T1, we can allow more burstiness, of course, with bounds.8
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Similarly, let fa denote the admit control function de�ned asfa = (n(T1) < n1) and (n(T2) < n2) and (n(T3) < n3) � � � depending on the number of windows.Here Ti refers to a time window. The size of the corresponding window is denoted by Wi andmaximum number of packets permitted in Wi by NWi (note that NWi=ni).The data bit shifted in is 1 if fd = 1; fa = 10 otherwiseThus the bit contents of the shift register at any instant, provides an image of the historyof the packets sent. All the time durations mentioned with reference to the shift register startfrom the time point corresponding to the entry point of the shift register. To determine thenumber of packets in any time duration, a counter is used. It increments whenever a '1' entersthe shift register and decrements when a '1' shifts out of the right edge of the correspondingwindow monitored by the counter.Figure 3 describes an enforcement scheme using two windows. This scheme generates an(n1; T1;n2; T2) smooth tra�c, which means that over any period of duration T1,the number of packets n(T1) � n1and over any period of duration T2,the number of packets n(T2) � n2.Even though we have described the scheme with two windows, further exibility in mouldingthe burstiness is possible using the appropriate number of windows. Since the restriction on thenumber of packets permitted in a time window is enforced at the entry point of the shift registerand the window shifts to the right every � seconds, the smoothness is guaranteed over any timewindow over the entire duration of the connection.One limitation that arises in the above arrangement is due to the discretization of time intoslots of � . A slot is termed active if a cell is transmitted during that slot and idle, otherwise.Since the cell arrival instant need not synchronize with the output slots, a cell arriving duringan idle slot will have to wait till the end of that slot for transmission. This limitation is removedin our current scheme by using \soft" discretization. If a cell arrives during an idle slot, sayafter � 0 elapses (out of �), idle slot is frozen and an active slot is initiated immediately. At thetermination of this active slot, if either data is absent or the admit function is false, the residualidle slot of duration (� � � 0) commences. The end of a slot is indicated by the timer interruptshown in Figure 4. The shift register is shifted right at the end of every slot, active or passive.The essence of the above arrangement is that an idle slot is interruptible whereas an active slotis not. Every time an idle slot is interrupted, the residual idle time is saved for future use up.The modi�cation described above is illustrated as an FSM in Figure 4.The key features are:� Idle to Active state transition is �red by the event (fa ^ fd) where fa: admit function andfd : data present ag.The following actions ensue:1. save residual time by freezing the counter.2. initiate transmission and go to active state.3. every slot timer interrupt in idle state will cause transition to itself after resettingthe counter.� Active to Idle state transition is �red by the timer interrupt.1. if ((fa ^ fd) = 1, initiate another active slot.2. else initiate an idle slot and go to idle state.10
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Ti = . τwiFigure 5: SRTS with variable burstinessIf we choose �eff to be 40, for a bucket size(of an equivalent LBP) of 18,max burst size b0 = b=(1� �t=�p) = 30.Thus W1 = NW1 = 30.for W2 = 75, NW2 = 30 + 45 � 40=100 = 48:W3 corresponds to the large duration over which the average policing is enforced.For a choice of W3 = 450, NW3 = �eff � � �W3 = 450�40/100 = 180.The exact choice of W2 and W3 is currently arbitrary and can be tailored to suit the speci�capplication stream. The only criteria is that overW2 , we assume the equivalent LBP to generatea LBAP stream whereas over the larger window W3 , an averaging property is expected. Theinuence of the source leading to a judicious choice of W2 and W3 is yet to be investigated.7 Performance Study & ResultsThe performance characteristics of SRTS is studied in this paper in two parts. In the �rst part,we investigate the controlling e�ect of shaper parameters on the input tra�c characteristics.Delay, loss and burstiness behavior at the output is studied for di�erent window parameters andinput burstiness. The adjustable burstiness feature is demonstrated in this study. In the secondpart, we dimension the proposed SRTS shaper and a LB shaper equivalently and compare themean and peak rate policing behavior with delay and loss as the performance parameters.7.1 SRTS Characteristics and Features7.1.1 Simulation ExperimentsThe experiments performed to study the controlling e�ect of shaper parameters on input char-acteristics is described in this section. As mentioned in Section 2.2, the source is assumed tobe of ON-OFF bursty type. Three simulation experiments are performed as detailed below. Inall the cases, W1 = NW1 = 30; W3 = 450; NW3 = 180; NW2 = 48; Size of control window W2is a variable parameter. Each simulation run is performed with 107 packets. These values arechosen based on the discussion in the previous section.12
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Figure 6: (a)Mean Delay and (b)Loss Characteristics Vs input burstinessExperiment 1 In this experiment, we study the delay characteristics of the tra�c shaper asa function of the input burstiness for di�erent window parameters. Size of data bu�er is verylarge to keep losses close to zero. The input burstiness is varied by adjusting the ON period,keeping the OFF period constant. Intercell time is 10msec and hence �p = 100. Since the longterm average policed rate is �t, the range of ON period variation is such that �a remains ��t for stability. Thus (TON=(TON + TOFF ) � 100) < �t, which is �xed at 40. Input burstinessis varied from 5 to 10 by keeping the OFF period constant at 800 msec and adjusting the ONperiod. Figure 6a gives the delay distribution for window sizes of 75 and 60. The number ofsimulation runs are such that the results are accurate to within 5% with 95% con�dence level.Experiment 2 In this experiment, we study the loss characteristics incurred by SRTS shapingas a function of the input burstiness for di�erent window parameters. Data bu�er size is �nite.In this case, the input burstiness is varied by keeping the ON period constant at 200 msec andvarying the OFF period.Simulation is conducted for su�cient number of packets to yield loss probability values ofup to 10�6 (See Figure 6b).Experiment 3 In this experiment, we study the output burstiness as a function of windowparameters, for the same source burstiness. Since the output stream is of an arbitrary natureunlike the input stream which is described by a bursty ON-OFF model parameters, we use ratioof Variance to Mean of cell interarrival times [9, 16] for characterizing the burstiness. We willuse the term \burst factor" for this ratio to di�erentiate this de�nition of burstiness from thede�nition given in Section2.2. Figure 7a presents the result for 2 source ON-OFF characteristics.Keeping the ON time at 200msec, measurements are taken for two OFF period values, namely800msec and 1800msec respectively.Figure 7b illustrates the e�ect of window size on mean delay. The number of simulation runsare such that the results are accurate to within 5% with 95% con�dence level.7.1.2 Observations & InferenceMain observations in the simulation results and inferences drawn, thereof, are as follows.13
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Figure 7: (a)Output Burst Factor and (b)Mean Delay Vs Window size1. Increase in input burstiness (as de�ned in Section 2.2) causes a reduction in the meandelay. This is expected since a larger burstiness implies a shorter source active period fora constant OFF period. As can be seen in Figure 6a, a smaller window size W2 for thesame NW2 admits burstier streams than would be admitted by a correspondingly largerwindow size for the same NW2.2. For the �nite bu�er case, the loss characteristics are presented in Figure 6b. For reasonssimilar to the results in the previous experiment, a smaller window reduces the losses. Thedi�erence is however not as much pronounced as in the previous case.3. The output burst factor variation demonstrated in Figure 7a is a signi�cant result inconcurrence with our concept of a \controllable" burstiness. A shaper with a larger controlwindow size generates a smoother output stream. The burstiness of the output can betuned to provide higher bandwidth utilization at the switches.4. The results of Figure 7b provide a means of selecting the window parameters suitablefor the delay requirements of the application. By judiciously selecting the window-2 pa-rameters, namely W2 and NW2, it is possible to tune the shaper behavior based on theapplication characteristics and the performance requirements. Although the general inu-ence of the parameters is apparent, the precise correspondence between the source behaviorand the window parameters needs to be established for di�erent practical sources.7.2 Comparison of SRTS and LB Policing7.2.1 Establishing EquivalenceFor comparing the performance of SRTS with the LBP scheme, the parameters of the twoschemes have to be chosen to establish a functional equivalence. In this paper, we use a SRTSwith two windows. Our aim in this experiment is to obtain the transfer characteristics OCAdepicted in Figure 2 and study its e�ects. The shaping parameters are the window sizes W1,W2 and the maximum number of packets permitted in each window NW1, NW2. The windowparameters can be derived from the key observations made earlier regarding the LBP scheme.The maximum burst size b0 for the LBP is b0 = b=(1� �t=�p). If we observe the number ofpackets within a window of size W(say), the maximum number of packets allowed NW within14
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Figure 9: (a)Loss and (b)Delay characteristics vs normalized peak rateExperiment 1 In this experiment, we study the loss and delay characteristics for di�erentsource mean rates. The mean rate variation is achieved by varying the OFF time keeping meanON time = 200 and mean policed rate, �t = 40. With the overdimensioning factor of 1.5, thenegotiated mean rate = 26.67. The OFF time is varied such that�p=(1 + (TOFF )(200) ) � 26:67. Thus TOFF > 550 for a well behaved source. X axis shows thenormalized mean rate. For the �rst part which estimates the violation probability, a �nite databu�er of size 20 is assumed. In a practical case, the size can be based on the maximum accessdelay that can be tolerated by a particular application. For the second part of the experimentwhich studies the access delay, size of the data bu�er is kept very large so as to keep lossesclose to zero. The experiment is performed for two values of the peak rate, 100(�p = 10) and62.5(�p = 16). The results are shown in Figure 8.The number of simulation runs are such that the results are accurate to within 5% with 95%con�dence level.Experiment 2 In this experiment, we study the loss and delay characteristics for di�erentsource peak rates. Thus we compare the peak rate enforcement provided by the SRTS and theLBP. For each run, the peak rate and the OFF duration are adjusted to keep the mean rateconstant. X axis plots the normalized peak rates. The experiment is repeated for two valuesof the mean rate, 25 and 20. Both these values are within the negotiated rate of 26.67. Otherparameters are as in the previous experiment. The results are shown in Figure 9.7.2.3 Observations & InferenceMain observations in the simulation results and inferences drawn, thereof, are as follows.With reference to Figure 8a, for an input stream with peak rate 100 (corresponding to thepeak rate limit built in the shaper, SRTS has much lesser loss probability for mean rates up tothe policed rate (1.5 * source mean). Beyond this, both the curves converge quickly. At the lowerpeak rate of 62.5, however, there is a crossover between the SRTS and LBP loss curves. This weattribute to the fact that the source tra�c is smooth in this region and the advantage of SRTSin favoring short term burstiness is not made use of. In both the cases, the steeper gradient ofthe SRTS curve is an indicator of its e�ectiveness as a mean rate policer. The exible admissionof short term burstiness results in a lower access delay for the SRTS. This fact is evident from16



Figure 8b. For well behaved sources with mean rate below the negotiated value, lower the meanrate, better the performance of the SRTS. This is true from the point of view of loss probabilityas well as access delay. At 0.6 times the mean rate, the access delay introduced by the SRTS isone order less than that introduced by the equivalent LBP.Figure 9 depicts the response of the shapers to peak rate violation. For the loss curves,violation is more gradual than in the mean rate case. For our simulation which assumed adata bu�er of size 20, SRTS yields lower values of violation probability than the LBP for tra�cconforming to the negotiated rate. This is due to the more liberal admission policy for burstinessexisting over short durations. The access delay curves for the two shapers are almost parallelto each other. As in the previous case, SRTS shaped streams have a consistently smaller accessdelay compared to the LBP case. However, compared to the delay characteristics for mean rateviolation behavior, peak rate violation curves for SRTS as well as LBP do not exhibit steepgradients.The advantages of the SRTS policy in terms of lower violation probability and access delayfor tra�c within the negotiated rates is due to the the larger operating regime shown in Figure 2.The above advantage of the SRTS however comes at a cost. The SRTS output is burstier thanits LB counterpart. This would necessitate a more careful bu�ering and scheduling design at theswitches to prevent congestion at the intermediate nodes. Since the network link transmissionrate is generally much higher than the maximum source transmission rate, we expect that theuctuations at the SRTS output will be e�ectively smoothed by the statistical multiplexinge�ect at the switches. Also, since the maximum burst size is limited and the long term behavioris bounded, the bu�ers and the schedulers can be dimensioned appropriately at the switches toprovide the required degree of loss and delay guarantees.From the point of view of minimizing congestion within the network, the policy adopted bythe LB is quite e�ective. LB reduces the delays within the network by transferring them on tothe input side. However, the stringent enforcement increases the access delay and hence raisesquestions regarding the suitability of LB for real time tra�c. We show through this study thatthe access delays can be reduced by adopting a more liberal attitude over shorter durationswhile maintaining the LB bounds over larger durations. For the same bandwidth allocation atthe switches, such a policy is shown to perform better for real time source tra�c.8 Summary and ConclusionIn this paper, we proposed a exible tra�c shaper and compared its performance with a LBP.The motivation for the new scheme is derived from the output characteristics exhibited by theLBP. Two main goals were set. One is to provide an adjustable burstiness feature so thathigher bandwidth utilization along with reasonable guarantees can be obtained. The secondwas to reduce the access delays for real-time tra�c by being more liberal in permitting shortterm burstiness. The window based shaping policy adopted in the SRTS scheme can be used toachieve both the goals.The performance of the proposed shaper is studied in two parts. In the �rst we study thee�ect of window parameters on input characteristics and demonstrate the adjustable burstinessfeature. In the second part, we compare the loss and delay performance of a 2-window SRTS anda LBP. By adopting a more liberal, yet bounded attitude over short durations, SRTS reducesthe access delays for time critical tra�c.For providing the desired utilization and guarantees, a tra�c shaper must work in unison withthe bu�er management and scheduling schemes at the switches. A composite study involvingthe shaper and the scheduler is necessary to see the e�ect of SRTS shaping on end to endperformance. Such a study will constitute our future research.17
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