


ABSTRACT

Title of Thesis: IP ROUTING AND KEY MANAGEMENT FOR SECURE
MULTICAST IN SATELLITE ATM NETWORKS

Degree candidate:  Ayan Roy-Chowdhury

Degree and year: Master of Science, 2003

Thesis directed by: Professor John S. Baras
Department of Electrical and Computer Engineering

Communication satellites offer an efficient way to extendnticast services for
groups in wide-area networks. This poses interesting ehgéls for routing and
security. Satellite networks can have wired and wireledssland different link-layer
technologies like Ethernet and ATM. For security, the noalsit traffic should be
restricted to legitimate receivers, which can be achieweddta encryption.This
requires secure and efficient methods to manage the eramy#ys. This thesis
attempts to solve the above problems for secure multicagide-area networks that
have Ethernet LANs interconnected by ATM-based satelhnoels. The thesis
reviews the multicast services offered by IP and ATM and psgis a multicast routing

framework for hybrid satellite networks. The thesis als@stigates current group key



management protocols, and designs a scheme for secureadabls&ey management
for the proposed multicast architecture. The various psed@schemes are presented in

detail, alongwith analysis and simulation results.



IP ROUTING AND KEY MANAGEMENT FOR SECURE
MULTICAST IN SATELLITE ATM NETWORKS

by
Ayan Roy-Chowdhury

Thesis submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment
of the requirements for the degree of
Master of Science
2003

Advisory Committee:

Professor John S. Baras, Chair
Professor Virgil D. Gligor
Professor Min Wu



(© Copyright by
Ayan Roy-Chowdhury

2003



DEDICATION

To Baba, Ma and Chordibhai.



ACKNOWLEDGMENTS

| am grateful to my advisor, Dr. John Baras, for his supparigignce and
encouragement. | would like to thank Dr. Virgil Gligor and. in Wu for agreeing to
serve on my committee and for reviewing this thesis.

My colleague, Nalini Bharatula, has helped me tremendouigiyn indebted to her.
| am also thankful to Vijay Bharadwaj, Gun Akkor, Dr. Majid Rsi-Dehkordi,
Karthikeyan Chandrasekhar and Maria Striki for their haelpmalyzing the problems.
Prabha Ramachandran and Gun Akkor were very helpful imqaiitg the thesis
document. Thanks also to Radostina Koleva for her valuaadidack on the
presentation.

Thanks are due to the ISR and SEIL staff, notably Althia Kirend Trevor
Vaughn, for their help in administrative matters.

| gratefully acknowledge the financial support that | haweereed as a Graduate
Research Assistant, from the Institute for Systems Rekgtmough the following
contracts and grants: NASA - Goddard Space Flight Centerti@ct number
NAG59150), NASA Glenn Research Center (contract number B828) and NASA

Marshall Space Flight Center (contract number NCC8-235).



The work reported in this thesis was made possible by a gramt fockheed
Martin Global Telecommunications, through Maryland Ingas$ Partnerships under

contract number 251715.



TABLE OF CONTENTS

List of Tables Xi
List of Figures Xil
1 Introduction 1
1.1 Contributions . . . . . . . . . . e
1.2 Organization. . . . . . . . . . . e
2 IP Multicast: Concepts and Routing Protocols
2.1 IP Multicast Fundamentals . . . . .. ... ... ... .........
2.2 Wide-Area Multicast Routing via Satellites . . . . ... ... ... 10
2.3 Challenges of Multicast Routing Protocols . . . . . ... ...... 13
2.4 Intra-domain Multicast Routing Protocols . . . . . .. ... .. .. 14
2.4.1 Multicast Extensions to Open Shortest Path First (ME)S . . 15
2.4.2 Distance Vector Multicast Routing Protocol (DVMRP) . . . 16
2.4.3 Core-Based Tree (CBT) . . ... .. .. .. ...
2.4.4 Protocol Independent Multicast - Dense Mode (PIM-DM) . 21
2.4.5 Protocol Independent Multicast - Sparse Mode (PIM-SM. . 22



2.5 Inter-domain Multicast Routing Protocols . . . . . . ... ... .. 26
2.5.1 Hierarchical DVMRP (HDVMRP) . . . . . .. .. .. ... .. 27
2.5.2 Hierarchical PIM (HPIM) . . ... ... ... ......... 28
253 PIM-DM/PIM-SM . . . . . . . 29
2.5.4 Border Gateway Multicast Protocol (BGMP) . . . .. .. .. 29
3 ATM Support for IP Multicast 32
3.1 ATM Point-to-MultipointVC . . . . . . . . .. .. .. ... ...... B
3.2 ATM Multipoint-to-Multipoint Communication Model . . . . . . .. 34
3.21 VCMesh ... . .. . 34
3.2.2 MulticastServer(MCS) . . . ... .. .. ... ... ..... 36
3.3 IP Multicast Support in ATM: MARS Architecture . . . ... .... . 39
4 Framework for IP Multicast Routing in Satellite ATM Netvkor 43
4.1 Satellite Network Architecture . . . . . . .. ... ... ... ... 43
4.2 IP/ATM Multicast Routing Framework . . . . . . . .. .. .. .. .. 45
4.2.1 Selection of Intra-domain Multicast Routing Protoco . . . . 45
4.2.2 Selection of Inter-domain Multicast Routing Protoco . . . . 46
4.2.3 Description of the Multicast Routing Framework . . . . .. 49
4.2.3.1 IP Multicast Framework in each Subnet. . . . . . . . 49

2.4.6 Multicast Internet Protocol (MIP) . . . . ... ... ..... 26

4.2.3.2 ATM Multicast Framework over the Satellite Links .0 5

Vi



4.2.3.3 Creation of a Multicast Group When a Source Be-

comesActive . .. ... oo 52
4.2.3.4 Source Join to an Existing Multicast Group . . . . . . 56
4.2.3.5 Receiver Jointo a MulticastGroup . . . ... .. .. 57

4.2.3.6 Source Leave from a Multicast Group with One Sour@ 5

4.2.3.7 Source Leave when Multiple Sources are Present. 0. 6

4.2.3.8 Receiver Leave from a Multicast Group . . . . . . . . 60
4.3 Issues with the Multicast Framework . . . . . ... ... ... ... 62
Routing Framework Simulation and Results 64
5.1 Implementationlissues . . .. .. ... ... .. .. ... ... 64
5.2 Simulation Configuration . . . . .. ... .. ... ... ........ 6 6
5.3 SimulationResults . . . .. ... L 68
5.3.1 Many-to-Many ScenarioResults . . . . .. ... ... ..... 68
5.3.2 One-to-Many ScenarioResults . . . . .. ... ... ...... 71
Review of Group Key Management Protocols 78
6.1 Features of Group Key Management Systems . . . . .. ... ... 78
6.1.1 Security Requirements . . . ... ... ... ... .. ... 78
6.1.2 CostMetrics . . . . . . . .. ... 79
6.2 Security Terminology . . . . . . . . . .. 81
6.3 Centralized Key Distribution vs. Distributed Key Maeagent . . . . . 82
6.3.1 Centralized Key Distribution . . . . . ... ... ........ 28

Vil



6.3.2 Distributed Key Generation . . . . ... ........
6.4 Review of Key Management Protocols . . . . .. ... .. ..
6.4.1 Key Predistribution Systems . . . ... .. ... ...
6.4.2 BroadcastEncryption. . . .. ... ... ... .. ...
6.4.3 SecurelLock .. ... ... ... ... . ...
6.4.4 Conditional Access Systems . . . ... .. ... ...
6.4.5 Group Key Management Protocol . . . . ... .. ..
6.4.6 Key Agreement based on Hidden Fractional Keys . . . . ..
6.4.7 Group Diffie-Hellman Protocols . . . . ... ... ...

6.4.8 Tree Based Key Distribution Protocols . . . . . . . ..

7 Multicast Key Management in Satellite ATM Network

7.1 Trust Model and Security Assumptions. . . . . . ... .. ..
7.2 Tiered Tree Based Key Management . . . . .. .. ... ...
7.2.1 Key Managementinthe Overlay: RP Tree . . . . . ..
7211 RPTreeSetup .. ... ............

7.2.1.2  Tree Update on Member Join, Leave . . . .

7.2.1.3  Tree Removal on Group Termination . . . .

7.2.2 Key Managementin the Subnet: SN Tree . . . .. ..
7221 SNTreeSetup. ... ... ... ... ....

7.2.2.2 Tree Update on MemberJoin . . . . .. ..

7.2.2.3 Tree Update on Member Leave . . . . . . .

viii

... .84



7.2.2.4 Group Termination . . . ... ... ... ...... 118
7.2.3 Synchronization of Group Information at the RP 118
7.2.4 Secure Data TransmissioninaGroup . . . . .. .. ... .. 9 11
7.2.5 Algorithms for Managingthe Key Tree . . . . . .. .. .. .. 012
7.25.1 One-WayFunctionTree . . . . ... ... ...... 121
7.25.2 ELKProtocol .. ........ .. ......... 122
8 Key Management Framework Analysis and Simulation 124
8.1 Security Analysis . . . . . .. ... 124
8.1.1 Passive Adversary . . .. ... .. ... ... 124
8.1.2 Active Adversary . . . . . . . .. 125
8.2 CostAnalysis . . . .. . . .. . ... 128
8.3 Simulation. . . . .. ... 134
83.1 Results . ... ... .. ... 135
8.3.1.1 One-to-Many Traffic Scenario. . . . .. .. ... .. 135
8.3.1.2 Many-to-Many Traffic Scenario . . . . . ... .. .. 138
9 Conclusions and Future Work 146
9.1 Commentsonthe Routing Framework . . . . ... ... ... .... 46 1
9.2 Comments on the Key Management Framework . . . . . . ... .. 147
9.3 Conclusions . . . . . . .. 149
9.4 FutureWork . . . . . . . 151



Bibliography 160



3.1

6.1

6.2

7.1

8.1

8.2

8.3

LIST OF TABLES

Cost of VC usage in VC mesh and MCS architectures . . . . . . .. 38
Comparison of Key Management Schemes-1 . . . ... ... ... 98
Comparison of Key Management Schemes-2 . . . . ... ... .. 99
Comparison of LKH,OFTandELK . . . . ... ... ......... 123

Communication Cost in Tiered Tree Based Key ManagemigntyH
algorithm. . . . . . . . 129
Total Communication Cost in Tiered Tree Based Key Mamesyg with

LKH algorithm. . . . . . .. . ... ... 130

Storage Cost in Tiered Tree Based Key Management with al§blrithm.130

Xi



2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

2.10

3.1

3.2

3.3

3.4

3.5

3.6

LIST OF FIGURES

AMulticastGroup . . . . . . .. 8
Satellite Network Topologies[1] . . . ... .. .. ... .... .. 12
MOSPF Inter-Area Multicast . . . . . . . ... ... ... ....... 61
RPF Algorithm using Floodand Prune . . . . . . . ... ... .... 18
CorebasedtreeinCBT . . . . . . . . . ... .. ... ... ... 19
Shared RP Tree inPIM-SM . . . . . . .. ... .. ... ... ..... 23
Source-specific shortest-pathtree inPIM-SM . . . . .. ...... .. 24
Inter-region Multicast TreeinHDVMRP . . . . . . .. .. ... .. 27
Hierarchical Multicast Tree in HPIM . . . . . . . . . ... ... .. 28
BGMP Inter-domain Multicast Architecture . . . . . ... ... .. 31
Point-to-Multipoint Virtual Connection . . . . . .. ... .... ... 33
VC Mesh Architecture . . . . . . . . . 35
MCS Architecture . . . . . . . . ... 36
IP-ATM address mapping tableat MARS . . . . . ... ... ... .. 9 3
MARS Architecture . . . . . . .. ... 41
IP/ATM Multicast using MARSandVCMesh . . . .. .. ... .. .. 24

Xil



3.7

4.1

4.2

4.3

4.4

4.5

4.6

5.1

5.2

5.3

5.4

5.5

5.6

5.7

5.8

IP/ATM Multicast using MARSandMCS . . . .. ... ... ....

The Satellite Network Architecture . . . . . . . .. ... ... ...
Logical Grouping in the Satellite Network Architecture . . . . . . .
The IP/ATM Multicast Framework . . . . . .. .. ... ... ...,
Creation of One Multicast Group Across Subnets . . . . . ...... .
Source Join to Existing MulticastGroup . . . . . . . . .. ... ..

Receiver Join to Existing MulticastGroup . . . . . .. .. .. ...

Multicast Routing: Many-to-Many Simulation Scenario Yoice
Multicast Routing: Many-to-Many Simulation Scenario Yideo
Many-to-Many Multicast: Uplink Throughput and Load fdvice (X-
axis is the simulation duration in minutes). . . . . . .. .. ... ..
Many-to-Many Multicast: Uplink Throughput and Load fdideo (X-
axis is the simulation duration in minutes). . . . . . .. .. ... ..
Many-to-Many Multicast: Total IP Packet Drop CompanigX-axis is
the simulation durationinminutes). . . . . .. ... ... ... ...
Many-to-Many Multicast: Application Traffic End-to-@rDelay (X-
axis is the simulation duration in minutes). . . . . . .. .. ... ..
Multicast Routing: One-to-Many Simulation ScenarioVoice
One-to-Many Multicast: Traffic Sent and Received (Xsagithe simu-

lation durationin minutes). . . . . . . ... ... ...

Xiii

55

56

58

68

69

70

71

73

74



5.9 One-to-Many Multicast: Total IP Packet Drop Compariggraxis is

the simulation durationinminutes). . . . . .. .. .. ... ..... 76
5.10 One-to-Many Multicast: UBR Cell Loss Ratio (X-axisletsimulation

durationinminutes). . . . . . . . . ... 76
5.11 One-to-Many Multicast: End-to-end Delay for Voice Aipgation (X-

axis is the simulation duration in minutes). . . . . . .. .. ..... 77

5.12 One-to-Many Multicast: End-to-end Delay for Video Aipgtion (X-

axis is the simulation duration in minutes). . . . . . .. .. ..... 77
6.1 GKMP Framework . . . . . .. ... . . . . . ... 89
6.2 Message Exchanges for Key Agreement using Fractionsg Ke. . . . 90
6.3 Key Agreement in Group Diffie-Hellman . . . . . . ... ... ... 93
6.4 Binary Logical Key Treeof8Nodes . . . . ... ... ... ...... 49
6.5 KeyUpdate in a Binary LogicalKey Tree . . . . .. ... ... ... 95
7.1 Logical Grouping in Tiered Tree Framework . . . . . .. .. .. .. 105
7.2 RPTreeandSNTree . . ... .. . . . . ... .. 107

7.3 IP-ATM address mapping table at MARS with security edeaments . 109

8.1 Comparison of Key Management Schemes: Total StorageiiRetent 131
8.2 Comparison of Key Management Schemes: Total Number sEktges

RequiredforSetup. . . . . . . . . . . .. L 132

Xiv



8.3

8.4

8.5

8.6

8.7

8.8

8.9

8.10

8.11

Comparison of Key Management Schemes: Total Key Updiate®in

and Leave . . . . . ... e

Key Management: One-to-Many Simulation Scenario . . ...... . .
Tiered Tree Framework - One-to-many: Total Key Managenieaffic

Sent in bytes/sec (top-graph Y-axis) and bytes (bottomlghapxis).

X-axis is the simulation duration in minutes. . . . . . ... ... ..
Tiered Tree Framework - One-to-Many: Traffic in RP Treé 8N Tree
(X-axis is the simulation duration in minutes). . . . . . ... .. ..
Tiered Tree Framework - One-to-Many: Total Key TrafficBged and

Sent by Root RP in packets/sec (Y-axis). X-axis is the sitmaralura-

tioninminutes. . . . . . . . . ..

Tiered Tree Framework - One-to-Many: Savings in TieregeTKey
Management (X-axis is the simulation duration in minutes).. . . . .
Key Management: Many-to-Many Simulation Scenario . ...... . .
Tiered Tree Framework - Many-to-Many: Total Key Marragat Over-
head for All Three Multicast Groups. Top graph gives the sexte in
bytes/sec (Y-axis) while the bottom graph shows the traéfit ;1 bytes
(Y-axis). X-axis is the simulation duration in minutes. . . . . . . ..
Tiered Tree Framework - Many-to-Many: RP Tree TraffiotSes. SN
Tree Traffic Received by Root RPs (Y-axis shows the traffic aokp

ets/sec; X-axis is the simulation duration in minutes). ...... . . . .

XV

138

142

143



8.12 Tiered Tree Framework - Many-to-Many: Total Key Traifs&c RP Tree
Traffic for 3 Groups (Y-axis shows the traffic in bytes/secaXs is the
simulation durationinminutes). . . . . .. ... ... ... .. ... 441

8.13 Tiered Tree Framework - Many-to-Many: Key Managemeatfic for
Selected Group Members in one LAN (Y-axis shows the trafiint/seceived

in bytes/sec; X-axis is the simulation duration in minutes). . . . . . 145

XVi



Chapter 1

Introduction

IP multicast routing [2] is a network layer mechanism thailes resource-efficient
communication services for applications that send the stateeto multiple recipients
simultaneously. The source transmits a single copy of the da intermediate router
makes a copy of each incoming multicast packet to retranmmatach outgoing link
towards the destinations reachable from it. This makes@ificise of network
bandwidth compared to sending multiple unicasts, whersdliece sends a copy of the
packet separately to each receiver. Like broadcast, rasttadlows simultaneous
delivery to a set of clients, but multicast is selective iatttihe client set is a subset of
the total set of nodes in the network. Applications that camdbit from use of
multicast include webcasts, online stock updates, shacekispace, video- and
voice-conferencing, distributed interactive simulatible transfer, database access,
and online gaming.

Satellite networks offer a natural method to extend the icast services in
wide-area networks where the sources and recipients aedysdparated from one

another. Satellites offer high bandwidth for broadbangises, as many multicast



applications are. Their broadcast nature allow the souccesach multiple recipients
simultaneously. Fogeostationaryorbit satellites, the transmission from the source to
recipients can be accomplished in a single hop, even if ttipients are
geographically remote. The satellite networks are seattaioed and require less
infrastructure compared to terrestrial fiber-based nekgy@nd hence can be set up
rapidly. Satellites also offer an attractive option foreirtonnection of geographically
distributed high-speed terrestrial networks. Satelkieshence expected to play a
greater role in transmission of broadband multicast traifibe future.

There is, however, little support today for IP multicastésgs over satellites. Most
of the IP multicast routing protocols have been proposedétworks with
homogeneous “tree” or “mesh” characteristics; they do nasaer the satellite
network architecture that can be hybrid in nature. Also, IRtiwast implicitly assumes
that Ethernet is used as the underlying access layer. Ethleas native support for
multicasting, therefore integrating IP multicasting withernet multicast is relatively
simple. However, the integration becomes much more coelitif we consider link
layer technologies other than Ethernet. For example, ATMritanative support for
multicast, and requires a fairly complex mechanism to suppeiwork layer multicast
services over ATM links. Therefore, the design of IP muliia@uting in a satellite
network that supports a combination of Ethernet and ATMdiiska fundamental issue
that needs to be addressed. This is the routing problem wessloh this thesis.

The multicast model is “open” in nature - any host can join dticast group and

receive data. But in order for a multicast service to be cororally viable, it is



important that access to the multicast data be tightly cdlet¥ so that only paying or
authorized receivers can read the data. The multicastgptiotocols do not give
options to restrict receivers. Instead, access to the datde controlled by means of
encryption - the source encrypts the application conteingus key; the decryption key
is distributed to all authorized receivers. The mechanitkey distribution is
challenging when the set of authorized receivers changeamdigally, with users
joining and leaving the multicast group with time. Whenetver group membership
changes, it is necessary to change the shared keys for the.dflence there must exist
an efficient system that generates and delivers the grouptkegll members and
updates the keys on membership changes, ensuring that poartyn time only
authorized members have access to the decryption key tdahveathta in the group.
There have been several approaches to design efficient gegupanagemeht
systems [3, 4, 5, 6, 7, 8]. The design problem becomes motkerbag when we
consider large groups of the order of thousands or even emitiembers, spread over
a wide geographical area, as is the case for the wide-areliteatetwork that we
consider. Hence in this work we also propose a frameworkdouie key management

to ensure confidentiality of the multicast application data

1.1 Contributions

This thesis makes the following technical contributions:

The termkey managemen¢fers to key generation, distribution and key updates iroam



1. It proposes a design for routing that integrates IP witiviX6r end-to-end
multicast routing over a wide-area satellite network aegture, which has
Ethernet-based terrestrial links and ATM-based satadhnels. For the design

of the routing framework, the following issues are dealtwvit

e Analysis of IP multicast routing protocols and selectiormacuitable

protocol for the terrestrial networks.

e Analysis of the support for IP multicast in ATM and its limiians;
selection of a suitable mechanism for IP multicasting ovEK/satellite

links.

¢ Integration of the IP multicast routing protocol with ATM iitigast to

create the end-to-end multicast tree.

To demonstrate the viability of the routing framework, siations of the

framework are done and the simulation results are presented

2. This thesis addresses the problem of scalable and sesyirednagement in
satellite networks. An analysis of various well-known kegmagement protocols
is performed, and a framework is proposed for secure andldeainulticast key
management for satellite networks. The proposed frameeioskires
confidentiality of the multicast application; it scales lwé large number of users
spread across wide regions; and efficiently handles therdipsaof group

membership changes.



Simulation results are presented to demonstrate the fhigsib the key

management framework.

1.2 Organization

The rest of the thesis is organized as follows. Chapter 2rsdte fundamental
concepts of IP multicast and reviews some popular IP muitiseotocols. Review of
ATM multicasting is in chapter 3. Chapter 4 describes thevodt architecture and
details the design of the proposed multicast routing fraotewSimulation of the
routing framework and the results of the simulation are givechapter 5.

Some popular group key management protocols are analyzddpter 6. The
proposed design of the key management framework is deddnlhapter 7.
Simulation of the key management scheme and the resultsvareig chapter 8. We
present our conclusions in chapter 9, including highligtitadditional issues and a

discussion of future research directions.



Chapter 2

IP Multicast: Concepts and Routing Protocols

In this chapter, we first review the basic concepts of IP roaii and also discuss the
support for IP multicast in satellite networks. We then labkhe desirable features and
challenges of multicast routing protocols. We review soifrta® popular intra-domain
and inter-domain IP multicast routing protocols that hawerbproposed in the research

community.

2.1 IP Multicast Fundamentals

The original IP multicast model, proposed in [2], is basedi@notion of agroup,
identified by a uniquaddressand composed of a certain number of participants
(senders and receivers). Here we review the basic concefRamulticast, based on

the treatment in [9].

e |IP Address Space: The IP address associated with a mulficagh is assigned
from the class D address space, which can range from 22310.0.

239.255.255.255. Some of these addresses are pre-assigniedhe others can



be dynamically allocated at the time of group formation.

Member Registration: The IP multicast protocols make ugbeeinternet Group
Management ProtocdlGMP)[10] to find out about the participants in a group.
All receivers in a multicast group are required to exphcitgister the multicast
address for which they wish to receive data, by sending gguests to their

local IGMP-enabled multicast routers. When a receiver wémteave a group, it
sends an explicit leave request. The receivers can joineawe lat any time
during a multicast session. IP multicast hence “maps” ainadt address to a set

of receivers.

Registration is required only for receivers, but not for $keaders to a group. The
recipients can be anonymous; the sources need not know whedhivers are,

also the receivers do not know each other.

Multicast Tree: The join/leave requests of receivers areagad by
IGMP-enabled routers in the local network. These requaststhe data packets
sent by the sources, are forwarded by multicast-enabladnmulhe multicast
routers and the receivers together form tingticast delivery treeThe tree is an
acyclic spanning tree; the exact structure of the tree srdehed by the
multicast routing algorithm used. The receivers are alvedyke leaves of the
tree. The tree might have one or more root(s) or core(s),rdépg on the

routing algorithm. The core(s), if present, is a(are) neakt router(s). Figure 2.1

shows a multicast group structure in a network.



Multicast Router

@ Sender ® Receiver —~~~- Non—multicast Links

Links in Multicast Tree

Figure 2.1: A Multicast Group

The multicast tree can be eitheshared treei.e., a single common tree for a
multicast group; orsource-specific shortest path treggere every source for a

multicast group has its own individual tree rooted at therseu

Unidirectional or Bidirectional Forwarding: The multi¢asaffic in a group can
beunidirectionalor bidirectional In unidirectional forwarding, the source(s)
send the data packets to the core node; the data is then féavalong the
shared multicast tree to reach the set of receivers. Hematitecast data traffic

always flows downstream, from the core to the leaves.

In bidirectional forwarding, the multicast traffic from teeurce does not
necessarily have to go through the core router(s) to reactethipients in the

tree. Bi-directional forwarding is hence a distributed mgeh compared to



unidirectional forwarding.

e Managing the Multicast Tree: The management of the set efvers in a
multicast group depends on the routing protocol used. Th&ng protocol uses
IGMP to detect changes in group membership, and accordadjiysts the
multicast tree. The routing protocols make use of one ofthewing three

mechanisms to track membership changes:

— Flooding: A receiver advertises its address to all the sadéhe domain.
Flooding consists of forwarding a message on all outgoiteyiaces,
except the one it arrived from. Flooding is robust to linkdegs and packet
loss, but it has heavy overhead in terms of duplicate packé&sding is
suitable mainly for static multicast groups in which the nibemship does

not change with time.

— Centralized: A receiver advertises its membership onthéacore of the
multicast tree. The sources send to the core, which forwtartse
receivers. Centralized schemes have minimal overheadimtaaing the
multicast tree, but they suffer from the problem of singtenp of failure.
Also, the path from sources to receivers can be sub-opti@sitralized
schemes are suitable when the sources and receivers chaqgerftly

during a multicast session.

— Distributed: A receiver advertises its address only toesdd the multicast

tree. The nodes are discovered through probe messagesheiweceiver



and its neighbors. Distributed schemes have higher ovettiaa

centralized, but less than flooding.

In summary, support for IP multicast in wired networks regsithe following

mechanisms:

Allocation of a class D address.

Registration of the set of receivers.

Setting up the multicast tree and dynamic membership manege

Routing of traffic from the sources to the receivers alongtloéicast tree.

2.2 Wide-Area Multicast Routing via Satellites

Satellite networks have some inherent advantages in prayidulticast service:

e Satellites can provide faster Internet access and higheughput for
applications due to their direct one-hop connectivity ® liternet backbone,

bypassing congested multiple router-hops in terrestaalarks.

e Networks involving satellites can be set up faster comptoderrestrial
networks, since the broadcast area of the satellites@ltelite footprin} can be

quite large.

10



e The complexity in multicast routing protocols arise maifitym the necessity to
route multicast packets over multiple hops, avoiding cetegbroutes. This

complexity can be avoided in a satellite network.

Terrestrial multicast networks are usually duplex, buekiteé networks do not
necessarily have multicast capability in the return patfovAcost (shared satellite or
dial-up terrestrial modem) return link is often providedwliimited capacity compared
to the high-speed downlink [11]. The return channel is ne@mgsfor dynamic multicast
groups, for allowing the users to join and leave the groujmndus multicast session.

There are two common topologies for support of multicastiserin a satellite

network [1]:

e a satellite can be deployed abackbondor connecting local area networks
(LANSs) that are widely separated from one another. Each LABImultiple
terrestrial nodes and one or more satellite gateways timatgiénk to and
downlink from the satellite (figure 2.2(a)). The nodes intAN receive
transmission from, and send to, the satellite via the gatewdes. This

topology is thus hierarchical in structure.

e The other topology is thdirect-to-homgDTH), in which there are multiple
independent terrestrial nodes, each with its own connictivthe satellite. The
connections can be unidirectional or bidirectional. Thiewoek has a star
topology and user terminals have no access to other netwbhiesground

terminals access the terrestrial core network throughenwgst node located at
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the Network Operations Center (NOC) (figure 2.2(b)).
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Figure 2.2: Satellite Network Topologies|[1]

Most deployed satellites do not perform on-board switcliingrocessing; instead,
they broadcast the data packets on all outgoing links. Ewgatellites are planned to be
more sophisticated, supporting multiple spot-beams cogelifferent geographical
regions over a large area. These satellites will be ablerforpe on-board switching
and processing, and transmit the data packets only on tigeiogtlinks that are
necessary [12].

A geostationary satellite can connect large, widely-sateal; terrestrial networks.
The satellite will thus be a part of the multicast tree. If tie@works in a multicast
group are in different spot-beams, then the satellite vallento perform on-board
switching for the multicast traffic. The challenge thereft to design efficient routing
protocols that would allow the satellite to do “selectivebadcast and send out the

traffic only on the links that have receivers downstreamhéndurrent Internet,
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multicast groups that span widely separated networks caofeected to each other
through the use of multicasinnels e.g., the Multicast Backbone of the Internet
(MBone) [13]. Managing a multicast group in this settinguiegs a complex setup
with inter- and intra-domain multicast routing protoca@sgd the interfacing between
the two. The relative simplicity of the satellite networknaatfer a simpler design for
end-to-end multicast.

Most deployed satellites use their own link layer protoc@lse amount of
processing at the satellite is minimal. Since it is diffidolhave a generic design based
on proprietary protocols, one can look for standards thatkrsely matching. ATM is
attractive since it supports very fast switching. It wikalbe more lightweight
compared to IP routing. There have been proposals for sesallith ATM switching
support. Itis a challenging task to design a multicast rautramework that integrates
terrestrial Ethernet networks with ATM satellite channéslutions using existing
intra-domain protocols for the terrestrial networks, dedpwith inter-domain
protocols for managing the satellite connections betwkemétworks, will not be
efficient. Most protocols do not consider the broadcastreattithe satellite, or the

multicast limitations imposed by ATM.

2.3 Challenges of Multicast Routing Protocols

The technical challenges faced by multicast routing praare [9]:

e Minimize the load on the network - avoid loops and traffic camtcation on a
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link or subnetwork.

e Minimize the control message overhead required for setdpr@aanagement of

the multicast tree. Otherwise the protocol will not scaldl veelarge groups.

¢ Provide basic support for reliable transmission, i.e.teahanges have no

adverse effects on the data delivery to receivers on thecastttree.

e For the selection of optimal routes, consider different pagsameters like

resource availability, bandwidth, link delay, end-to-eleday, etc.

e Minimize the state stored in the routers. Else the protodlbhet scale to a large

number of groups.
e Minimize processing at the nodes in the multicast tree.

e The protocol should be incrementally deployable and work iven existing

network, without requiring upgrades in all routers and tbsthb.

2.4 Intra-domain Multicast Routing Protocols

Several protocols have been proposed for managing a natlgcaup within a domain.

We survey some of the well-known ones, based on the treaiméht14].
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2.4.1 Multicast Extensions to Open Shortest Path First (MBS

MOSPF [15] is the multicast extension of the Open Shortet Piast (OSPF) unicast
routing protocol [16]. OSPF is lank-staterouting protocol in which the routers
advertise the state of their directly connected links.

To add support for multicast, a new type of link state adsertient, called “group
membership LSA’, has been added to OSPF. The group mempé&rSAis give
detailed information on the routing topology and the reeelacations to every
MOSPF router, which can hence compute the shortest patfSREE) from each
multicast source to the set of receivers, without floodireittitial datagram from each
source.

MOSPF requires heavy computation at each on-tree routeofoputing the SPT
per source. For a network of nodes, the number of computations increase8 @¢?)
for every routing update. To improve scalability, the SPm ba computed on demand,
when the first datagram from a source reaches an MOSPF router.

Another way to improve scalability in MOSPF is to partitidretAS intorouting
areas which are interconnected using a backbone network (figige Rulticasting
within an areaiftra-area multicastingis done by computing the SPTs using group
membership LSAs. Multicasting across ardasef-area multicastinyjis done via the
backbone network. Inter-area multicasting is complicakeel to a variety of reasons
[14].

When the multicast group membership changes, MOSPF askerthanges in the
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Figure 2.3: MOSPF Inter-Area Multicast

set of receivers to all the nodes in the area. This triggeositimg state update at every
on-tree node, for each source. For a new active source, thieastirouters adjacent to
it, need to compute the SPT that originates at the new soliterefore if group
membership changes frequently, MOSPF is slow to react,ranas a heavy control
message (LSA) overhead. Also, MOSPF needs to maintaimigpatate entry for every
(source, multicast groypeven if the source transmits infrequently. The protocoidee
scales poorly to large groups. Partitioning the network areas as above offers no
significant advantage, whereas the complexity of multicasting increases. For the

above reasons, MOSPF is rarely used.

2.4.2 Distance Vector Multicast Routing Protocol (DVMRP)

DVMRP [17] is based onlistance vector routingDVMRP computes the multicast
routing paths based on the unicast routing tables constiumt the unicast Routing
Information Protocol (RIP)[18]. Hence, it is necessary $e RIP as the unicast

protocol if DVMRP is to be used as for multicast routing.
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For each multicast group, DVMRP version 3 [17] constructgse-based
unidirectional multicast trees; the routing metric is thember of hops in the path. The
multicast tree is constructed on-demand, when the inittd gacket from the source
arrives at a multicast router.

DVMRP uses “flood and prune” or Reverse Path Forwarding (RP¥)algorithm
to construct the multicast tree. The incoming interfaceamfhereceived multicast
packet is checked against the interface used to unicasefsalsiack to the source (RPF
check}. The initial multicast data packets dteodedto all the routers in the domain.
The flooded packet reaches a router R in a leaf subnet (figdyelRthere are no group
members present in the leaf subnet, R sends a “prune” mekaakge¢owards the
upstream router that forwarded the packet. The “prune” agesdicates that data
packets for the group from that particular source, shoutdeasent on the outgoing
interface that leads to R . If an upstream router receivesiagamessage from all
routers connected to all its outgoing interfaces, thenriwérds a prune message up the
tree.

The DVMRP multicast forwarding mechanism guarantees mimnmend-to-end
delay, since for each source an SPT is created. The algoistateo robust to avoid
routing loops. It is easier to implement compared to MOSPe domputational
complexity is also low in comparison. However, the floodingamanism can incur a

heavy overhead in large networks with many sources. AlsdyIBY is a soft-state

IRPF check is done to avoid forwarding duplicate packets {di@ops); however, routing loops can

occur in transient periods when the unicast routing table®eaing updated.
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——< Prune Message
— Multicast data path

Figure 2.4: RPF Algorithm using Flood and Prune: RoutersdRi8Rt5 have receivers
downstream and accept the multicast data packets. RouarRt and Rt7 send prune
messages to remove themselves from the SPT for source S.

protocol requiring periodic refresh of the multicast pr@tegte in each router, therefore
the multicast packets need to be flooded periodically. DVMBP also have heavy
overhead in terms of storage, since each on-tree routestieedaintain state for every
source per group. The routers that are not on the multicgs&tiso need to maintain
prune state in case new members can be reached via them irtdhe fHence for
networks where most hosts are both receivers and sourcéshere are a large
number of groups, each with many sources, DVMRP control caariheavy

consumption of network bandwidth and node memory [9].

2.4.3 Core-Based Tree (CBT)

CBT multicast routing protocol [20] uses a shared bidiawl tree for a group, in

contrast to source-based unidirectional shortest paghused in DVMRP.
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CBT was developed to improve on DVMRP and MOSPF by addresbmg
scalability problems that arise due to periodic floodingltmades (as in DVMRP),
and due to the need to maintain routing state per group ansbpece (MOSPF,
DVMRP). This is done using the single shared tree, whichirequess state
information to be maintained at each multicast router peugr For example, in
DVMRP, a router may need to maintain as many.ahtries of the form
(S;, G) fori € 1,..,n wheren is the number of senders in groGp ands; is thei"
sender. On the other hand, in CBT, a router needs to maintirgée entry of the form

(%, G) irrespective of the number of sendérs

New receiver

®

—— Join Message
<—-- Join Ack

Figure 2.5: Core based tree in CBT. When a new receiver jairfdpin” message is
sent by the local router towards the core. A “Join Ack” is sientesponse, creating
bidirectional hard state in the nodes that constitute tlaadir of the tree to the new
receiver.

CBT version 1 protocol (CBTv1)[21] is based on the use of ipldtcores A core

2Source-specific state can be used in CBT version 3, for backeeampatibility with other protocols
that might use the CBT domain as a transit domain [9]. Howesa@irce specific state is only set up on

the tree branches spanning the border router and the core.
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is a fixed router in the network that acts as the center of thHécast group. Every
multicast group has primary corethat is instrumental in setting up the multicast tree.
Group members send “explicit” Join messages towards tinegoyi core, creating a
branch ending in the primary core, or ending in an existirapbh of the tree.

However, a single core might lead to long delays and inefftaigilization of resources
for joining a group, particularly if the group members arel@ly dispersed. CBTv1
therefore allows multiplesecondary corewhich act as primary cores within a local
region; members in a local region join the secondary corégiwin turn join the

primary core. A secondary core has to join the primary colg once, irrespective of
the number of members that join the secondary core. Thisesdilne control messages
in the backbone network. However, using multiple cores ead to stability problems,
as explained below.

When a non-member source sends a packet, the packet is fieavizx the direction
of the core until it reaches a node on the tree. The node fdsmhe packets on all the
interfaces for the group, except the interface on whichrived (bidirectional
forwarding).

The primary drawback of CBT is that using a single sharedl&ads to “traffic
concentration” on a few links that are part of the shared {féxés can be avoided if
source-based trees are used. Another drawback is thatrttlersend the receivers are
not necessarily connected by the shortest path when usénghtired tree. Therefore
the delivery delay can be higher compared to using sourseebshortest path trees.

CBTv1 using multiple cores is not robust since it can leastpk. The Ordered
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Core Based Tree (OCBT) [22] was proposed as a solution tethldem. Hence, in
CBT version 2 [23], only a single core is supported for rohass and easy

implementation (figure 2.5).

2.4.4 Protocol Independent Multicast - Dense Mode (PIM-DM)

Protocol Independent Multicast [24] (PIM) has been progdee multicast routing in
an attempt to remove the deficiencies in other multicasimgydrotocols like DVMRP
or CBT, while incorporating their positive features. As ti@ne suggests, PIM is
independent of the underlying unicast routing protocolM ebmes in two flavors -
PIM Dense Mod€PIM-DM) andPIM Sparse Mod€PIM-SM). We describe PIM-DM
here, and PIM-SM in section 2.4.5.

PIM-DM [25] has been designed for networks that are densghylated with
members of a multicast group. PIM-DM builds the multicasetusing
“flood-and-prune” RPF, as in DVMRP. The primary differene#veeen DVMRP and
PIM-DM is that PIM-DM is independent of the unicast routingtmcol; it simply
requires that a unicast routing protocol exists to constheunicast routing tables;
PIM-DM uses the unicast routing tables to build the multi¢eese. PIM-DM assumes
that the unicast routes are symmetric. The packet forwgraimoutgoing interfaces is
also slightly different between PIM-DM and DVMRP. PIM-DM @pts additional
overhead to simplify the RPF check. Else, the two protocasrary similar and the

arguments for and against DVMRP apply to PIM-DM also.
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2.4.5 Protocol Independent Multicast - Sparse Mode (PIM-SM

PIM-SM [26] has been designed as a multicast routing protfoc@ sparsely
populated network. The definition of a regionsgmarserequires any of the following

conditions to be true [14]:

e The number of networks/domains with members is smaller thamotal number

of networks/domains in a region.
e Group members are widely distributed.

e The overhead of flooding all the networks with data followgdgbuning

networks with no members in them is significantly high.

In addition, the groups are not necessarily small and heywandic alteration of the
groups with a large number of members must be supported.

The features of PIM-SM design include [14]:

low-latency data distribution if the application requitew end-to-end delay;

¢ independent of the underlying unicast routing protocol;

e inter-operability with other multicast routing protocplke DVMRP or CBT;

e robustness - avoiding single point of failure, and to adaptefully to changes in

network topology; and,

e scalability - the control message overhead should not exa@ertain percentage

of the link bandwidth, irrespective of the size or distribuatof the group.
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To satisfy the above design requirements, PIM-SM suppatis $hared tree and
shortest path trees. PIM-SM uses the concept of a central foné multicast group,
like CBT. The central node in PIM-SM is called tRendezvous Poil(RP). A unique
RP for each group is determined based on the multicast grddness. The selection of
the RP is done by a router that is called Bmotstrap Route(BSR). The BSR is
dynamically elected within a PIM domain.

In PIM-SM, the routers responsible for managing group mestbp in the leaf
subnets are called tH2esignated Router®Rs). When any receiver wants to join the
multicast group, its DR sends an explicit “join” requesthie RP. The join message is
processed by all the routers between the receiver and ththBRRyuters save the state
information for the group. Thus a branch of the multicas fia the new member is

set up (figure 2.6).

——— Join Message
— Multicast tree forwarding
----»= Encapsulated data packet unicast

Figure 2.6: Shared RP Tree in PIM-SM. “Join” message for reseiver is sent by its
DR towards the RP till it reaches a on-tree router. The DRdarce S initially unicasts
encapsulated packets to the RP, which de-capsulates thetpamnd forwards them to
all receivers along the shared tree.
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When a sender wants to multicast to a group, its DR initiatiyapsulates the data
packets and unicasts them to the RP, which then forwardsetioapisulated data
packets to the receivers along the shared multicast traed€f)6). If the sender’s
traffic increases beyond a pre-determined threshold, tieeslortest path tree is
created rooted at the sender. All the routers on the shazedetween the RP and the
receivers send a “join” message towards the source and aépraessage towards the
RP, thereby creating the source-rooted SPT (figure 2.7) RPhéself joins the SPT.
Once the source-rooted tree is created, the source fonwregdtata packets along the
SPT, and not the RP-rooted shared tree (RPT). The RP costiaueceive a copy of
the multicast data packet (in native format), and forwah#sgacket along the shared
RP tree. This is done because there might still be receivieosare receiving from the
shared tree. It also ensures that new receivers who joinrthggare able to receive

data packets for the group till the time they switch to the SPT

DR

— Shortest—Path Tree

Figure 2.7: Source-specific shortest-path tree in PIM-SMthfe receivers switch to
the shortest path tree when the data rate of the source exadhteshold. The RP also
receives the data packets in native format from the shep@sttree.
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PIM-SM forwarding uses RPF check on the incoming interfacieace looping
packets. The unicast routing information is derived fromtinicast routing tables,
independently of the unicast routing protocol that cortrd them.

PIM-SM uses “semi-soft” states - the state information iohean-tree router has to
be periodically refreshed (by sending join/prune messagedch active entry in the
PIM routing table). The periodic messages can reflect clsmimg®pology, state or
membership information. If the periodic update messagetisateived from a
downstream router within the pre-set timeout period, thgesentry is deleted from the
upstream router’s local memory. Since the state informasigeriodically refreshed,
PIM-SM does not need an explitgar downmechanism to remove state when a group
ceases to exist.

PIM-SM and CBT share some similarities; both have been deslifor sparse
mode networks, and both use shared trees rooted at somalcede. However, in
PIM-SM the packets have to be first unicast to the RP, which thevards them down
the multicast tree - this is unidirectional forwarding, @posed to CBT bidirectional
forwarding. Also, PIM-SM can switch to the shortest patleinehich CBT lacks.

PIM-SM is a complex routing protocol; the amount of detaithie operation of the
protocol is extensive. It creates large routing tables aqdires significant memory at
the routers to store the multicast state. The complexityofgssing at the routers is
also high. However, the protocol has many attractive feastsuch as fast join to the
multicast tree, low latency for high data rate sources, sti®ss to loops and node

failures, that have led to its wide deployment.

25



2.4.6 Multicast Internet Protocol (MIP)

MIP [27] improves on some of the drawbacks that are faced it 8M and CBT. Like
PIM-SM, MIP is independent of the underlying unicast rogtprotocol, and it allows
construction of both shared trees and shortest-path tBegsinlike PIM-SM, the
multicast tree construction in MIP can be initiated by eittie sender or the receiver
or both. The two modes are interchangeable, and allows tstiean a tree that is
tailored according to the dynamics of the application amdgitoup size.

MIP useddiffusionoperations [28] to construct the multicast tree and manage t
multicast group. This allows the multicast tree to be lom®f even if the underlying
unicast tables are inconsistent and contain routing lodpsgcever, the diffusion
mechanism is heavy in terms of control overhead. Hence wtipapular like PIM or
CBT, where temporary loops are accepted for protocol suiipliThe loops also occur

rarely, since the unicast routing tables do not change é&etyin wired networks.

2.5 Inter-domain Multicast Routing Protocols

Several protocols have been proposed for managing a nailgoaup across different
domains. Here we address some of the protocols that attensphistruct a multicast
tree between domains, or branches of an existing intra-gdomalticast tree that
expand inter-domain. We do not consider the protocols tihditesss constrained
multicast routing, or policy routing. The descriptionseivhere are based on the

surveysin [9, 14].
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2.5.1 Hierarchical DVMRP (HDVMRP)

HDVMRP [29] aims to overcome the heavy overhead incurred YWIBP when
applied to wide-area networks consisting of many domains.

HDVMRP patrtitions a network into non-overlapping “regi¢ii@hich are different
from autonomous systems). It organizes the network intocaléwel hierarchy - the
top-level consisting of non-overlapping regions and theelolevel consisting of
subnets within regions (figure 2.8). DVMRP is proposed asrttez-region multicast
protocol. Any multicast protocol can be used for multicaghua a region. The regions
are interconnected through border routers that excharfigeriation about the regions
in the top-level only, and thus reduces the amount of inféionaexchanged between

the routers, and also reduces the number of entries in thimgaables.

Region 4

Region 3

Region 6 Region 5

Top-level (border) router

Lower—level (intra—region) router

Region 1
Region 2

Figure 2.8: Inter-region Multicast Tree in HDVMRP

However, HDVMRP floods data packets to the border routerd oégions, and
border routers that are not part of the group send prunesdaiva source network to

stop receiving packets. This implies a large overhead andtermance of state per
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source, even when there is no interest for the group. HDVMRB®raquires
encapsulating the data packets for transit between thenggivhich adds additional

overhead.

2.5.2 Hierarchical PIM (HPIM)

HPIM [30] was designed to overcome the drawback in PIM thattlacement of the
RP can be sub-optimal for a sparsely distributed group ingelaetwork.

HPIM uses a hierarchy of RPs for a group. Each candidate Ringelto a certain
level. An RP at a higher level has a wider coverage area. Averceould send join
messages to the lowest level RP (which is its local DR), whidkirn would join an RP
at the next higher level and so on, till the top-level RP iheal. Data flows in a

bidirectional manner along the tree of RPs (figure 2.9).

Level-2 RP

T~ \Join ACK

Join ACK_
-

é bé& &ééé

Figure 2.9: Hierarchical Multicast Tree in HPIM

The hierarchy of RPs helps in detecting loops and in decog@ontrol flow from

the data flow. Even if control packets follow sub-optimaltes) data packets follow an
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improved route. However, it is difficult to come up with a laeshical placement of
RPs without extensive knowledge of the network topology thwedreceiver set. Also,
the tree in HPIM does not perform well in terms of delays frdva $ource to receivers,

especially in the case of local groups.

2.5.3 PIM-DM/PIM-SM

The combination of PIM-DM and PIM-SM was an early proposalifder-domain
multicast routing - PIM-DM to be used for intra-domain rangj while PIM-SM will
connect the domains. Thus, PIM-DM will maintain sourceteatrees at every
domain, that will be connected by a shared tree (and sooaied trees) constructed
by PIM-SM. The RP set is advertised to all border routers @ititer-domain level, to
provide a mapping between each multicast group addresshandgpective RP.

The approach cannot be applied to a large heterogeneousrikedince the
mechanism to advertise RPs and the maintenance of sofestates in PIM-SM will
have heavy control overhead. The amount of state entriesreglto be maintained is
also not feasible for an inter-domain protocol (one stateydor the shared tree, and

then as many as the number of source-specific trees available

2.5.4 Border Gateway Multicast Protocol (BGMP)

BGMP [31] has been proposed to address the issue of inteaidamulticast routing.

BGMP is designed to inter-operate with any multicast ragipnotocol employed
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intra-domain, e.g., PIM-SM, CBT, DVMRP, etc.

BGMP associates each multicast group with a root or core anstaicts a shared
tree of domains, similar to PIM-SM or CBT. However, the raoain entire domain in
BGMP, and not a single router. The selection of the root darmaBGMP is based on
the multicast address prefix allocated by the Multicast AddfSet Claim (MASC)
protocol [32]. BGMP also makes use of the Border Gatewaydemt{BGP) [33]
which carries the multicast group prefixes between domaiddsaouters.

Specific ranges of the class D address space are associtttegous domains.
Each of these domains is selected as the shared tree roditdorgps whose address is
in its range. The association is done such that the root doimaisually chosen to be
the domain of the group initiator under the assumption thiatdomain will source a
significant portion of the multicast data.

Figure 2.10 shows the architecture of BGMP which consisth@following

components:

1. Domains or autonomous systems

2. Border routers with two components: (1) BGMP componedt(@y Multicast
Interior Gateway Protocol (M-IGP) component. The M-IGP @ament can be

any intra-domain multicast routing protocol.

BGMP runs on the border routers and and constructs a bitdinet shared tree
that connects individual multicast trees built in a domdine M-IGP component

informs the BGMP component in the border routers about groembership in the
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Internal Peers

/
Border Router

Figure 2.10: BGMP Inter-domain Multicast Architecture

Domain B

domain. This triggers BGMP to send “Join” and “Prune” messagom border router
to border router until the message reaches the root domaiorder router that is
already on the shared tree.

In order to ensure reliable control message transfer, BGMB over TCP. BGMP
routers have TCP peering sessions with each other to exeltamgrol messages. The
BGMP peers for a certain group are determined based on BGP.

Due to bi-directional forwarding, BGMP is not adequate feyrametrical routing
environments [9]. Moreover, BGMP can only support soungeestfic delivery criteria
in limited cases, for keeping the protocol simple. To obtagiobally available
multicast routing solution, the use of BGMP necessitatasittter-operability

problems, specific to the M-IGP being used, be solved.
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Chapter 3

ATM Support for IP Multicast

The IP multicast model is based on the premise that therétexisnologies at the
lower layers to natively support IP multicast service, éghernet broadcast which
does a simple mapping between IP class D addresses and &thrriticast addresses
to support IP multicast.

ATM networks based on UNI 3.0/3.1 [34, 35] do not provide tl¢ive multicast
support expected by IP; the specifications do not have theegf abstract group
address for multicasting as in IP. Therefore if a sender svenulticast data to a
group of recipients, it has to know apriori the ATM addressithe set of recipients,
and it needs to set up multicast connections rooted at,iteefie set of receivers
before it can send the data packets. This is in contrast tehee the multicast model
is receiver-initiated.

In this chapter we first look at the mechanisms provided by BRI3.1 to support
one-to-many communication. We then review the additioashlave been made to
support many-to-many communication, and finally look atdtpport for IP

multicasting in ATM.
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3.1 ATM Point-to-Multipoint VC

One-to-many traffic flow in ATM is done using a unidirectiopalint-to-multipoint
virtual connection(p2mpVC) (figure 3.1), which is specified in UNI 3.0/3.1. The
point-to-multipoint VC is initiated from the sender ATM gmaint by opening a
point-to-point virtual connection (p2pVC) to the the firsteiver ATM endpoint by
explicit ATM signaling mechanism. The sender subsequertttys “branches” to the
point-to-point VC, specifying the other receiver ATM adskes; the signaling ensures
that branches are created in the intermediate ATM switcheéb@path from the sender
to the set of receivers as appropriate. The sender is algonsible for connection tear

down when it ceases data transmission.

Switch1 Switch 2, Switch 3
veip velgq - vei t
VCI I VvCin D
(Root) B C (Leaf)
(Leaf) (Leaf)

Figure 3.1: Point-to-Multipoint Virtual Connection

From the source’s perspective, the point-to-multipointipears much like a
point-to-point VC. The source transmits a single copy oheaall; cell replication
happens at the ATM switches where branching occurs. Provits each leaf node
terminates the VC with the same ATM adaptation layer (AALva=e as used by the
source, this point-to-multipoint VC effectively suppott® unidirectional multipoint
distribution of higher level AAL service data units (AAEDUS) [36].

In UNI 3.0/3.1, an ATM node who wants to receive cannot adelfite the

p2mpVC. If the set of recipients changes during the lifetohthe connection, the
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source must explicitly add or remove any new or old reci@gy specifying the leaf

node’s actual unicast ATM address.

3.2 ATM Multipoint-to-Multipoint Communication Model

Emulating multipoint-to-multipoint service in ATM netwks based on UNI 3.0/3.1

can be done using one of two methods:
1. aVC meshor,

2. amulticast serve(MCS).

3.2.1 VC Mesh

The VC mesh is the simplest approach: each ATM sender criggt@sn unidirectional
point-to-multipoint VC with the set of receivers as the leatipoints. Nodes that are
both sources and receivers for a group will originate a sipgiint-to-multipoint VC

and then terminate a branch of one other VC for every othatesenf the group. This
results in a criss-crossing of VCs across the ATM networkgcleehe termmulticast
meshof VC meshFigure 3.2 shows a VC mesh with four ATM nodes, each actiriy bo
as source and receiver.

The primary advantages of the VC mesh approach are as follows

1. Optimal data path performanceell replication load is distributed across all the

switches in the network. Only switches on the multipointrilisition tree for a
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ATM Cloud

ATM endpoint

Figure 3.2: VC Mesh Architecture

given source carry traffic from that source.

2. Low latency the sender uses its own source-specific shortest pathwitbeut

depending on any shared mechanism to distribute data oahtdfb

3. Differential service since each sender uses a separate VC, it is possible to

provide different quality of service for different sendévghe same group [14].

The primary disadvantages of the VC mesh approach are:

1. High usage of resourceghere are as many point-to-multipoint VCs as there are
senders. The number of VCs increases linearly with the nuwftsources. For

large number of sources, this leads to high network resaronsumption.

2. Heavy signaling loadthe signaling load placed on the ATM network by a group
membership change is proportional to the number of activeces, since each
source has to update its point-to-multipoint VC to refleet thange in group

membership.
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3.2.2 Multicast Server (MCS)

The multicast server (MCS) architecture attempts to ovarcthe drawbacks of the
VC mesh approach by using servers to forward multipointatdtipoint traffic.

The MCS attaches to the ATM network and acts as a proxy groupbae It
terminates point-to-point VCs from all the endpoints, efthources or receivers, and
originates one point-to-multipoint VC which is sent out e set of all group
members. The basic function of the MCS is to reassemble SA8IUs from all the
sources and retransmit them as an interleaved stream of®BUs out to the
recipients. This is sometimes called the shared tree madataffic from all sources
shares a point-to-multipoint distribution tree from theltiwast server [36].

The paths out to the receivers must be established priorckep&ransmission, and
the multicast servers require an external mechanism tdifgenese receivers. Figure
3.3 shows the MCS architecture for one server. However,gesgroup might utilize

more than one multicast server to forward the traffic.

— p2pVC (endpoint —> MCS)
ATM endpoint PP P

- - < 1 p2mpVC (MCS —> endpoints)

Figure 3.3: MCS Architecture

36



The main advantages of the MCS architecture are:

1. Low consumption of resourcesince the system has only one point-to-multipoint
VC to the receivers, rooted at the MCS, this reduces consampt VC

resources compared to the VC mesh architecture in a sinatarank.

2. Low signaling overheadf the group membership changes during the lifetime of
a session, the amount of signaling traffic required to mahéydistribution tree
is much less compared to the VC mesh case. For example, if aneember
joins, only two events occurzi)the new member sets up its own point-to-point
VC to the MCS, and,i() the MCS adds the new member as a leaf to its

point-to-multipoint VC.

The major drawbacks of the MCS architecture are:

1. Traffic concentrationthe MCS represents a single point of congestion for traffic
from all sources, since every sender sends its data to the MSncreases the
load on the server (or servers) and the links nearest to thtécasi server itself.
The MCS can potentially become a bottleneck for the groufidra his can also
have negative consequences for other customers attachihg ATM network at

or near the same switch as the multicast server.

2. High latency the end-to-end latency experienced by each source’sctraffi
potentially increased due to the longer path lengths and&ie SDU

re-sequencing that must occur within the MCS server.
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VC Mesh| MCS

Total VCs terminated at the group membersn«m | n+m

Point-to-Multipoint VCs n 1

VCs terminated at each group member n 2

Signaling requests generated due to a

single membership change n 2

Table 3.1: Cost of VC usage in VC mesh and MCS architecturds {3 is the number
of group members; is the number of senders to the group.

3. Single point of failureIf the multicast server stops, every source’s traffic is.los

4. Reflected packetthe MCS does not distinguish between source and receiver.
Hence if a group member is also a source, it will receive copfats own
AAL _SDUs from the MCS point-to-multipoint VC, in addition to the
AAL _SDUs from other sources. IP explicitly prohibits the ungied link
interface from looping back packets. Hence protocols gliog IP multicast
over ATM must include additional mechanigrer AALSDUto enable the

detection and filtering out of such reflected packets befueg teach the IP layer.

Based on [37], table 3.2.2 gives the VC cost in VC mesh appraad in the MCS

approach.
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IP Multicast Address  ATM Endpoint Address

Class D address | {ATM.1, ATM.2, ..., ATM.n}

Class D address | {ATM.1, ATM.2, ..., ATM.n}

Class D address | {ATM.1, ATM.2, ..., ATM.n}

Figure 3.4: IP-ATM address mapping table at MARS

3.3 IP Multicast Support in ATM: MARS Architecture

In order to make IP multicast work over ATM, the useMiilticast Address Resolution
Server(MARS) [36] has been proposed. MARS is used to map IP mutteddresses
to the ATM addresses of the endpoints belonging to the IPiocasit group.

The MARS keeps a table d€Class D address, ATM address 1, ATM address 2, ...,
ATM address i mappings for every layer 3 multicast group that has one oemor
members (figure 3.4).

MARS satisfies the following requirements for IP multicageioATM [36]:

e Provide a central registry that tracks which ATM addressesasent the current

set of members to any given IP multicast group address.

e Provide a mechanism for IP/ATM endpoints to signal the @ magistry when

they wish to join or leave an IP multicast group.
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e Provide asynchronous updates to all relevant parties ifadmeh changes to this

registry occur.

e Allow for the use of multicast servers or VC meshes to supihartraffic on

particular IP multicast groups, in a manner transparenatt éP source.

The set of IP/ATM endpoints managed by a single MARS is knosva@uster. In
the traditional model, the IP hosts are grouped into clsstekogical IP Subnets
(LIS), and each such subnet has a MARS. The clusters are intextednesing IP
multicast routers. Thusiter-subnemulticasting is still done using IP multicast routing
protocols, while théntra-subneimulticasting is done using ATM with the help
provided by MARS [14].

As described in [36], each IP/ATM interface logically attad to a particular
cluster is considered to be a MARS client - a client of the MAR& supervises a
given cluster. Interfaces within both hosts and routercarnsidered to be MARS
clients.

Two types of VCs are used to carry control messages betweehRS\ANd its

MARS clients:

1. Atransient point-to-point VC to the MARS carries queegfponse activity
initiated by the MARS client. There is one such VC for every Ri@ client

connected to the MARS.

2. For control messages propagated by the MARS, the MARSauses

semi-permanent point-to-multipoint VC that has all its M@Rlients as leaf
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nodes. This VC is known as tl@@usterControlVC (CCVC)Before a MARS
client may use a given MARS, it must register with the MAR$wing the
MARS to add it as a new leaf of the CCVC. A registered clienis® &nown as

a cluster member.

ATM Cloud

IP.1) ATM.1 )A‘ - ~1ATI\/I.2 1P.2
IP Host <—» p2pVC (Host <=> MARS Control Traffic)

—— 1 ClusterControlVC

Figure 3.5: MARS Architecture

In addition, if ATM multicast for a group is done using mulegMCSs, MARS
establishes a point-to-multipoint VC called t8erverControlVQo the MCSs.

Figure 3.5 shows the MARS architecture.

An ATM endpoint who wants to send to an IP multicast group rpsehe MARS
for the list of ATM addresses of the multicast group membénsreceiving the list
from the MARS in a reply message, the endpoint proceeds tthermulticast traffic
to the endpoints. The actual transfer of the multicast traiin be done using either the
VC mesh or the MCS architecture.

The signaling mechanism and message exchanges for doingltleast over an
ATM network using the MARS for address mapping, and VC mesM G for

point-to-multipoint data distribution, is described irtaéin [38]. Figures 3.6 and 3.7
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show the multicast architectures for VC mesh and MCS res@dgusing the MARS

for address mapping.

Sender

IP Host <— p2pVC (Host <—> MARS Control Traffic)

- - < 1 ClusterControlVC —'-‘—)><ZZ p2mpVC (Sender —> Receivers)

Figure 3.6: IP/ATM Multicast using MARS and VC Mesh

IP Host <— p2pVC (Host <—> MARS Control Traffic)
~ 7
- < “ ClusterControlVC - “ ServerControlVC

—=> p2pVC (Sender ->MCS-1) _ f>><jz p2mpVC (MCS—1 —> Receivers)

z
-=< p2pVC (Sender => MCS-2) _._ ¢ :Q p2mpVC (MCS-2 —> Receivers)

Figure 3.7: IP/ATM Multicast using MARS and MCS
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Chapter 4

Framework for IP Multicast Routing in Satellite

ATM Network

4.1 Satellite Network Architecture

The network architecture under consideration is shown uréig.1. The topology is of

the satellite backbone type that is discussed in chapter 2.

MOC

#z

Ay

Sz W W
x\‘ x;: - ' ’ #-..#/.
\\ \rf% I B i
k Ir -y R /
TF A
...-.
S L.J J!
Satellite Metwork Architecture

Figure 4.1: The Satellite Network Architecture

The architecture has a group of networks geographicallsirsg¢ed and spread over
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a wide area. They constitute the “subnetworks” in the oVeetivork. The
subnetworks are connected to each other by satellite lisikgwa geostationary
satellite. The subnetworks are Ethernet-based, whiledtedlise links are ATM-based.
The satellite is an ATM switch with no support for IP. Theraisetwork operations
center (NOC) from which the operation of the satellite istoolted, through a
dedicated connection. The geostationary satellite linkslve high delay, of the order
of 250ms in a single-hop (for example, Spaceway [12]). THakfpandwidth is also
constrained to approximately 1.54 Mbps. These are impoctamsiderations when we
design the multicast routing framework in section 4.2.

Each subnetwork connects to the satellite using one or nadedise gateways or
satellite terminals. The network architecture forms a ratoierarchy. The logical
grouping of the gateways connected by the satellite linksfan overlay that
interconnects the terrestrial subnetworks. The hostsdh sabnetwork form a “lower
level”, while the overlay can be looked upon as a higher lelvigjure 4.2 gives a

schematic of the logical grouping.

Level-1 ;ngrlay Network

7
’ N
’

Level-0

Subnet n
Subnet 1

Subnet 2 Subnet 3

Figure 4.2: Logical Grouping in the Satellite Network Angature
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4.2 |IP/ATM Multicast Routing Framework

The network architecture described in section 4.1 can bsidered to be composed of
terrestrial domains (the subnetworks) interconnectechbslige links. Therefore, the
design of a framework for IP multicasting routing for thidwerk involves two

components:

e “Traditional” IP multicast routing in each Ethernet-basetbnetwork. This is
similar to the intra-domain IP multicast routing. Ther&farinvolves the

selection of a suitable IP multicast routing protocol.

e |P multicast over ATM for inter-domain multicast routinghis requires the
design of a suitable mechanism to multicast IP over the ATadell satellite

links.

4.2.1 Selection of Intra-domain Multicast Routing Protoco

The selection of a suitable IP multicast protocol for effitiand scalable intra-domain
multicast routing within each subnetwork depends on thdioagt group size and the
dynamics of member joins and leaves. The terrestrial nédsvibiat we consider can be
large with the members of a multicast group widely dispeisezhch subnetwork. At
the same time, the total number of group members in each subirkecan be high,
though a fraction of the total hosts in the subnet. We caretbes term the group as

“sparse”. PIM-SM has been proposed as a candidate protocoidlticast routing in
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sparse networks. Although PIM-SM is a complex multicastirguprotocol, it has

several features that make it attractive:
¢ It can efficiently manage a multicast group with low contreédhead.

¢ It allows fast receiver joins to a multicast group due to thespnce of the shared

tree.

¢ Initial source transmission is also rapid and has low oadidie to the register

mechanism.

e PIM-SM ensures low end-to-end latency for sources thatiredgby using

source-specific trees.
e It can scale well if the number of group members increase.

We therefore select PIM-SM as the protocol for inter-donmairiticast routing.

4.2.2 Selection of Inter-domain Multicast Routing Protoco

The inter-domain multicast in our network architectureoines sending IP packets
over ATM connections. Our inter-domain architecture is aé'dwop” ATM network,
with one switch (the satellite) that can reach all the notles gatellite gateways)
simultaneously in a single broadcast.

None of the inter-domain protocols discussed in chaptek iteto consideration
the unique characteristics of the satellite medium. We wshinimize the amount of

control and data traffic that flow over the satellite links dgoi¢gheir high latency and
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constrained uplink bandwidth. BGMP, which is the populaeirdomain protocol,
would create point-to-point TCP connections between thedlga gateways (BGMP
peers). The root domain for every class D group will need torieeof the
subnetworks; this therefore will mean unnecessary ratnassons - once to the root
domain, and then from the root domain to all other domairesttve same overlay
network. Also, since there will be point-to-point TCP cootiens between BGMP
peers, the traffic will need to be replicated multiple times the source border router
to the receivers, which is a wasteful use of the satellitatdcast medium. The other
inter-domain protocols also suffer from similar drawbaskeen applieds isto our
overlay network.

However, the VC mesh and MCS architectures can be well apmi¢he overlay
network. The MCS architecture is ideally suited - the saigetlan be the MCS, with
each source sending only one copy of each cell on the uplihichithe satellite
replicates and broadcasts using a point-to-multipoint ¥ @ receivers. However, the

MCS architecture suffers from several drawbacks when egpd the network:

1. The network will have only one physical node that can athad$viCS. A single
MCS can serve only one IP multicast group at a time, as it hagayato
differentiate between traffic destined for different greuphe single MCS can
be extended to serve multiple groups by creating multiplech instances of the
MCS, each with different ATM addresses (e.g. a different $&lue in the

node’s NSAPA [38]). But the SEL field is only 8 bits, therefohere can be at
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most 256 groups. This is a limitation for scalability thabald be avoided.

2. To support even one group that can have multiple soutee$/CS needs to be
able to do segmentation and re-assembly for every celléives, since AALS
does not support cell level multiplexing of different AARDUSs on a single
outgoing VC. This involves higher latency. Also, we assuha the satellite has

very limited switching functionality, and does not do anyesded processing.

3. A slightly more complex approach to support multiple greusing a single
MCS would be to add minimal network layer processing intoNt@&S. This
would require that every cell is re-assembled into the nabiP multicast
packet, the MCS checks the group address in each packehemthie packet is
again segmented into cells and sent out on the appropriatefoemultipoint
VC for the group. This will involve significantly higher latey due to the
processing required, and necessitate sizeable buffanre attellite, especially
when the sources have high data rate. Also, the processihg BCS will be
complex and will require it to support an IP stack. No saeelio date has

support for IP processing in it, and we make no assumptiometbetffect.

Based on the above reasons, we do not design our framewaid tihd MCS
architecture for routing in the overlay. Instead, we selleetvVC mesh architecture.
Although the VC mesh has higher resource consumption in eoisgn to the MCS, it
is more scalable, has higher expected throughput and laveeteeend latency (since

the mesh lacks the intermediate AADU reassembly that must occur in MCSs), and
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makes no additional demand on the capabilities of the gatedkcept that it be an
ATM switch that supports UNI 3.0/3.1 signaling.

We describe in detail our framework in section 4.2.3. Thenfrevork is based on
the technical description of PIM-SM and its message formaigided in [26], and on
the description of ATM support for IP multicast and the sigm@amechanism and

message formats that are detailed in [38].

4.2.3 Description of the Multicast Routing Framework
4.2.3.1 IP Multicast Framework in each Subnet

e Each subnetwork is a PIM-SM domain and runs standard PIM-Siicast

protocol in the routers.
e Routers directly connected to the end hosts also run stdnGaiP.

e One or more satellite terminals in a subnetwork are conf@jto@ct as
Rendezvous Points (RPs) for all the multicast groups in ti@stwork. We term
the subnet RPs the “local” RPs. The local RPs create thedhautticast tree for

the multicast groups in their subnet.

e A router in each subnetwork is configured to act as the bamstuter (BSR)

for the subnetwork. Every subnetwork therefore has its oB8RB
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ATM Switch (Satellite)

MARS (NOC)

Subnet Subnet Subnet Subnet
i . ; ——* Multicast tree . p2p bidirectional VC
@ Satellite gateway B souce [ Receiver in subnet ™ for control traffic (MARS <—> RPs)
7 e
e Déf ClusterControlVC (MARS—>RP1,RP2,RP3,RP4) —mmoime P2mpVC (RP3->RP2,RP4) 4’%’ p2mpVC (RP1->RP2,RP3,RP4)

Q

Figure 4.3: The IP/ATM Multicast Framework

4.2.3.2 ATM Multicast Framework over the Satellite Links

To facilitate the exchange of IP multicast data between stiioorks, we make use of
the MARS with VC mesh architecture. The IP packets are chageATM cells over
the point-to-multipoint virtual connections between teaders’ RPs and receivers’

RP<. The framework is detailed below.

e A Multicast Address Resolution Server (MARS) is used to raima mapping

IThe RP of a subnetwork that has the source is termed “sendesiRBource RP”, whereas the RP
of the subnetworks that have the receivers are termed YecBPs”. An RP might be both a source RP

and a sender RP, and there can be multiple in each categahefeame group.
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of IP multicast addresses to ATM addresses. We define the MARGr

architecture to be located at the NOC.

e The satellite terminals have ATM interfaces with unique A@lltdresses. These
terminals are the ATM endpoints at the ATM level in the overiatwork. The
ATM interfaces of the satellite terminals together form aAcluster that is
managed by the MARS. The ATM address of the MARS is known tthall

ATM endpoints in the ATM cluster.

e All ATM connections go over the ATM switch located at the it

e Many-to-many multicast is done over the ATM “cloud” using ltiple
point-to-multipoint VCs from each source RP to the set oéhesr RPs per
multicast group. This therefore implements the VC meshitacture proposed
in [38]. Multiple senders to the same multicast group, ledah the same subnet,
will share one point-to-multipoint VC to reach receiverther subnets.
Senders for different groups in the same subnet will usemfft

point-to-multipoint VCs.

e Each receiver RP will terminate one branch of a point-totipaint VC for every
external source RP to the group. If there are receivers fdtipreigroups in the
subnetwork, the receiver RP will terminate branches of is¢pa

point-to-multipoint VCs per group and per external souré& R

o All satellite terminals that are configured to act as RPdstegtheir ATM
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addresses with the MARS on startup, following the procedefeed in [38].
A point-to-multipoint VC exists from the MARS to all the resgered ATM
endpoints in the subnets - this is the ClusterControlVC (CEWhich is used by

the MARS to advertise changes to group membership for allggo

The multicast framework is given in figure 4.3. With the ab&eenework, the

operation of a multicast group is detailed in the followirgisons.

4.2.3.3 Creation of a Multicast Group When a Source Beconosise\

When a host in a subnetwork wants to send data to a multicaspdhat previously

did not exist, the chain of events is as follows (refer to fegdir4).

1. The source (host A) in subnet 1 sends the data to be multecas designated

router (DR) for forwarding to the multicast group X.

2. The DR computes the (local) RP in subnet 1 for the multigemip X and

unicasts a REGISTER message (encapsulated data packet)Rét

3. The RP de-capsulates the data packet and creatés entry for group X in its

multicast routing table.

4. The REGISTER message for the new group triggers the IP leadthe RP to
send a request to its ATM module to query the list of receif@rshe group in

other subnets.
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5.

10.

The ATM module at the source RP sends a MARBSQUEST message to the

MARS.

. The MARS, on receiving the request from its MARS cliengrstes the local

database for the mappirtP_multicastgroup, list of ATM endpoint addresses
Since the group is new, no prior mapping exists in the MAR&Qliase. MARS
therefore creates an entry for the multicast group in itseskimapping table
(and adds the ATM address of the source RP to the table emttlyda@roup).
MARS then sends a MARSIAK to the source RP (or a MARMULTI message

with the requesting ATM endpoint address as the only memiheess).

On receiving the MARSNAK, the source ATM module waits a pre-determined

delay period before sending a new MAREQUEST to the MARS.

. When a host B in subnet 2 wants to receive data from groufsXX)R sends a

PIM JOIN(x, X)) message to the local RP for group X.

. The RP in subnet 2 checks that it is not part of the multizastfor group X. It

therefore createl:, ) state for group X. It also triggers the IP module at the RP
to send a request to its ATM module to register with the MARS &zeiving

external traffic for group X.

The ATM module, on receiving the request from the IP medsénds a

MARS_JOIN message to the MARS for group X.
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11.

12.

13.

14.

The MARS adds the ATM address of subnet 2 RP to the listdpeimts for

group X.

The MARSJOIN message is propagated by the MARS over the CCVC to all
registered ATM endpoints. Thus the RP in subnet 1 is upddiedtahe change

in the group membership.

This leads to some inefficiency since all endpoints will ¢pet mmembership
update information, but the information is useful only te source RPs. We
therefore propose that the MARS maintain a separate pointttitipoint VC to
only the source RPs, and inform them of changes to the groupb®eship using
MARS_MULTI message format. This would require additional datsbstorage

at the MARS to differentiate between the source RPs and teiver RPs.

The ATM interface of the RP in subnet 1 gets the addreddbg oeceiver ATM
endpoints from the the MARSOIN message. It then creates a
point-to-multipoint VC over the satellite ATM switch to tiset of ATM
endpoints following standard procedure as given in [38].

The ATM module at the source RP also sends a message to itsd&élerto
inform the RP of the presence of receivers outside the subbhet|P-ATM
interface is therefore added to the outgoing interfadk) (ist for the multicast

group X in the local multicast tables.

Data flows in native IP format along the shared RP treebnaul. The packets

are received by the IP-ATM interface at the source RP, whexg are segmented
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into ATM cells and multicast to the receiver RPs over thelbate

point-to-multipoint VC.

15. The ATM cells are received by the IP-ATM interface of thie R subnet 2,
where they are reassembled into the corresponding IP packdbrwarded to
the IP module. The IP module forwards the packet to the PIMrsddiule based
on the multicast destination address. PIM-SM adds the INtATerface to the
incoming interface list (iif list) for the multicast groupnd forwards the packet
on the outgoing interfaces (based on the oif list) to theivecs along the shared
tree rooted at the RP in subnet 2. The IP multicast tree isg@usgp spanning

multiple subnets.

/ \
MARS (NOC)
11

12

p2mpVC (CCVC)

Subnet 1 Subnet 2 Subnet 3 Subnet 4

@ Satellite terminal: Local RP/ATM end—point in ATM cluster

D End host in subnet

Figure 4.4: Creation of One Multicast Group Across Subnets
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4.2.3.4 Source Join to an Existing Multicast Group

With reference to figure 4.5, host M in subnet 2 wishes to sea t multicast group

X. Group X has sender A in subnet 1, and receivers in subn&s8 And 4.

@ MARS (NOC)

Subnet 1 Subnet 2 Subnet 3 Subnet 4

@Salcllilc terminal . Source D Receiver
——* Multicast tree

7
== p2mpVC (RPI->RP2.RP3RP4) —»%» p2mpVC (RP2->RP1,RP3RP4)  — Multicast

Figure 4.5: Source Join to Existing Multicast Group

1. The DR of M sends the encapsulated data packet in a PIM REERSnessage

to the RP for X in subnet 2 (RP2).

2. RP2 checks its IP multicast routing tables and finds thiay éor group X is
present, but there are no local soufcdhe RP forwards the data along the

shared RP tree in subnet 2. The REGISTER message also fidpgel® module

°This can be done by checking the incoming interfad@ (ist at the RP. It will contain only the

IP-ATM interface, indicating that the current sources atemal to the subnet.
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to send a request to the local ATM module to query the MARSHerlist of
subnets who are receivers for data for group X. The ATM motelgce sends a

MARS_REQUEST message to the MARS.

3. The MARS receives the MARBEQUEST and responds with a MARBULTI

message containing the list of ATM addresses for the entfpofrgroup X.

4. The ATM module in RP2 extracts the addresses of the entipfmingroup X and
creates a point-to-multipoint VC to all the endpoints oVer satellite links. The
IP module in RP2 is also informed of the presence of recemetside the
subnet. The IP-ATM interface is therefore added to the fisiLdgoing interfaces

in the IP multicast state entry for group X in RP2.

Therefore there exists two point-to-multipoint VCs for gpoX, one for source A
in subnet 1, and the other for source M in subnet 2. More poxmultipoint VCs are
set up if new sources in other subnets send to group X, therelaying a VC mesh.
However, multiple sources for group X in the same subnetseitid data over one

shared point-to-multipoint VC to receivers in other sulnet

4.2.3.5 Receiver Join to a Multicast Group

With reference to figure 4.6, assume host P in subnet 3 wanesédve data of group

X, and it is the first receiver registering for group X in sub8e

1. Host P informs the DR of its intention to receive data ofugprX using IGMP.
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v
@Salcllilc terminal . Source D Receiver > -» p2mpVC (CCVC)
a

7 .
’”Dﬁf p2mpVC (RP1->RP2,RP3,RP4) —*é p2mpVC (RP2->RP1,RP3,RP4) === ﬁ“lﬁlb?él tree

@ MARS (NOC)

Subnet 2 Subnet 3 Subnet 4

Subnet 1

Figure 4.6: Receiver Join to Existing Multicast Group

2. The DR for P sends &, X)) JOIN towards the RP for group X in subnet 3 (RP3).

3. The JOIN message propagates hop-by-hop over the linke isubnet, setting up

(x, ) state for group X in each PIM router it passes through.

. The JOIN message reaches RP3. RP3 checks its routing tiddinds no entry
for group X. It creates &«, G) entry for X. The JOIN message also triggers the
IP module in RP3 to signal the local ATM module for sendingia jequest to
the MARS. The ATM module of RP3 therefore sends a MAR3IN request to

the MARS.

. MARS receives the MARSOIN from RP3. It adds the ATM address of RP3 to

the list of endpoints for group X, and sends a MAR®BILTI message to the list
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of senders for group X using the point-to-multipoint VC asdfied in section
4.2.3.3. The MARS also acknowledges the MABSIN request from RP3 as

specified in [38].

6. Each source RP receives the message from the MARS comgdire updated list
of endpoints for group X. Each source RP subsequently addsnalto the
point-to-multipoint VC it maintains for group X, with thed&mch being
terminated at the ATM module of RP3. The multicast tree fosXhius extended

into subnet 3.

Adding a new receiver to the multicast tree when it alreadgteXin the receiver’s

subnet) is done as in PIM-SM. Here there is no need for the RBrid any JOIN

request to the MARS, since it is already a part of the multitag for that group.

4.2.3.6 Source Leave from a Multicast Group with One Source

Let host A in subnet 1 is the only source for multicast grougnat thas receivers in

subnets 1, 2 and 3.

1. When host A wants to leave the multicast group X, it stogsgmitting data with

the class D address of X as destination.

2. The timers for group X in each PIM-SM router in the subnietetout and the

multicast state for group X is removed from router memory.

3. Inactivity timers are also associated with the pointrokipoint VC for group X
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rooted at the ATM module of the RP in subnet 1. Upon expiry of imer, the

point-to-multipoint VC is torn down.

4.2.3.7 Source Leave when Multiple Sources are Present

Let host A in subnet 1 and host M in subnet 2 be the two sourgesidticast group X
that has receivers in subnets 1, 2 and 3. When host A wantaue tbe group X, the
sequence of actions is identical to that outlined in 4.2.3.6

In the case that there are two sources, A and B, for group Xbnetd, the
sequence of actions is different when only one host (for g@tay), wants to leave.

The differences are highlighted below.

1. Host A stops transmitting data to group X.

2. If source-specific tree (SPT) for A exists in subnet 1, ilmets associated with

the SPT for A time out and the SPT is torn down.

3. The shared tree for group X remains active since sourcealtiige. Also, the

SPT rooted at B remains active, if present.

4. The point-to-multipoint VC from subnet 1 to the other setsrfor group X also

remain active since the source B is active.

4.2.3.8 Receiver Leave from a Multicast Group

If there are multiple receivers present in a subnet for aicagt group X, and a subset

of the receivers in the subnet decide to leave the group,ahéme changes to the
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multicast tree are localized within the subnet, and folltandard PIM-SM procedure
for pruning the multicast tree. The ATM multicast VC meshvietn the subnets does
not change.

However, if all the receivers in a subnet decide to leave) the sequence of
actions is different at the ATM level. For ease of descriptiwe consider that there is
only one receiver, host P in subnet 3, who decides to leawggxo The events are as

follows.

1. Host P informs its DR about leaving group X, using IGMP m¢poessage.

2. The DR sends a PRUNE G) for group X towards the RP.

3. At each intermediate PIM router through which the PRUNEsage passes, the
corresponding outgoing interface is removed for group Xc8&ithe oif list for
group X becomes empty, the multicast state for X is remowveh frouter

memory.

4. Eventually the PRUNE(*,G) reaches the RP (assuming thev&Hin the path of
the multicast tree to P). The RP removes the interface tawRrdom its list of
outgoing interfaces. The oif list thus becomes NULL. Thiggers the IP

module at the RP to send a message to its ATM module.
5. The ATM module sends a MARBEAVE message to the MARS.
6. The MARS removes the receiver RP ATM address from the girfgpmation in

its database. It then sends a MARBJLTI message with the updated group
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membership information, to the sources for group X using the

point-to-multipoint VC as specified in section 4.2.3.3.

7. The source RPs for X remove the connection to RP3 from the-pmmultipoint

VC that each maintains for group X.

If sources for group X are also present in subnet 3, then tHesbat RP 3 for
group X does not become NULL when P leaves, since the AT Mfexteris there in the
oif list (for receivers in other subnets for the local soQrdehe RP will therefore need
to distinguish between the receivers who are local its siylamel receivers who are
elsewhere. Hence a MARBEAVE message will be triggered when tbé list for

local receiversdbecomes NULL.

4.3 Issues with the Multicast Framework

Our design for IP multicast over satellite aims to maint@pagation between the IP
multicast in subnetworks, and the IP-over-ATM multicastieen subnetworks.

However, the following issues arise due to the framework:

¢ Since the interaction between the NOC and the satelliteitalsiis at the ATM
level, and involves the ATM addresses of the RPs (satedlitainals) only, the
NOC does not get to know the IP addresses of the actual sesmlgreceivers.
But the NOC gets the addresses of the subnets which are gearttireceiving

to a given multicast group (this it gets due to the MARS messpag
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e We assume that the BSR in each subnet independently a@getis list of RPs
for different groups in respective domains. There is no bBymgization between
the BSRs. Consequently it is always possible that receserd JOIN requests
to groups for which there exist no senders in any subnet. Werethe PIM-SM
timer mechanism to delete the state for such groups fromitiie duters

whenever such state is created.

¢ In our framework, it might be possible that the ATM interfasgresent both in
the iif list (when there are sources in other subnets and fecaivers) and also
in the oif list (when there are local sources and remote vecgin other
subnets). This is a valid state in our framework, and PIM-$gutd not

construe this as the existence of a loop.
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Chapter 5

Routing Framework Simulation and Results

We have verified the validity and feasibility of our framewdnrough simulations
using Opnet Modeler, version 9.0[39]. The Opnet Modelesiogr 9.0 has support for
PIM-SM, but it does not support ATM multicast. There is alsosupport for ATM

point-to-multipoint connection.

5.1 Implementation Issues

We implemented the basic MARS architecture with VC mesh é@pnet Modeler

9.0. The implementation issues in our framework designdsudised below.

1. PIM-SM - changes to RP Functionality: Our architectuiguiees modifications

to the RP design in PIM-SM. The following are the importantiR@&difications:

e RP action on receiving REGISTER, JOIN or LEAVE messagess-\hili
trigger the IP module at the RP to signal the local ATM modolesiending

MARS messages.
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e RP action on receiving REGISTER message - the RP has to lasp tr

whether there are other sources present for the multicaspgn its subnet.

e Addition to the outgoing interface list at the RP if there kreal sources -
add the IP-ATM interface to the oif list if there are recewar other

subnets.

e RP action on JOIN message - trigger a JOIN to the MARS if7) state

does not exist.

e Additional RP action for PRUNE message - check the localistfdnd
trigger a LEAVE to the MARS if: (i) local oif list is empty; (jiiif list
includes the IP-ATM interface (which indicates the RP isaf en a

point-to-multipoint VC for existing sources in other sulks)e

2. Interaction between ATM and PIM-SM: The interaction betw PIM-SM and

ATM will occur for the following events:
e REGISTER message for initial source (whenG) state does not exist at
RP).
¢ JOIN message for initial receiver (whén () state does not exist at RP).

e PRUNE message for last receiver (when IP-ATM interface igheniif list

for the group).

e Signal from ATM interface to PIM-SM when a point-to-multippVC is

created rooted at the ATM endpoint (for local sources). Tigea will
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make the RP add the ATM interface to the oif list.

e Signal from ATM module to PIM-SM when a point-to-multipoMC is
terminated at the local ATM module (for local receivers arttmal

sources). RP will add the IP-ATM interface to the iif list.

5.2 Simulation Configuration

¢ In the network configuration for the simulation, there aren@Bvork domains
spread over a region the size of the continental US; the dmvaae connected by

a geostationary satellite. The MARS is located at the NOC.

There are 50 nodes in each subnetwork, making a total of 788sia the
network. Each domain has one satellite gateway that acted3IM-SM RP for

the multicast groups in its domain.

e Rendezvous Point: The RP is modeled by a ATM/Ethernet gatemader that
has both ATM and Ethernet interfaces. We implemented thp@tipodule for
MARS functionality at the IP Adaptation Layer, which is timarface between

the IP layer and the ATM AAL layer in the node model.

e MARS: We selected an ATM server for simulating the MARS. Walma
modifications to the IP Adaptation Layer in the ATM server amdodel to

include the support module for MARS functionality.

o Satellite Switch: For the satellite ATM switch, we selectegateway router
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(similar to the RP) and modified the node model to allow theaoto switch
packets (segmented into ATM cells) between incoming andmng VCs at the
IP Adaptation Layer, without sending the packets to the yeda.e., without
doing any IP routing. This is done to implement the pointytokipoint VC

functionality, which is not supported by the Opnet mode@&Ov

Multicast Router: For the Designated Routers in each dopaaid other on-tree
multicast-enabled routers, we selected Ethernet gatewdgns. No

modifications were made to the node model provided by Opnet.

End-host: The end-hosts in each subnetwork are advancednetiworkstation

models; no modifications have been made to the node modebpizy Opnet.

The terrestrial links in each domain network are standahne et links; the
speeds range from 100BaseT for the connection from end-hm#te leaf
routers, and 10Gbps for connections between the routeessdtellite links are
ATM links, with link delay of 0.13 seconds. We selected DSéexpfor the
uplink, and OC1 for the downlink. Since we are concerned \wést-effort IP

multicast routing only, the channel errors are not consider
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5.3 Simulation Results

5.3.1 Many-to-Many Scenario Results

Simulations have been run for both many-to-many multicasd, one-to-many
multicast, with each simulation being run for 300 seconds.rrany-to-many
multicast, simulations were done separately for voice addovtraffic. The scenario
for many-to-many multicast with voice traffic is given in figus.1. The scenario for

video traffic is given in figure 5.2. To compare the perforneatthe multicast

RP to Satellite link speed: OC]

RP & Satellite ATM Per Port Buffer Size = 100 MB

Traffic Profile: Voice (IP telephony + Low Quality Speech) I:

S0V10 i start tme (sec)/duration (sec)), 75/4 (repeat time (sec)/number);
Wolce( 1P + Low() [1:60/10, 75/4: Voice [P tele 1: 75/10,75/3; 11: 85/10, 75/3;

Voice Low Quality ID 100/10, 75/3; [1: 110/10, 75/3,
All the above are with silence suppression.
Sources:

host 5 in Subnets 1 to 7: VoicelP I; in Subnets 9 to 15 Vioicel P 11

host 5 1n Subnet 8 Voice(IP + Low()1; in Subnet 8: Vioice(IF + Lowi()ll
host 5001 Subnets 1 to 7: Voice Low) 7 in Subnets 9 to 15; Voice Low) 11
Receivers:

All Subnets: Each hub has 5 hosts. Jomn/leave time ranges are given below.
Hub 2: 10sec-30sec/End Of Simulation (EOQS)-2 9682

(5 sec inerement for join times, 1 sec decrement for leave times)

Hub 3: 115-123/265-273; Hub 4: 30-38/120- 128;

Hub 5: 130-138/170-178; Hub &: 225-233/275-283

(hubs 3 to 6 have 2 sec ine for join times, 2 sec inc for leave times)

Hub 7: 40-48/70-74 (2 sec join inc, | sec leave ine):

Hub &: 95-99/200-208 (1 sec. 2 sec increment)

Hub 9: 65-69/95-99 {1 sec inc. 1 sec inc for leave)

Hubs 1 and 10 have no receivers. Only Sources 5 and 50.

Figure 5.1: Multicast Routing: Many-to-Many Simulationeé®ario for Voice
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RP & Satellite ATM Per Port Buffer Size = 100 MB

Traffic Profile: Video Low Resolution 1D 75/100, no repeat;

Video Low Resolubon 11 125/25, no repeat; [11: 250/25, no repeat.
Sources: In all subnets:

host 5 VideoLowRes I; host 25: VideoL owRes 11; host 500 VideoLowRes 111
Receivers: All subnets: each hub has 5 hosts. Jomn/eave time ranges are:
Hub 2: 10-30/E0S-296 (5 sec inc for join imes, | sec dec for leave times)
Hub 3: 115-123/265-273; Hub4: 30-38/120-128; Hub6: 225-233/275-283
(2 sec e for join times, 2 sec ine for leave times)

Hub 7: 40-48/70-74 (2 sec inc. 1 sec inc):

Hub &: 95-99,/200-208 (1 sec inc. 2 sec inc)

Hub 9: 65-69/95-99 {1 ez inc, 1 sec inc)

Hubs 1, 5 and 10 have no receivers. Only Sources 5, 25 and 50.

Figure 5.2: Multicast Routing: Many-to-Many Simulatione®ario for Video

framework, we performed simulations of the above scenagilogitwo more cases:

1. Default PIM-SM, with a single RP for a multicast group asall domains; the

RP is located in one of the terrestrial subnetworks.

2. Default PIM-SM, with a single RP for a multicast group asall domains; the

RP is located at the NOC.

The above scenarios are selected since the end-to-enadastltiee that we attempt to
build in our framework can be done using default PIM-SM; theganissue then is the
placement of the single RP, which is sub-optimal in both th@va cases for our large
network.

The results are given in figures 5.3 to 5.6. In all the gragtesxtcoordinate is the
time of the simulation in minutes.

The throughput and load obtained in the uplink VC for theglgeurce RPs (in

subnetworks 1, 8 and 15) are given in figures 5.3(a) and 5t8@pectively for voice
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Figure 5.3: Many-to-Many Multicast: Uplink Throughput ahdad for Voice (X-axis
is the simulation duration in minutes).

traffic, and in figures 5.4(a) and 5.4(b) respectively foradraffic. Our concern is
with the uplink, since the bandwidth is limited comparedhe tlownlink (for example,
1.54Mbps compared to 92Mbps, respectively).

The total packet drop for our framework in comparison to gsire default
PIM-SM scenarios, is given in figure 5.5(a) for voice and fegbr5(b) for video
traffict.

The end-to-end delay for voice and video applications aosvehn figures 5.6(a)

and 5.6(b) respectively. The perceived delay at the apgjitss a very important

LIn all the comparison graphs, blue represents our framewedds for the scenario where there is a

single RP at the NOC, and green represents the scenarioifggla RP in one subnetwork.
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Figure 5.4: Many-to-Many Multicast: Uplink Throughput ahdad for Video (X-axis
is the simulation duration in minutes).

criterion; our framework has less delay compared to therstlas the graphs show.

5.3.2 One-to-Many Scenario Results

We performed one-to-many simulations separately for varwtvideo traffic. The
simulation scenario for voice traffic is detailed in figuré.5.

The simulation scenario for video traffic is identical toa®traffic, except that the
traffic type is Video Low Resolution | (75/100, no repeatkterad of voice.

To compare the performance of our multicast framework, wéopmed
simulations of the above scenarios using the two default BMiscenarios that are

described in section 5.3.1. The results are given in figu@$d85.12. In all the graphs,
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Figure 5.5: Many-to-Many Multicast: Total IP Packet Droprmarison (X-axis is the
simulation duration in minutes).

the x-coordinate represents the time of the simulation imutes.

Figure 5.8 gives the profile of the traffic sent by the souroe,the traffic received
at selected group members, both in the subnet local to theescand in remote
subnets. The amount of traffic received by a host dependseasiutation it is a
member of the multicast group, hence some receivers gethasthers.

The total IP packet drop for our framework in comparison togslefault PIM-SM
scenarios, are given in figures 5.9(a) and 5.9(b), for vanckvadeo traffic, respectively.

When the IP multicast packets are segmented into ATM célés;, are assigned to
Unspecified Bit Rate (UBR) service category. Figures 5.)1@6a 5.10(b) show the

UBR cell loss ratio in the satellite links for the three sagos for voice and video

72



(a) End-to-end Delay for Voice in seconds (Y- (b) End-to-end Delay for Video in seconds (Y-

axis) axis)

Figure 5.6: Many-to-Many Multicast: Application Traffic Bro-end Delay (X-axis is
the simulation duration in minutes).

traffic respectively.
The packet end-to-end delay and the packet delay variatiovoice application

traffic are shown in figures 5.11(a) and 5.11(b) respectiwaly in figures 5.12(a) and

5.12(b) respectively, for video traffic.
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Satellite to receiver RP link speed - OC

Sowrce RP (subnet 8) to Satellite link speed - DS

RP & IP Switch ATM Per Port Buffer Size = 100 MB
Traffic Profile:

Vioice(IP telephony + Low quality spesch) I:

50/10 (start tirne (sec)/duration (sec)), 75/4( repeat time(sec)/mumber ).
Voice(lP telephony + Low quality spesch) [1:60/10, 75/4
Vioice [P telephony 1: 75/10,75/3; 11: 85/10, 75/3;

Vioice Low Quality 1: 100/10, 75/3: 11: 110/10, 75/3.

All the above are with silence suppression.

Source: Host 5 in Subnet 8

Receivers:

All subnets: each hub has 5 hosts. Join/leave time ranges are:
Hub 2: 10-30/EQS-296 (5 sec increment for join times, | sec decrement for leave times)
Hub 3: 115-123/265-273%; Hub 4: 30-38/120-128;

Hub 5: 130-138/170-178; Hub 6: 225-233/275-283

i2 sec inc for join times, 2 sec inc for leave imes)

Hulb 7: 40-48/70-74 (2 sec join time inc, ] sec leave time inc)
Hub &: 95-99/200-208 (1 sec join inc, 2 sec leave inc)

Hub 9: 65-69/95-99 (1 sec join inc. 1 sec leave inc)

Hubs 1 and 10 have no receivers. Only Sources 5 and 50.

Figure 5.7: Multicast Routing: One-to-Many Simulation 8ago for Voice
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(a) Voice Traffic in packets/sec (Y-axis) (b) Video Traffic in packets/sec (Y-axis)

Figure 5.8: One-to-Many Multicast: Traffic Sent and Receifé¢-axis is the simulation
duration in minutes).
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(a) IP Packet Drop for Voice in packets/sec (Y- (b) IP Packet Drop for Video in packets/sec (Y-
axis) axis)

Figure 5.9: One-to-Many Multicast: Total IP Packet Drop Quamson (X-axis is the
simulation duration in minutes).

(a) UBR Cell Loss Ratio for Woice Traffic (Y- (b) UBR Cell Loss Ratio for Video Traffic (Y-
axis) axis)

Figure 5.10: One-to-Many Multicast: UBR Cell Loss Ratio &Xis is the simulation
duration in minutes).
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(a) End-to-end Delay in seconds (Y-axis) (b) Packet Delay Variation (Y-axis)

Figure 5.11: One-to-Many Multicast: End-to-end Delay faidé Application (X-axis
is the simulation duration in minutes).

(a) End-to-end Delay in seconds (Y-axis) (b) Packet Delay Variation (Y-axis)

Figure 5.12: One-to-Many Multicast: End-to-end Delay fod&b Application (X-axis
is the simulation duration in minutes).
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Chapter 6

Review of Group Key Management Protocols

The design of a secure multicast routing architecture reguesign of both a routing
framework and a scheme for secure data transfer. In thequeehapters, we have
developed the routing framework. Our goal now is to desigchese for secure data
transfer in the network under consideration. Thereforghéifollowing chapters, we
develop a framework for key management in the proposedngitamework. The key
management framework is essential for the encryption ofrthikicast traffic, to ensure
data confidentialtiy.

In this chapter we first review the basic concepts involvegroup key
management. We then describe and analyze some of the welirkkgroup key

management schemes that have been proposed in the ligeratur

6.1 Features of Group Key Management Systems

6.1.1 Security Requirements

The desirable security properties of a group key managegysteém are:
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e Group Key Confidentiality: All group keys should be knownytd authorized
group members; different members might know only subsetiseo$et of keys in
the group. It should be computationally infeasible for a-no@mber to discover

any group key.

e Backward Access Control: New users should not be able toydepast group

communication using the group keys they receive upon jgittie group.

e Forward Access Control: Users upon losing their group lages should not be
able to decrypt future group messages using the old grouptkey have in their

possession.

e Key Independence: A passive adversary who knows a propsesabthe group

A

keysK C K cannot discover any other group k&ye (K — K).

6.1.2 Cost Metrics

The following resources are important when analyzing therlowad of key

management systems:

e Communication cost: The propagation delay in sending keyagament
information to the group members should be kept low to mimenthe latency
involved in the initial key generation and distribution gbeaand in subsequent
key updates. Delay is the most important criterion in tireasstive applications

like live video-conferencing and online stock market updat
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The bandwidth consumption in distributing key managemaformation to the
group members is also very important. The key managemetagmyshould
minimize the amount of information sent to the members,esbendwidth can

be limited in many networks.

The number of message exchanges required to establishaine keys
contribute to both the overall delay and bandwidth consionpaind therefore

should be minimized in efficient schemes.

Storage cost: If there is a group key controller, it has toesétl the
member-specific keys. For groups with large number of mesgjltiee storage

requirements at the server can be quite large.

Each group member will need some storage at the local nods for
member-specific keys and the session key. Although the nuaiilkeys stored at
the member is much less than at the controller, the member maght have

limited storage capabilities, for example PDAs.

Computation cost: The group members and the group key dtamtfid any) have
to do computation to generate the member keys and the grgsp Wéth the
rapid increase in processing speeds of workstations, ctatipa costs are
becoming less important as a benchmark. However, thereare schemes that
involve prohibitively heavy computation at the member rofte large groups,
and so this overhead should still be considered. Also, reseconstrained

devices like PDAs would perform significantly worse compi@ high-end
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machines for key generation, especially if public-key ¢ogpaphy is involved

[40]; the computation cost is an important criterion fordbelevices.

6.2 Security Terminology

We list some of the common terms and notations that we usestile existing key

management protocols.

1. The entities in a system who take part in receiving fromsemtling data to a
group are called the group members. The size of the membisrsaially

denoted byn.

2. Some schemes have a trusted third party who generatessaethihates the
keys to the group members. It is known as @meup Controller(GC) or theKey

Server It is usually not a member of the group.

3. The key used to encrypt group data traffic for a particidas®n is termed the

session ke{SK). It is also called théraffic encrypting keyTEK).

4. Some protocols require an additional set of keys whichreialy used to
transport the TEK securely to the members. These keys dezl¢hEkey

encrypting keyfKEKS).

5. Encryption of a message using keyK is denoted by (m). my refers to the
encrypted message (also called cipher@xtC = myx = Ex(m). Likewise,

decryption is denoted b (C).
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6. Transmission of an encrypted message from entity A to Bioted by:

mg

A— B
7. In public key cryptography, the key pair is denoted{ldy, K —'}, where K ! is
the private key corresponding to the public k€y

8. The size of a public key i, bits, while a symmetric key i5; bits.

6.3 Centralized Key Distribution vs. Distributed Key

Management

A significant amount of research has been done in designyngédweeration and
distribution protocols. Most of the protocols designedifatwo categories:

centralized key distribution schemes and distributed laegation schemes.

6.3.1 Centralized Key Distribution

There is a centralized key controller to whom all membersigeim and leave requests.
The key controller is fully trusted and is responsible foy generation and distribution
to the group members, and for key updates, triggered peabtigior on membership
changes.

Centralized schemes provide a higher degree of securitaamohore efficient.

Their major weakness is the dependence on a central enkitghwan be a single point
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of failure. Centralized schemes require a degree of irfragire to be available for the
protocols to work (viz., availability of the key control)ewhich is not feasible in
several group communication situations, such as an ad heoriein a military

battlefield. Examples of centralized schemes are [3, 4,41, 7

6.3.2 Distributed Key Generation

Distributed key generation schemes do not place key geoenma&sponsibilities on any
one node. All the group members (or a chosen subset), cotdrdinares in a round of
message exchanges to generate a common group key. Sulieqeeand leaves
require further message exchanges to update the group key.

Distributed schemes are resilient to single-node failuféey are suited for hostile
group environments where trust is at a premium, with eactiggaating member being
assured that the common key is generated with its contoibufihey also do not
require any infrastructure in most cases. The major draklivedistributed schemes is
the communication overhead involved in key generation.l&ge groups, the amount
of message exchanges for key generation and updates caohieifprely high. Also,
in certain group scenarios like IP multicast, a group memieed not be aware of other
members that have joined the group. This is contrary to tmfge in distributed key
generation that all members participating in the key sete@eaare of everyone else,
and can send messages in order to the others. Distributethesitan also lead to

deadlock situations, for example when the contributiomfieokey generation
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participant does not reach the other members due to chamoes.eExamples of

distributed schemes are [6, 5].

6.4 Review of Key Management Protocols

The schemes that have been proposed in the literature aneastiopto detail here. We
describe in brief some of the fundamental ideas presenteehitralized and distributed

key management, and point to other similar well-known prots.

6.4.1 Key Predistribution Systems

In [3] the authors proposed Key Predistribution Systems3KR centralized scheme
for distributing keys to groups of users. The scheme reguireltiple trusted managing
centers that a member contacts when it wants to join thersySthe trusted centers
generate keys for all possible groups, and distribute tgaiinéng entity a list of all

keys for the groups that has the entity as a member. Substhgudien a group of
users want to establish secure group communication, eactberaeads out the
common key from its list according to the identities of ak timembers. The scheme
involves a one-time, two-message communication overhegdrerate and distribute
the keys to the members. However, the scheme assumes eaotniteyis aware of
which groups the entity would like to join in the future. Tccacnmodate the
possibility that groups might change with dynamic joins &ales, and the possibility

that a joining entity can potentially be interested in fangall the groups that are
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possible with the other entities, a trusted center will nimegenerate a huge number of
keys for every member. The storage requirements at thettasinters and the
members can become prohibitively high for large groups. Mbeenber storage

required is(2"~! — 1) for a system with: entities, while the storage at the controller is
2" — (n + 1) keys. Even for a modest system with 100 nodes, each entitytméed to
store6 * 10?° keys; considering 64 bit symmetric keys (DES [42]), theltstarage

requirement is of the order dfx 10'® TB.

6.4.2 Broadcast Encryption

Broadcast Encryption (BE)[4] is similar to KPS. BE requigesentralized key server

which generates and distributes the keys to the entitidseiisystem. The most basic

n
scheme requires . _, keys storage at each user fopossible groups. The

r

authors improve on the storage requirements by relaxingeherity constraints, and
by increasing the number of messages sent from the centez tentities. Their

k — resilient scheme requires every user to st6Yék log k log n) keys and the center
to broadcasO (k% log*k log n) messages. The:, p)-random resilienscheme
described in [4] require® (log k log(%)) key storage an® <k: log*k log (%))
messages broadcast. Calculations with representativp gives show that neither of
the schemes can scale very well. Improvements on the abeediean proposed in

[43], but at the cost of a significant relaxation in securibe(improvement comes by

allowing a higher threshold of unauthorized users to dediypdata). Another
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threshold broadcast encrypti@theme was proposed in [44] based'bout of n”

secret sharinglt requires any k out of n participants to pool their shavesi¢h they
were givenapriori by a central controller) to reconstruct the secret. Apantnfr
requiring collaboration between participants (who migbitknow each other as in IP
multicast), the storage requirement can be very high fgelgroups. Also, the scheme
is suited for one-to-many traffic only, with the key conteslbeing the source knowing

the entire secret.

6.4.3 Secure Lock

Secure Lock[45] is a secure broadcasting scheme proposeddeto-many traffic.
The “lock” is constructed using the Chinese Remainder TéradiCRT), the lock being

the common solution of the CRT. We discuss the mechanismefi br

e The key controller shares a unique secret key with each Beeevery encrypted
messag€’' = F; (m), the message-decrypting kéys enciphered separately for
each receiver using the receiver’s shared secret, yietdpigertext
R; = Eq, <d> for user:; the common solutioX for all R; is computed using
CRT:

X = R;mod N; forall users i

whereN;, i € {1, .....n} are the public relatively prime integers.

e The center broadcastX, CKD = E, (d) ,C), to all users.
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e The users comput®; = (XmodN;), andd by decryptingR; using their secret.
d validity is checked byd = D; (CKD). d is then used to decryjt to get the

original messagé/.

Secure lock therefore requires each user to store two kéyslenhg-term shared secret
with the source, which is obtained by a two-message exchaitgehe key controller
during initial setup, and the current session key. Howedbhernumber of key
encryptions done at the source increases linearly with gineber of members. Even if
the computational burden is not heavy, this system is Btraecte-to-many, since only
the key controller can know the shared secret with everyivecerhe key storage
required at the source is also very high. To adapt the systemuiltiple sources would
require every receiver to share long-term keys with evetys® The scheme would

then face storage problems similar to KPS or BE.

6.4.4 Conditional Access Systems

Conditional Access Systems (CAS)[46] is popular for dataficentiality in satellite
broadcasts. The CAS system is one-to-many and sharesrdi@savith Secure Lock.
The source shares long-term secrets with every receivgrgebscribers in a cable
network receiving their long-term passwords in smart cardata transmission is
“encrypted” using ephemeral keys, the decryption key beimgjphered individually
for every receiver using its long-term secret. The key imfation is sent along with the

encrypted data. Decryption is somewhat similar to the Sektack case.
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CAS suffers from the same kind of inefficiency as Secure Lagty the source
having to perform individual encryption for every receivAs stated earlier, it is a

one-to-many system.

6.4.5 Group Key Management Protocol

Group Key Management Protocol (GKMP)[41] has been prop&mekey
management in groups with multiple sources and receivdrs stheme uses a
centralized controller called the Group Security Con&glor GSC, that generates and
distributes the group key (figure 6.1). In GKMP each useresharunique long-term
key with the GSC. The GSC generates the session key and $daydsnicast to each
member, encrypted with the member’s long-term secret. Tdrage required at each
member is only 2 keys - the group session key, and the KEK, wikithe member’s
long-term secret. The GSC needs to store- 1) keys.

The system is simple, but the communication overhead foinikial setup, and key
updates on member leaves, is high for large groupsniFoembers, the GSC needs to
exchangen messages for the initial setup. On a member le@ve; 1) messages are
sent from the GSC to the remaining members. However, thaxosly 3 messages on

a join. The scheme therefore scales poorly and is suitedfoniyery small systems.
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Member

Figure 6.1: GKMP Framework

6.4.6 Key Agreement based on Hidden Fractional Keys

In the distributed key agreement area, several protoceis bhaen proposed. Key
agreement for secure multicast usimdden fractional key§HFK) has been proposed
in [6], with extensions in [47]. These protocols requirewsted third party to distribute
the “initial pads” and the “blinding factor” to all the memisegarticipating in the group
key generation. Subsequently the members go through a mfundssage exchanges,
with each member making its contribution, tinactional key to the shared pool, the
key being hidden using the member’s initial pad. Once alpgicipants have made
their contributions, each member can individually comphtekey (or the keying
material) by removing the blinding factor, which is the candal effect of all the
members’ pads. The protocol is elegant with no member’sitnaal key being exposed
to the other members, even though the final key has everycipamit’s contribution;
every member arrives at the same final result securely. Ansatieis given in figure

6.2.
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Initializatiol
Messages

Key Generation
Messages

@ Key Generating Member

Figure 6.2: Message Exchanges for Key Agreement usingibrettkeys

The computation and storage requirements are low in HFKexample, simple
X-OR can be used for hiding the keys. Each member stores balgdssion key, its
fractional key, its initial pad and the blinding factor. Hever, the method requires a
trusted third party for initialization. The third party cahe removed with one of the
participants taking the role of thgroup initiator; but then the scheme addsadditional
rounds of initial message exchanges to distribute the meshibéial pads and the
blinding factor. The exchanges have todrdered with each member knowing its
immediate neighbors. That might not be feasible in a IP rmadti scenario, where
members might not be aware of each other. Where commumaatexpensive, the
number of message exchanges between the participants casthe For the trusted
third party case, the communication costismessages from the third party to the
participants; and an additiona({n — 1) message exchanges between the participants to
distribute the HFKs. For the distributed initializatiohetmessage exchange is
(2n — 1) + n(n — 1). (This cost can however be amortized by broadcasting the

messages; the original protocol was suggested for the bagadetting.) Also, the
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protocol does not handle membership changes well; if a mebdmmes unavailable,
then the scheme has to go througmessage exchanges to recover the member’s
contribution; otherwise, future key updates based on thigcjgEating members’
existing fractional keys is impossible and the protocol teese restarted. An attempt
has been made to improve on the last problem in [47], but tlpearement is neither

efficient nor fully secure.

6.4.7 Group Diffie-Hellman Protocols

A suite of protocols have been proposed in [5, 48] for fullstdbuted group key
agreement between a set of participating entities withoytrausted third party or any
security assumptions about the participating nodes.

The multi-party group Diffie-Hellman comes in many flavorsRDi&.1, GDH.2
(and its authentication extensions), GDH.3[5, 48] and TG Here we describe

the simplest, GDH.1. The protocol has two staggslowanddownflow

¢ In the upflow stage, in round(i € [1,..n — 1]), member); collects the
contributions from membet&/;, j € {1, ...,i — 1}, and computeg™"i on the

gNv--Ni-1 received fromM/;_;. M; then sends ta/;;:

(gl (e IRl i1}
1 i+1

¢ In the final transaction in the upflow stage,, computes the group key:
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In the upflow stage, each member performs one exponentiatioha total of
(n-1) messages are exchanged, with the message bejesamd M, ,

containingi values.

e After computingk,,, M,, initiates the downflow stage:

{g (e F210D) e 1,3}
n—1i Mn—i+1

EachM; performsi exponentiations - one to compukg, from the values
received from\/;, 1, and(i — 1) to provide intermediate values to members
M;, j € [1,..., (i — 1)]. Hence a downflow message fram, to A/; hasi

values, there being a total 6f — 1) such messages.

A schematic for the message exchanges is given in figure 618 ih summary,
GDH.1 protocol require8(n — 1) rounds with2(n — 1) messages being exchanged,
the combined size of which being n(n-1). Also, membé&r(i € [1,..n — 1]) needs to
perform(i + 1) exponentiations, and for M,,. The total exponentiations in one key
generation is‘%?’)" — 1.

The protocol is elegant and allows a group of entities to pet common group key
without any infrastructure. The entities do not need tottome another. However, it
scales very poorly. The number of message exchanges anidehef the messages
become very high for large groups. The messages also haesorddred requiring
the entities to be aware of their immediate neighbors. Bugtrmoportantly, the
computational burden on each entity is prohibitive for éaggoups. Exponentiation is

an expensive operation of cubic complexity; in a group ofdl66des, the total
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exponentiations required in GDH.1 is of the ordebef10°, with each node
performing 1001 exponentiations, thereby introducindiHaency. One can obtain the
cost metrics for GDH.2 and TGDH from [49] - the cost of expaineions is very high
even for small group sizes (for example, 140 members). Tindyfaf protocols is

therefore unsuitable for very large dynamic groups.

Figure 6.3: Key Agreement in Group Diffie-Hellman

Several other protocols based on the Diffie-Hellman disdegarithm problem
have been proposed in [50, 51, 52]; all are susceptible toasimefficiency problems

in large groups.

6.4.8 Tree Based Key Distribution Protocols

A family of protocols have been proposed for key generatimhdistribution based on
logical key trees. The original idea of using rooted treeké&y distribution was
independently proposed in [7, 53]. We briefly review the basintralized tree based
key management in this section.

The group controller (GC) constructs a logical key treedriehny (LKH) with the
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group members as the leaves of the tree. The internal nodks tte are the key
encrypting keys (KEK) which are used to securely transpeytlpdates to the group.
The root of the tree is the session key or traffic encrypting(R&EK). The key
corresponding to a leaf node is the long-term secret thatdhesponding member
shares with the GC. A leaf node knows all the keys on the path fts leaf to the root,

and no other. Figure 6.4 illustrates a binary key tree for &imers.

Root Key

T
K18

Kig / \ 58 Path of Keys for M
12/> Kse \
2 K3 K4 K5 KG K7
Ml M, My M, Mg Mg M; Mg=— Members

Node Keys

K -<— Leaf Keys

Figure 6.4: Binary Logical Key Tree of 8 Nodes

The tree structure creates a natural hierarchy of the menmargroup[6]. The GC
can place the members logically, corresponding to the méts&tup and/or application
requirements; choose appropriate keys for the memberd)emzk selectively update
the keys of the group as needed.

When a member joins or leaves, the GC needs to update onlysatfithe keys in
the tree selectively. Figure 6.5 shows the keys updatedd & when membel/s

joins the group in figure 6.4.

e The GC first updates the root keyfq,g and securely transmits it to the current
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members using the old rodf, s key:

{IAﬁ,s}Kl?S

GC

M17 M27 M37 M47 M67 M77 MS

e The GC also updates the internal node k&ys, K ¢ on the path from the root
to the joining membef/; and transmits them securely to the relevant group

members:
{Ks8tks g

GC

M67 M77 MS

{Ks.6} K
—

GC Mg
e Finally, the GC transmits all the keys in the path from the roade to)M; using

Ms5's long-term secref{ ¢y, (assuming it is pre-established):

{K1,8,K5,8,K5,6, K5t Ko .
? 9

GC

M;

revoke

Figure 6.5: Key Update in a Binary Logical Key Tree

When a member leaves the group or is revoked, all the keyshkbothe member

have to be invalidated and new keys generated as needednfdtasmieous leave of
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multiple members, the GC has to identify all the invalid kaypsl the minimum number
of valid keys that are required to transmit the updated keyke existing members.
For example, figure 6.5 shows the list of keys that need tofaced when\/; is
revoked. A total of 3 keys need update - the root k§y, and the internal KEKs

K 4, K5 » that were known td//,. GC sends the following messages in order to

transmit the updated keys to the existing members:

{K12} i,

GC _— M,
{Kia}p,  AKi4}x _

GC B2 > My, M3, My
{fﬁ,s}f(ly{fﬁ,s}}(sﬁ

GC . M17M37M47M57M67M77M8

In ad-ary key tree protocol, the total number of keys requiredeatored at the

GCis =1 = nd=1 and at each member & + 1), whereh is the height of the key
tree,h = logy(n). For the initial tree setup, the GC has to perfﬁga‘li) + n key
encryption operations, which can be sent in an equivalemiyan of messages, or can
be broadcast in a single message (the latter is preferabdens of rounds, though the
message size will be larger). On a member join, the GC hasdatap keys and
generate a new key for the new leaf, and send the updatedkajfetted members
only. The GC requiregh + 1 rekey message components, which can be sent in two
messages - one to the existing members, and the other taniegjonember. On a
member leave, the number of keys updateld, i'equiringdh — 1 encryption cost at the
GC and one message transmission to the members aifsizel keys. The key tree

protocols have communication and computation compleXity @og,n). The storage

required at each member is al&qlogan).

96



The tree based protocols scale very well to large groupsr phenary drawback is
the use of a centralized GC; protocols that do away with theh@@ been suggested,
at the cost of higher complexity[54]. Various modificatidaghe original protocol
have been made that try to reduce the communication and datignal complexity.
Canetti et al. [8] have proposed an optimization to the nafiLKH that halves the size
of the key update message; the optimization is called LKHsm@utation of the
optimized tree structure based on the probabilities of megndins and leaves have
been discussed in [6, 55, 56]. We can do away with the GC sgikaiy updates to the
members on a join; protocols that allow the members to indégetly update the keys
on the path to root (while maintaining overall tree consistg have been developed
[57, 58]. We incorporate these ideas in our framework andrdesthem in detail in
chapter 7.

Tables 6.1 and 6.2 gives a comparison of the key managenmotpis presented

in chapter 6.
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KPS BE Secure| GKMP
Lock
Group setup
r n
Comm.(bits) | n(2"' — 1)k | n( )| nk 2nk
=0 r
Rounds 1 1 n 1
Member add
Comm.(bits) 0 0 0 3k
Rounds 0 0 0 2
Member evict
Comm.(bits) 0 0 0 (n—1)k
Rounds 0 0 0 n—1
Storage
r n
Controller | (2" — (n+ 1))k | () k| n+1] n+1
=0 r
Member (2" — 1)k] (k] 2 2

Table 6.1: Comparison of Centralized Key Management scheiere we take a uni-
form key length ofk. r is the maximum number of possible groups in Broadcast En-
cryption. The other symbols have been explained in the text.storage, we consider
only long-term keys stored. In Secure Lock, the key infororats piggybacked with
the data, and does not require any extra round, except tied lang-term channel setup.
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HFK GDH.1 LKH

Group setup

; d(n—1
Comm.(bits) | n?k | n(n— 1)k | (n+ %)k‘

Rounds n? 2(n—1) O(n)

Member add

Comm.(bits) | O(n?k) | O(n?k) (dh+ 1)k

Rounds O(n?) O(n?) dh+1

Member evict

Comm.(bits) | O(n?k) | O(n?k) (dh — 1)k

Rounds O(n?) O(n?) dh — 1
Storage

Controller - — %
Member 3 2 h+1

Table 6.2: Comparison of Distributed Key Management sclseamel LKH. Here we
take a uniform key length df. d is the degree of the logical key tree alngs the height
of the tree.n is the total number of nodes in the group. The above table noeshow
the computation cost, which is a major drawback in GDH.
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Chapter 7
Multicast Key Management in Satellite ATM

Network

We describe the proposed key management framework in thjgeh The key
management framework builds on the multicast network &chire that has been

proposed in chapter 4.

7.1 Trust Model and Security Assumptions

The network entities that are relevant in the security fraoré are the MARS, the RPs
and key server in each subnetwork and the end-hosts. Thisrséescribes the trust

placed in each entity, and other security assumptions teahade about the model.

e MARS: The MARS is owned and controlled by the network provide
assume that the application service providers who leasediveork services
from the network provider prefer to keep their applicati@tedconfidential from

the network provider. However, the network provider needatow which
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domains/subnetworks are utilizing the network for trarssiain/reception for
billing purposes, etc. In the security framework we thereimodel the MARS

as the trusted third party for the following functions:

— The MARS performs access control, based on group policyifterent
subnetworks that want to join or send to a given multicastigrd-or this,
the MARS authenticates the join/send requests that cometfie RPs
servicing their respective subnetworks. The mechanismasstablishment
of group access control policy and authentication of the &Bsssumed to

be in place for the data security architecture.

— The MARS maintains the database of multicast group merhipeas the
subnetwork level. The MARS periodically sends the group ioership

information to all the RPs that are subscribed to the group.

— In addition, the MARS acts as a Certificate Authority (CA) ¥erifying the
public keys of the RPs when needed. This is only in the caseenke
assume that the bootstrapping of the secure channel betwed®Ps is

done online, using public keys.

The MARS is not trusted with the multicast traffic. The MAR®#aH not
receive the application data (unless it explicitly subdsesias a member to the
multicast group). If the MARS “listens” to the group traffiagthout subscribing

to the group, it should not be able to read or modify the magtidraffic.
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¢ RP: In the security framework, the RP is trusted for the feilg functions:

— The RP securely transmits the multicast traffic to all treugrmembers in

its subnet.

— The RP securely transmits the multicast traffic, generayemhy source
local to its subnet, across the satellite links to other stiwarks that have
receivers for the multicast group. It is assumed that the &R pns
suitable source authentication check on the data befoneafding it onto

the local tree or to other subnetworks.

— The RP securely receives data from other subnetwork RR&&é group
members in its local multicast tree. It is assumed that tbeiveng RP
performs suitable source authentication check on thevedelata before

forwarding it onto the local tree.

The RP is not trusted to read the multicast traffic, even thouig trusted to
receive and forward the data. This requires that the RP dimmilbe able to
decrypt the application data. We place this limitation sitite RP is located at

the satellite gateway in each subnetwork, and it is ownedhéwyetwork provider.

The RP transmitting data to other subnetworks does not meréacess control
on the receiving subnetworks; access control is perfornyetiddMARS. We
assume that messages from the MARS to the RPs are integoityeped. The RP

sending data to other subnetworks, therefore accepts freflMARS messages,
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the list of subnetwork RPs as routers with valid access pgsions for sending

and receiving group multicast traffic.

End-Host: The end-hosts are trusted to securely encrypgaydt the multicast
traffic. We assume that the end-hosts perform source aiuthgah checks on

the received traffic before they accept the data.

Subnetwork Key Controller: In addition to the above netwenlkities, the
framework requires a key server in each subnet, which isddrtimeSubnetwork
Key Controller(SKC). The SKC is responsible for managing group keys in its

subnet. It is trusted for the following functions:

— The SKC performs access control operations when a subriehest wants

to join a multicast group as member or wants to send data totcast
group.

— The SKC performs key generation and distribution and plérikey
updates for all multicast groups that have members in it lsgbnet. The

key management done by the SKC is limited to the group menibés

subnet, and does not affect members outside.

Each end-host is assumedapriori establish aecure channdb the SKC for
receiving the key information. The secure channel is eistaddl based on either
ashared secrethat is known only to the SKC and the particular member, or a

public-private key pair. The SKC can be co-located with tireiRits subnet, but
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we make no assumption about this. In the design, the SKC sidered to be a
separate entity. The SKC and the RP in each subnet estaldetuee channel
between them; the SKC uses the secure channel to send theggssion key to

the RP.

In addition to the above, we make the assumption that thell//ulticast routing
is secure, i.e., all routers in the multicast tree are tdugiecorrectly forward the
multicast traffic. The routing messages between the roaterproperly authenticated.
The routers also authenticate all the hosts and do accesslodmecks on them before

they are allowed to join the multicast tree or are allowedetadsto a multicast group.

7.2 Tiered Tree Based Key Management

The primary metric that we consider for our design is the camigcation overhead in
the network. As mentioned previously in 6.1.2, the propagadelay in the
geostationary satellite links is high, of the order of 250mgne hop. The uplink
bandwidth is limited to 1.5Mbps. Also, geostationary daed operating in the
Ka-band are highly susceptible to atmospheric conditioieh ss rain fade [59]. We
therefore need a key management scheme that minimizesnirawoication over the
satellite links, to reduce the delay in group initializatior key updates, and also to
minimize the possibility of error conditions where the godeeys do not reach all the
members due to channel conditions. The processing poweerary capacity in

current computers is significant so that computation omsgf@problems are not critical
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issues.

The hierarchical structure of the network creates twomlistevels in the network -
the terrestrial subnetworks, and the satellite connesti@mtween the subnetworks
forming an “overlay”.

We divide the key management into two tiers - one at the swarktlevel, while
the other at the level of the satellite overlay. A schematigiven in 7.1. The key
generation and distribution in each subnetwork is indepehadf one another, and also
of the key generation and distribution in the overlay; we adthanisms so that the
encrypted data can be transferred securely across theetlifieey management areas.
The key management in each logical group is based on cexitidtey trees. The key
management therefore has two trees: a gl&#lTreefor managing the keys between
the subnet RPs in the overlay; and the |d8hl Treefor managing the keys amongst the

hosts in each subnet. We term this framewdiikyed Tree Based Key Management

The concept of dividing a system into subgroups for scalkéemanagement was

Overlay Network

N
N
i / \ N

Subnet 1 Subnet 2 Subnet:3-: e Subn

Figure 7.1: Logical Grouping in Tiered Tree Framework

originally proposed in lolus[60]. The paper considered medgroups being relatively
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independent of one another, each having its own multicastwith its own address.
lolus has a top-level subgroup managed lgy@up security controlle(GSC); the key
management in each subgroup is donglpup security intermediarieGSl). The
GSils are subgroup representatives of the GSC, and thetbfreis a dependency
between them. lolus considers a hierarchy of GSls, with tBes@t one level joining
the subgroups of the GSls at the next higher level or the suipgof the GSC. This
way asecure distribution trees built. Key management using a hierarchy of logical
key trees has also been explored in [61], but it does not dengiie underlying
network characteristics.

We now describe the operational details of our framework.

7.2.1 Key Management in the Overlay: RP Tree

Figure 7.2 illustrates the key trees for the overlay and satimetwork in our
framework. The members of a multicast group in the overldwoek are the RPs. The
key management is centralized and based on the logical kegrbhy concept; we
term the logical key tree in the overlay, the RP Tree. The RRifierent subnetworks
are located at the leaves of the RP tree. The root of the Ristoe® of the RPs in the

group, as explained below.

7.2.1.1 RP Tree Setup

Additions are made to the MARS message exchanges protagjdid3etup the RP

tree.

106



Subnetwork Subnetwork Subnetwork

Figure 7.2: RP Tree and SN Tree

Sender RP Request: When a RP has hosts downstream who waetsltto group
G, the RP sends a request message to the MARS for the list op gnembers. The
request message will contain the joining group IP addrbssATM address of the

requesting RP, and also the IP address and public key of the RRE data portion.

{IPG.IPrp.Kgp}{h(m)} . 1

RP s MARS

where:
e [ P; andl Pyp refer to the IP addresses of grogpand RP respectively

e Kpp is the public key of the RP
) {h(m)}Kg}g is the signature on message= {/ P, I Prp, Krp}, signed by
using a suitable hash functidrf) and the private key<;,;;, of the RP

We assume all messages carry proper authentication daex@mple, signatures as
above) and are omitted from subsequent messages. We adddielce MARS

message structures for implementing the key managemectidoality.
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If the MARS database has a non-empty entry of RPs subscrib@dthe MARS
adds the requesting RP to the entry, and returns the detalile entry to the requesting
RP in a reply message. The reply message is broadcast tosalhRPpresent in the
MARS entry at that time. The message has the IP address atid keypof each valid

RP, and the address of the RP tree controller:

{IPGv{IPRoutyKRoot}vn{IPRPJ-7KRPJ' |J€{177l}}}

MARS

RP;

Vie{l,.,l} st.RP, € Gandl < q

where we assume there driBPs subscribed to the groulr..:, K roo: are the IP
address and public key of the root RP respectively, and treren allg RPs in the
network (i.e.,g subnetworks). The message is the MARIBILTI message, with above
fields added for security functionality.

If MARS has no entry fol (i.e., the requesting RP is the first to jathat the
MARS), then MARS creates a new entry 16r adds the requesting RP ATM address
to the entry, and sends a negative acknowledgment in replyfdllowing new fields

are added to the MARS database entry for each group.

1. For each RP, a tag to indicate whether sender or receiver Béth;

2. For each sender RP, the joining time (required for selaaif RP tree root).

Figure 7.3 shows the MARS database updated with the infoomeatquired for
security. The MARS database entry can also include the acoegrol policy, privilege

list, etc. for each group; we assume that access controhis dg the MARS before
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IP Multicast | ATM Endpoint| Sender/| Join Time
Address Address Receiver

Class D address ATM.1 S JoinTime.1

- ATM.n R JoinTime.n

Class D address ATM.1 R JoinTime.1

- ATM.n S JoinTime.n

Figure 7.3: IP-ATM address mapping table at MARS with sdgienhancements
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adding each RP to the group entry in its database.

Receiver RP Join: When a RP has hosts in its local subnetwqtesting to join a
groupG as receivers, the RP sends a join request to the MARS. Thetyemlevant
fields in the message are similar to the one above. The MARStagdoining RP’s IP
address, public key to the database entry at MARS for gfaulh the entry does not
exist, then a new entry is created. Subsequently the MAR&do@sts the list of RP
group members in a regular membership update messagelie akthder RPs

subscribed t@7. The reply message format is the same as in the sender RP case.

Selection of the RP Tree Root: The root of the RP tree is s&deict be the sender
RP that is thesarliest to jointhe group amongst the sender RPs in the MARS group
entry. The selection is done by the MARS based on the join tintiee requests it
receives. The address and public key information of the Rbbbecomes known to all
the group RPs from the MARS message they receive. This isriiaposo that group
RPs can verify the source of the key information messagesteg receive from the
root. In case the root RP leaves the group, the MARS checl§sitiiag times of the
remaining sender RPs, selects the earliest-to-join, amadoasts a new message to the
group. The RPs update their local group security infornmatipon receiving the

MARS message.
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Tree Setup at the Root: When a sender RPs receives the MARSgegst checks
whether it is the root. If so, it proceeds to set up the logkegi tree in its local node.
We suggest two efficient schemes to set up the key tree iroset2.5. The
information about the leaves of the key tree are obtained titee MARS message
itself - the IP addresses of all RPs@h Once the root RP (henceforth referred to as
“root”) has generated all the keys in the tree, it proceed®tw the keys to the
appropriate leaf RPs. In cases where there is more than aderseP, all sender RPs

except the root are added as leaves to the RP tree by the root.

Secure Channel between Root and Leaf RPs: To send datalgdmiveeen the
root RP and any leaf RP, first a secure channel has to be stiathlbetween the two.
The secure channel can be established edfine or online In the offline case, we
can assume that there exagtriori long-term secrets between the root RP and the leaf
RPs. The root RP for any given group can change over time, ayn&R is a potential
root. Hence prior establishment of long-term secrets woedgire every RP to share a
secret with every other - this h&%(n?) complexity. Since the number of subnetworks
are much less than the actual number of hosts, and will n@tsekseveral hundred in a
typical network, this will require each RP to store sevenalisand symmetric keys
beforehand. Since the satellite gateways where the RPeaatet are a part of the
network owned by the network provider, this assumptiongs alot unreasonable.

In case the secure channel is set up online, one can use gapicThe public

keys of all the RPs in the group can be obtained from the MARSsiange, as shown in
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section 7.2.1.1. In the initial communication, the root Riergpts the leaf node
symmetric key (the long-term secret shared between theRB@&nd the leaf RP) using
the public key of the corresponding leaf RP; the keys of the higher level in the tree
are encrypted using the symmetric leaf key, and so on. Theterm secret is cached
at both RPs and all subsequent communication from the roabRFPeaf RP uses the
long-term secret shared between the two for establishimgebure channel. Here the
initial communication and key processing cost for setupgsér than in the offline
case, but the total number of keys that need to be storechat @itroot RP or a leaf RP
is potentially much less in comparison. A root RP for a groapds to store as many
long-term keys as there are (or has been) leaf RPs for thapgedeaf RP needs to
store as many long-term keys as the number of groups for whigljor has been) an
RP tree member.

Use of public keys requires access to a Certificate Auth¢{@gy) for verifying the
association between a node identity and its advertisedgkdy. The CA is a trusted
third party to which all the entities have easy access. Irsétellite network, the
MARS is a central point to which all the RPs have access. Irseaurity design, the
MARS is trusted with performing access control on the RRsifg a group.
Therefore, we make the MARS the CA for verifying the publigy&ef RP nodes, if
needed in the bootstrapping of the secure channel betweendhRP and the leaf

RPs, in the case the secure channel is set up online.
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Key Information Transmission: Once the RP tree has beeip s¢tilne root, the
root creates one message containing all the keys of the RPetnerypted as
appropriate, and broadcasts the message over the sdielg¢o all the other RPs in
the group. Upon reception, the leaf RP decrypts its relekeyinformation using its
private key, and obtains all the keys on the path from itsted#fe root of the tree. The

key corresponding to the tree root is now used as the sessyjon k

7.2.1.2 Tree Update on Member Join, Leave

When a RP wants to join an existing group as a member, it sejois @equest to the
MARS as described above. The MARS adds the RP to the group &vkren a leaf RP
leaves a group due to absence of any sender or receiver deamsih its subnetwork
RP tree, it sends a leave request to the MARS for the groupleBlve message

contains, in addition to the standard MARS fields, the IP asslof the RP.

pp Ul Keed -y 4 pg

The MARS checks whether the leaving RP is the RP tree rootemdves the RP
information from the group entry. The join or leave messagetransmitted to the
existing group members to update them about change in thugp gnembership.

When the root RP sends a leave message, the chain of eveiitsrisnd. MARS
removes the root from the group entry; runs an algorithmdgkkdcts a new root RP
based on the earliest-to-join parameter; creates a newteipuzssage and immediately

sends the update to the remaining group members. The neywpmwt receiving the
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update message, proceeds to create a new RP tree as explanved Till the new tree
is created, the group information is secured using theiagisession key. The
drawback is that the old root RP can still receive all thelinfation, but it prevents
“blackout periods”.

The above assumes that there are multiple sender RPs, \ghioh ¢ase when the
group has many sources spread across different subnetwoigever, a group can
have only one sender RP (the root) in situations where tlseyrly one source host, or
all the sources are concentrated in the same subnet. In suadeathe root RP leaving
implies there are no source hosts left, and the group shealsecto exist. The MARS
on getting the leave message cannot locate a new root. THeastnot send out a new
update message. The group entry will be erased from the MAR&bhese on a timeout,

and also at each of the receiver RPs.

7.2.1.3 Tree Removal on Group Termination

When the remaining sender RP (who is also the root), leawegrtbup, the group
terminates as described above. The sender RP simply rerim/key management
information in its local node.

When a group has no receiver RP remaining, the root getsfimismation from the
MARS message. It then destroys the RP tree in its local nodstaps sending
information over the satellite links. The group might dtiélve sources and receivers in
the root RP’s local subnet; key management for the groupgruoes in the SN tree as

described in 7.2.2.
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7.2.2 Key Management in the Subnet: SN Tree

The key server in each subnet, known as the Subnetwork Keyr@len (SKC),
manages the subnetwork key tree (SN tree). We assume thedchaty module in all
hosts and the RP are aware of the address of the SKC. We alsoa#isat each host in
the subnetwork and the RP have established secure chaonie¢s$KC. Since the
SKC in a subnet is unchanging, the secure channel is long-dad needs to be set up

only once.

7.2.2.1 SN Tree Setup

When an end-host wants to join a multicast gratips a receiver, or intends to send to
a multicast group as a sender, it first senflsimrequesimessage to the SKC

specifying the IP address 6f.

A5 &) SKCZ

where:a;; is the ;" host in thei*” subnetwork and K C; is the key controller in
subnetwork.

In the subnet, the SKC does not need to differentiate beta@esmmding host and a
receiving host.

When the SKC receives a join request, it checks its localdesta for an entry for
the group. If none exists, the SKC creates an entry and tlrespmnding key tree. The
SKC also generatesdatahiding key(DK) for the group. The datahiding key for group

G has to be identical across subnetworks; the SKC in a subnletvas to contact the
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SKCs in other subnetworks with membergirto agree on the datahiding key f6r.

The datahiding key is long-term; once created, it does namgé for the lifetime of
groupG. The SKC assigns the joining host to a leaf in the tree. It grerypts all the
keys in the path from the leaf node to the root and the datadpikiey using the

long-term secret it shares with the joining host; it alsorgpts only the session key for
the RP. The SKC then formskay informatiormessage containing the encrypted keys,

and transmits the key information message to the host arild¢hERP.

{IPGv{KOv--thj ’DKG}KSKCZ-,GZ'J‘ ’{SKGi}KSKC,L-,RRL'}

SKCZ g5, RPZ

where

Ky, .., Ky, is the set of SN tree keys from the root to the leaf correspuantti

hOStCI,Z‘j;

D K¢ is the datahiding key for group G;

S K¢, is the current session key for grotpin subnetworki (K, = SKg,);
® Kskc,a, IS the shared secret betwe€h C; and host;;, and
o Kske, rp, IS the shared secret betwe8/ C; and R P, in subnetwork.

The host decrypts the tree keys and group datahiding keytaresshem in local
memory. The RP decrypts the session key, creates an entiyefgroup in local

memory, and stores the session key in the entry.

116



The key information message as described above is for omyaning host.
When there are existing group members, or multiple membéargg simultaneously,

the message will contain all the relevant tree keys encdyfateall affected members.

7.2.2.2 Tree Update on Member Join

When one host sends a join request for gréutm the SKC, the controller assigns the
host to a empty leaf node in the SN tree. In case the tree idlieth a new branch is
created and the member added as a leaf to the branch. All yiserkéhe path from the
member to the root are updated, and a message sent to theggistup members
informing them of the update. The local RP is informed abbatupdate in the session
key. (We present improvements in section 7.2.5 where the &&3 not need to send
the updated keys to the existing members; affected membpeegeithe keys
themselves on receiving a update notification from the SiSGhsequently, the SKC
encrypts all the keys in the path from the joining member tedhe root, and the
datahiding key, and sends it to the joining member.

For multiple members joining simultaneously, the sequeésnsanilar, with the
added processing at the SKC to find the minimum number of ¥diKs to send the

update information.

7.2.2.3 Tree Update on Member Leave

When a member leaves, all the keys on the path from the memduietol the root are

invalidated. The SKC generates new keys in replacementsamds the fresh keys to
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all affected members, and the RP. In this case the existimgbaes have to be
explicitly informed about the updated keys. For bulk menregocation, the SKC has
to identify all the invalid keys, and find the minimal numbéwalid keys that are
required to transmit the updated keys.

In case of either member join or leave, the datahiding kepichanged. Once
created at the time of establishing the SN tree for grGyuhe datahiding key remains

unchanged till the group terminates.

7.2.2.4 Group Termination

When all the members in a subnetwork have left gréyphe SKC destroys the key
tree and frees the local memory. But it saves the long-teareshsecrets for every
registered member for subsequent use in other groups. TlasBPemoves state for

the local group when it tears down the inactive multicast.tre

7.2.3 Synchronization of Group Information at the RP

The RP is a part of the RP tree and it also has to store the sutmketession key
provided by the SKC. At all times, the RP maintains integtatiate information for a
group.

When the RP is a leaf of the RP tree, the group entry in local ongispecifies it is
the leaf, and contains the path keys to the root of the RParekthe subnetwork
session key. If a leaf RP becomes a root, then a root entrg&exn. The subnetwork

session key is transferred from the leaf entry to the roaoeiihe RP sets up the RP

118



tree and stores all the keys in the root entry, then deletekedf entry. However, a root
RP for groupGG does not become a leaf RP fGrat any time when it is continuously

subscribed td-.

7.2.4 Secure Data Transmission in a Group

Multicast traffic can be transmitted securely when the SHs@nd the RP tree have

been established. The sequence is described here.

1. Source host;; in subnetworki encrypts the data: for groupG twice: first
using the datahiding kel K to produce ciphertex@ = Epk,, (m). The
encrypted data is re-encrypted using the subnetwork seksioS K, to

produce ciphertest' = Esg,, (C).
2. a;; sends the doubly-encrypted data to the local multicastneethe RP:
ay S, RP,
Ya;, € G in subnetwork, k # j

3. The group membersik in the local multicast tree decrypt to retrieve the

multicast traffic:C' = Dy, <C> m = Dpr,, (C).

4. The RP decrypt§' to obtainC. It cannot decryp€' to getm, since it does not
know D K. The RP re-encrypt§' with the RP tree session k&<, and

transmits the ciphertext’ = Esr,, (C) to the other subnetworks over the
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satellite link.

RP, <. RP,

VRP, € G,j #i

. RP; in subnetworkj receives the encrypted transmission. It decrﬁitﬁo
obtainC = DSKGRP (O’). RP; cannot decrypt’ since it does not knou K.
It re-encryptsC' using the local subnetwork session ke¥(;; for G to generate

ciphertextC” = Esiq, (C); RP, send<C” along the multicast tree in its subnet.

ol
RP; — a;p,

Va;, € G in subnetworkj

. Each host;, in subnetwork j subscribed @ receivesC"”. It decrypts the
ciphertext using K¢, to obtainC'. aj, decryptsC' using the datahiding key

DK to obtainm: m = Dpg,, (C).

Thus data flows securely end-to-end across the network.

7.2.5 Algorithms for Managing the Key Tree

Different centralized key management techniques can bigeddp our framework,

both in the overlay and in the subnetworks. For scalable kayagement we have

proposed use of logical key trees. In the family of logical kee protocols, there are

several that can be applied, apart from the basic LKH. Herdisaiss two that we

consider to be very good candidates to reduce the overhday shanagement.
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7.2.5.1 One-Way Function Tree

One-way Function Tree algorithm (OFT) [57] uses one-wagfioms to compute the
key tree. The keys are computed up the tree, from the leavbs toot. The algorithm
uses binary trees. The group controller maintains a bimag; each node of which is
associated with two cryptographic keysi@de keyi', and ablinded node key

K! = g(K,). The blinded node key is computed from the node key using axaye
functiong. It is computationally infeasible for an adversary withilied processing

power to obtaink’, from K. The interior node keys are defined by the rule

Kx = f (g (Kleft(x)) » g (Kright(x))>

wherele ft(z) andright(x) denote the left and right children of node

Thesystem invariantor the OFT algorithm states that each member knows the
unblinded node keys on the path from its node to the root, la@dlinded node keys
that are siblings to its path to the root, and no other blinleghblinded keys. Each
member maintains the unblinded node key of its associatéddad the blinded node
keys for all the siblings of the nodes along the path fromagd to the root. This
enables the member to compute the unblinded keys along ttetgthe root,
including the root key. If one of the node keys changes, thebez can recompute the
keys on the path to the root, when informed of the updated kege&alue. The
algorithm assures consistency in operation; each membeesat the same view of
the path to the root that is consistent with the view of thetkeg maintained at the

controller. The algorithms for member addition and deletice detailed in [57].
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OFT reduces the communication overhead in member joinseawe$, compared

to the basic LKH algorithm.

7.25.2 ELK Protocol

The ELK protocol[58] uses centralized key trees for keyrihstion, and is somewhat
similar to the OFT algorithm. To update a node K€yELK uses contributions from
the two child keys of, K; andKi. The left child keyK;, contributesk, bits:

CL = PRFﬁ’;iL?”‘Cl> (K). Similarly, the right child keyK  contributes:, bits, where

k1 + ks < k (Kis the length of a key in bits; = PR (). PRF is a
pseudorandom function. A new key of lendth+ %, is formed by concatenation:
Crr = CL|Cg. The new node ke’ is computed by applying a pseudorandom
function, withC as the key, td(: K’ = PRF;, . (K). ELK uses small key updates,
termedhint, to update the keys on join events. Each member can do soendeptly
and therefore there is no requirement for a broadcast frencdhtroller. The protocol
for member joins and leaves is detailed in [58].

ELK improves over the basic key tree protocol in that the aallgr does not need
to broadcast key update messages to the existing group meoba join. This also
leads to perfectly reliable and efficient member joins. Tike of the broadcast
message on member leave is also significantly smaller in HIbis improvement in
communication cost comes at the expense of higher compntatithe member nodes.

Table 7.1 gives a comparison of OFT and ELK with the basic LKH.
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LKH OFT ELK (Full)
Group setup

Communication (bits)  (3n — 2)k (3n —2)k (3n —2)k
Adding a member

Communication (bits 2hk + k hk + k 0
Adding | members

Communication (bits 251k + Lk stk + lk 0
Evicting a member

Communication (bits 2hk — k hk+k | (h—1) (ki + ko)
Evicting | members

Communication (bits) (2s; — ) k+ 1k | sik+1k | (si—1) (k1 + k2)

Memory requirement
Controller storage (2n — 1)k (2n — 1)k (2n — 1)k

Member storage (h+ 1)k (h+ 1)k (h+ 1)k

Table 7.1: Comparison of LKH, OFT and ELK for binary tree.is the number of
group members = logy(n) is the height of the key tree; is the size of th&€ommon
Ancestor Treevhen! leaves changék is key size in bitsC'y, C,. andC,, are respectively
the computation cost of one evaluation of encryption fuorcti, generating a key from

a cryptographically secure random source, and one evaluatij.
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Chapter 8
Key Management Framework Analysis and

Simulation

8.1 Security Analysis

8.1.1 Passive Adversary

SN Tree: We first consider a passive adversary A, who is negesp member, and
look at its difficulty in computing any group key. We assumeak@sdrops on all traffic
in an arbitrary subnetwork and receives all the encryptgdrifermation and data
packets. A cannot decrypt the data packets, since it dodswut either the
subnetwork session key or the datahiding key. A brute-fattack to find the group
key takes? (2’“) operations where is the length of the group key. A cannot do better
than this, since it does not know any of the key encryptingkeyhe tree. It cannot
obtain any KEK from the key information messages becausaeis thot know any key
to decrypt even a single key information message. The framieis thus secure

against a passive adversary in the subnet.
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RP Tree: We assume A has the capability of listening on tredlgattraffic and
receives all the traffic in a complete session, i.e., A can pasgive eavesdropping RP.
A still cannot decrypt the encrypted traffic, since it doeskimw the RP session key.
It cannot obtain the session key from the RP tree key messhgesuse it does not
have any of the keys used to decrypt the key messages. Hermcalbe A can only
perform a brute force attack 6f (2*) operations.

MARS: One of the requirements for the design is that the NQglikhnot be able to
read the multicast traffic. The MARS is located at the NOC, jgliagis a very important
role in setting up the secure group. As such, it is importaminalyze whether the
MARS (and thereby, the NOC) can read the multicast traffithéfMARS is a passive
adversary, then under normal operation of the network, thiticast traffic will not
reach it at all. This is because the point-to-multipoint \Wattis created from a source
RP to the set of receiver RPs will not include the MARS. Sineemake the
assumption that the underlying routing infrastructureusted, the point-to-multipoint
VC from any source RP will not have a branch to the MARS, whiréfore will not

receive any multicast traffic in normal network operation.

8.1.2 Active Adversary

Let B be an active adversary, who has been a group membegdigime previous time
period, and analyze its degree of computational difficuitygiading the group data

traffic when it is not a member of the group.
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SN Tree: In the tree key management protocol, when B joingithep in any subnet, it
cannot derive any previous group key by doing better thaaestive search, i.e.,
Q (2"3) operations. This is because even if B has listened to anedspast group
traffic, it does not get any of the decryption keys for the pres enciphered messages.
The only keys it gets are the ones that are sent to it by the 8K&€precisely these
keys have been updated at the time of its join.

Consider the case where B leaves the group and tries to reaptdbp traffic after
it has left. B has with it the set of keys on its key path, anddaghiding key.
However, it cannot read the group traffic at a later time,esthe key controller updates
all the keys on the key path that B knows, including the sessgy, and securely
transmits the updated keys to the other members using Emg#eys that B does not
know. B therefore cannot find the updated keys in the treecelémeeds to again
perform a brute force attack to obtain the new session keg.dBtahiding key does not
change, and B knows the datahiding key. However, this doelseip B since it first
needs to decrypt using the session key to obtain the ciptiéintat is encrypted with
the datahiding key.
RP Tree: Consider the scenario where B is a RP who was a meriiber group at
some previous time. Before B had joined the RP tree, it coatdlacrypt the data
traffic since it did not know the group key at a previous tim&amt. After B joins the
RP tree and collects the keys in its key path, it leaves. Bogdrhas left, the root of
the tree (assuming B was not the root), updates all the keywikio B, including the

RP session key, in the RP tree. B cannot obtain the updatedfiay the key message
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since it does not know the decryption keys used to send thategdkeys to the other
RPs. Therefore for B to read the traffic after it leaves, itdse® obtain the RP session
key by a computationally infeasible exhaustive search stha framework is secure
against active adversaries.

The only time when B, as an RP, could read the data after lgaigif B was the
root of the RP tree. Then for the interval of time it takes the/moot to setup a new
tree, the group traffic would continue to be encrypted udiegaid RP session key,
allowing B access to it.

Note that B as an RP could have obtained only the ciphertekisofiata, encrypted
with the datahiding key. The purpose of the datahiding keyégisely to prevent the
RPs from reading the actual data traffic, because our trudehtmes not allow us to
trust the routers in the tree. The datahiding key would atsggnt the MARS from
reading the traffic.

MARS: What would happen if we consider the MARS to be an acikeersary? We
note that the MARS can easily join any multicast group - it senply add its ATM
address to the list of addresses for the multicast groupsands to the source RPs.
The point-to-multipoint VCs created by the source RPs \irefore include a branch
to the MARS. Consequently the MARS will be able to receivetad key traffic on the
RP tree, and all the encrypted multicast traffic. But evereutldis situation, the
MARS will not be able to read the multicast data. This is beeahe multicast traffic
is first encrypted with the datahiding key, to which no RP i@ MARS has access.

Therefore even if the MARS is able to partially decrypt thdtioast traffic using the
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RP tree key, it will not be able to decrypt further. Hence thtads secure even if the
MARS deliberately adds itself to the multicast groups tenee the data. However, it
is to be noted that under the assumption that the routingewaork is secure, the
MARS would operate normally and this scenario will not arise

Our tiered tree framework therefore allows secure transionisof multicast traffic
across subnetworks, allowing only privileged group memslereceive the data. The
framework also prevents other entities in the multicagrithstion tree from reading

the traffic.

8.2 Cost Analysis

We compute the cost for communication and storage for thie kag tree scheme:
LKH in the overlay and in each subnet.

Notation

n is the total number of members in the group.

n; IS the number of RP3,, is the number of members in each subnet.

Ny * Ny = N.

dy, hy are respectively the degree and height of the RP tree; logg, (n,).

dsy, ho are respectively the degree and height of the SN trge; logg, (n2).

k, is the length of a public key.
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RP Root SKC

Tree setup (ng — 1)k, + %ks (n I dz(m =) 1) k.

Member join to existing

group in subnet 0 (doho + 1) ks + ks

Adding a subnet

to existing group (dyhy + 1) ks + kp [(n + M + 1) k|

Evicting a member

from subnet 0 (dohgy — 1) kg

Evicting a subnet (dihy — 1) ks 0

Table 8.1: Communication Cost in Tiered Tree Based Key Mamamnt with LKH al-
gorithm.

e L, is the length of a symmetric key.

The results are derived by applying the cost metrics of tlsecha&KH to the RP tree
and the SN tree, and by aggregating the two. Table 8.1 sha@asothmunication
overhead for the RP tree and SN tree individually, while 8v2gthe total
communication cost in the network.

In every case above, the RP tree root takes advantage ofdhddast capabilities
of the network to send the key messages in one round. In theesubrks, the SKC
sends the messages to the multicast tree and thereforeotad&esund for updates (and
the additional unicasts to the joining members for joing)e Eommunication cost for

multiple members addition or revocation depends to a gregitad on the placement of

129



Total Cost

Tree setup (ng — 1)k, + du "1 1 dlm—lp 4 p, ((ng + % + 1) ks)

Member join to existing

group in subnet (doho 4 2) ks

Adding a subnet

to existing group ky+ (dihy + 1) ks + ((n + d2(”2 1) + 1) ks

Removing a member

from subnet (dahgy — 1) kg

Removing a subnet (dihy — 1) ks

Table 8.2: Total Communication Cost in Tiered Tree BasedMagagement with LKH
algorithm.

RP root SKC RP Member

[k k] | 192270, + 2] | [hy +2] | [he +2]

Table 8.3: Storage Cost in Tiered Tree Based Key Managem#nt.WH algorithm.

the members in the tree. Since the placement is not detetenina leave out the
communication costs for the case of multiple members. Thedgfor the
communication cost are only approximate. In most of theuwtatmons, we do not
rigorously consider the fact that the root of the RP tredfitse& group member; hence
all the RP tree key update messages are sent to(eply 1) members.

Table 8.3 gives the total storage cost in the framework,gusasic LKH algorithm.

The two additional keys at the SKC is due to the datahiding &eg the shared secret
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with the local RP. The single additional key storage at thasRRie to the subnetwork
session key, while at the member is due to the datahidingHey.expressions consider
that the RP root stores the public keys of all subscribed BiBsigh the public keys are

not needed except for the initial setup.

— LKH
— RP Tree Leaf
—— Subnet Member

Number of Keys (log scale)
Number of Keys

; ; ; ; ; ; ; ; ; i ; ; ; ; i
o 1 2 3 4 5 6 7 8 9 10 6 7 8 9 10
Number of Members x10° Number of Members x10°

(a) Storage required at the controller. For Tiered (b) Storage required in individual member
Tree, we consider the total storage for RP root nodes. For Tiered Tree, we consider the storage
and all SKCs. both at the RP leaf and in subnetwork members.

Figure 8.1: Comparison of Key Management Schemes: Totea&§tdRequirement

One can compare tables 8.2 and 8.3 to table 6.1 to analyzelthatages of our
tiered key management framework, even when we consider bE$i and not any of
its optimizations. Figures 8.1 to 8.3 show plots comparirgdifferent protocols to
Tiered Tree using basic LKH. We consider group size varyingifl03 to 107; the
number of subnetworks considered in Tiered Tree range #®to 500; the number of
members in a subnetwork therefore range finto 20 * 103, with members distributed

uniformly across subnetworks. We consider quaternarg timel KH and Tiered Tree.
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We do not consider the probability of member join and leaveuncomputations. In
several cases, the plots of LKH and Tiered Tree overlap, dsake of HFK and GDH,
and Secure Lock and GKMP. We could not plot the storage remquénts for KPS or

Broadcast Encryption (basic scheme); they blow up evemfomembers.
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Figure 8.2: Comparison of Key Management Schemes: Totalbb¢urof Messages
Required for Setup.
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Figure 8.3: Comparison of Key Management Schemes: TotalKmlates for Join and
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8.3 Simulation

We have verified the validity and feasibility of our framewadnrough simulations
using OPNET Modeler, version 9.0[39]. We used the multisamulation setup from

chapter 5 and added our security features to it.

e The network configuration for the security framework sintioiahas 31
subnetworks; there are 49 nodes in each subnetwork, makotglaf 1519

nodes in the network.

e The security module in each RP is located at the IP Adaptatayer. The
security module has functionality to manage the key treledfRP is selected as a
root; else it stores the keys as a leaf entry. Provisions aderto merge the leaf

entry with the root entry if the role of a RP changes from |eafdot.

For every multicast data packet received by a RP, it checlethven it has the
correct RP tree key and subnetwork session key, for perfaymécryption and
re-encryption, respectively. If both keys are presentRRdorwards the packet,

else the packet is dropped.

e The key management server in each subnetwork is modeled thealgt server
from the Opnet library, with the key management functiagaddded to it. The
key management module is located at the Transport Protadaptation Layer -
UDP Interface, which is a sub-layer of the application laydrthe group keys

are managed and stored by the key management module.
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e For the hosts who take part in the multicast group, we seldetkeernet
workstations. The security module in each end-host is adtidte Transport
Protocol Adaptation Layer - UDP Interface. The end-hostdaxt the key server
before they join a multicast group, or send to a multicastigrd he keys
obtained from the key server are processed by the securidyi@and stored
there. Upon traffic reception, every data packet is procelsgehe security
module, which checks if the session key and the datahidipddeehe group are

correct. If not, the packet is dropped.

8.3.1 Results

We ran simulations for both one-to-many traffic and manyntny traffic. In each
case, we considered 64 bit symmetric keys and public keyo$iz624 bits. For
subnetwork key management, we assumed that a shared dezadiyaxists between
the SKC and all the hosts, and also the RP. The public keyssaefor the initial
encryption in the RP tree; subsequent messages in the R&¢reacrypted using 64

bit symmetric keys.

8.3.1.1 One-to-Many Traffic Scenario

In the one-to-many case, a single multicast group has aesswglrce - host 5 in
subnetwork 25. Each subnetwork has 48 receivers for thagasitgroup; therefore
there are 1488 receivers in all. The receivers join and ldagroup dynamically, as

given in the scenario details in figure 8.4. We ran the sinidbr 300 seconds.

135



Symimetric Key: 64 bits; Public Key: 1024 bits
Traffic: Voice low quality speech. IP telephony with silence suppresion;
Source: Host 5 1n subnet 25 anly.

Receivers: Subnets | to 31:

hub 2 - all: 85 sec(join ) 160 sec(leave)

hub 3 - all: 160/End Of Simulation(EOS)

hub 4 - all: 235/290: hub 5 - all: 45/130

hub & - all: 40/190; hub 7- all: 85/E0S

All hosts in hub 1: Subnets 1 to 10: 10/EQS

Subnets 11 to 15 15/EQS; Subnets 16 t©20: 20/EO0S
Subnets 21 to 25: 25/EQ8: Subnets 26 to 31: 30/EOQS

Figure 8.4: Key Management: One-to-Many Simulation Sdenar

The total overhead in terms of number of key information gé€land bytes
transferred is given in figure 8.5 (in all the graphs, the grdinate is the simulation
time in minutes). The packets per second metric actuallwghe number of key
components; all the components are broadcast in a singleage the RP tree. In the
SN tree, since we do not have too many receivers and the Inekiast Ethernet links,
we unicast the key management messages from the SKC to thbereand the RP.

The root of the RP tree is the RP in the subnet of the sourceRiRein subnet 25.
The total RP tree traffic sent by the RP in subnet 5 is shown undi§.6(a). The figure
indicates that at the level of the overlay, there is verielidlynamism. This is because
in all the subnets, at least one receiver remains as a groageraéhroughout the
duration of the sender traffic. Figure 8.6(b) shows the kagltraffic sent by the SKC
in subnet 5. As can be seen, within the subnet the dynamisoirns and leaves is
much higher.

Our tiered framework effectively “hides” the dynamics ofmmiger joins and leaves
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Figure 8.5: Tiered Tree Framework - One-to-many: Total Keggnisigement Traffic Sent
in bytes/sec (top-graph Y-axis) and bytes (bottom grapki¥}aXx-axis is the simulation

duration in minutes.

at the subnet level from affecting other subnets. This isenamty clear by figure 8.7;
while the RP of subnet 5 receives frequent key informatiashetps from the local

SKC, it does not affect the RP tree. The savings in the satdiliks due to using a
tiered tree compared to a single tree is given in figure 8.8 hwhows the comparison
between the total key traffic and the key traffic on the RP tireéhe tiered framework,
the security traffic in the satellite overlay is the traffictbie RP tree. In the absence of

the tiered framework, the security traffic in the satellteday would have been the

total key traffic shown in the graphs.
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Figure 8.6: Tiered Tree Framework - One-to-Many: Traffic iR Rree and SN Tree
(X-axis is the simulation duration in minutes).

8.3.1.2 Many-to-Many Traffic Scenario

There are three IP multicast groups in the network, eacladmeross 31 subnetworks.
Each group has 10 sources in 10 subnetworks, one sourcehrseboetwork, as
detailed in figure 8.9. Each group has 35 receivers in eadied®1 subnetworks that
have no sources for the group, and 34 receivers in each obtkaldnetworks that have
sources for the group. Therefore each group has a total & deXgivers.

The simulation was run for 300 seconds.

Figure 8.10 gives the total key management overhead for ftanyany traffic, for
all the three groups (in all the graphs, the horizontal sisallee simulation time in

minutes).
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Figure 8.7: Tiered Tree Framework - One-to-Many: Total Kegffic Received and
Sent by Root RP in packets/sec (Y-axis). X-axis is the sitmraluration in minutes.

The RPs that were selected by MARS as the root of the RP tredisefohree

groups are:

e RP of subnet 5 for group 224.25.25.25 (group A),

e RP of subnet 11 for group 224.0.1.1 (group B), and,

e RP of subnet 23 for group 224.0.5.5 (group C)

Note that the above RPs are leaves in the RP trees for theggfouwhich they are not
the RP tree root. Thus in our framework, the key managemehtioverlay can be
distributed among different RPs for different groups. Fe&y8.11 shows the total key
information traffic sent by the three root RPs for the thredticast groups, compared

to the total key information traffic received by them fromithecal SKCs. Note that
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Figure 8.8: Tiered Tree Framework - One-to-Many: SavingSiared Tree Key Man-
agement (X-axis is the simulation duration in minutes).

the total key information traffic received by the RPs fromlitmal SKC is the traffic

for all the three multicast groups, and not only the groupafbich the RP is the root
RP. The RP is a leaf RP for the other two groups. From figure, 8vélcan see that
even though the group dynamics are high, the amount of me&satpanges are very
few in the RP tree. This is because the RPs remain subscol@droup as long as
there is at least one member in its local subnetwork sending teceiving from the
group; the frequency of joins and leaves in the subnetwararsparent to the RP tree.
This is precisely our intention, to minimize the cost of neggsexchanges over the
satellite links. The figure also illustrates another imanotipoint of our key

management scheme, namely, scalability. The effect otirgmember joins and
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Group address: A: 224.25.25.25: B: 224.0.1.1; C: 224.05.5

Symmetric Key: 64 bits; Public Key: 1024 bits

Traffic: Voice applicahon only.

[P telephony+LowCual speech earlyi{volPandLO): grp A: 50/60:125/135;200/210;275/285
[P telephony+LowQual speech late{voIPandLOQIT): grp Az 60/70,135/145:210/220;285/295
[P telephony early(volIP_I): grp B:75/85;150/160:225/235;

[P telephony late (vo_IP_IT): grp B: 85/95; 160/170; 235/245

LowQuality speech early{vo_LOQ_l): grp C: 100/110; 175/185; 250/260:

LowQuality speech late(vo LQUT): grp C: 110/120; 185195 260/270

Source: Host 5 in each subnet. Subnet based classification as follows:

Subnets 1 to 5: vo_IPandLOJ: group A: Subnets 6 to 10: vo[PandLOIT group A
Subnets 11 to 15: vodP_I; group B; Subnets 16 to 200 vo_I[P_IL; group B

Subnets 21 to 25: vo LI group C; Subnets 26 to 30: vo LOIL group C

Receivers: dentical group membership for a particular host across all subnets.

All hosts under Hubs 1,.2.3.4: groups A, B and C.

All hosts under Hub 5: group B; Hub &: group C: Hub 7: group A.

Subnets 1..10: Subnets 1..4: Hosts 1.21 (except 5): 10/300{A); 15/295(B): 20/290(C)
Subnets 5..10: Hosts 1..21 (except 5): 10/End of Simulation (A B,C)

Hosts 22..28: 26/296(A); 31/291(B); 36/284(C):;

Hosts 29..35; 400275(B); 36..42: S0/270(C): 43..49: 20/260{A)

Subnets 11..20: Hosts 1..21 (except 5); 152950 A); 20/290(B): 25/285(C)

Hosts 22..28: 31/290(A); 36/284(B); 40/279(C):

Hosts 29, 35: 40260(B ) 36..42: 500265(C): 43,49 55/ 2T0(A)

Subnets 21..31: Hosts 1,21 (except 5): 2002900 A ); 25/285(B); 30280(C)

Hosts 22..28; 36284(A) 41/27T9B); 46/274C);

Hosts 29..35: 3W265(B ) 36,42 60 260(C): 43..49: 45/ 275(A)

Figure 8.9: Key Management: Many-to-Many Simulation Scena

leaves in one subnetwork remains localized within the stvimorl, and does not affect
the group dynamics in other subnetworks. Therefore sulmrkswhere the group
membership is relatively long-term is free of the overhetilemuent key update
messages due to volatility in membership elsewhere. Thenseltan thus scale to
large number of members spread across multiple subnetwdiks savings in terms of
bytes of key information sent per second is illustrated inrég8.12, which compares
the total key information sent for all the groups in the Re$rand all the SN trees, to

the total key information sent on the RP trees only. As thelgshows, the resource
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Figure 8.10: Tiered Tree Framework - Many-to-Many: TotayK#anagement Over-
head for All Three Multicast Groups. Top graph gives the saelin bytes/sec (Y-axis)
while the bottom graph shows the traffic sent in bytes (YJaxsaxis is the simulation
duration in minutes.

savings on the satellite links is substantial using thetléree scheme.

For completeness, we show the key information sent andvedt&y randomly
selected hosts in the network. Graph 8.13(a) show the tetatdquests sent by hosts 1
and 45 in subnet 1, compared to the total key informationivedeby them from their
local SKC. Host 1 is a member of all three groups in the scenarid remains a group
member for the entire duration of group existence. Host 4bnseember of only group
A, and its membership is for the shortest duration amonggtalp A members in the
subnetwork. Hence host 1 receives significantly more tréfn host 45. This
indirectly demonstrates that our scheme is secure, i.egupgnember receives key
traffic only as long as it is subscribed to the group, and doésateive any meaningful

key traffic when it is not a member.
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Figure 8.11: Tiered Tree Framework - Many-to-Many: RP Treaffic Sent vs. SN
Tree Traffic Received by Root RPs (Y-axis shows the trafficickets/sec; X-axis is the

simulation duration in minutes).

Graph 8.13(b)

who belong to different groups. Host 25 receives traffic fotheee groups, but in
comparison to other subnetwork hosts who subscribe toragétgroups, it remains a
group member for the different groups for the shortest pleoictime. Host 35 receives
for group B only, and host 40 is a member of group C only. Thewarhof key

information received by each depends on their join/leanes, and also on the

show the total key requests sent by three lmoite same subnet 25

dynamics of other member joins and leaves for their respegtioups.
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Figure 8.12: Tiered Tree Framework - Many-to-Many: TotayKeaffic vs. RP Tree
Traffic for 3 Groups (Y-axis shows the traffic in bytes/seca¥s is the simulation
duration in minutes).
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(a) SN Tree Traffic for Hosts 1 and 45 in Sub- (b) SN Tree Traffic for Hosts 25, 35 and 40 in
network 25 Subnetwork 25

Figure 8.13: Tiered Tree Framework - Many-to-Many: Key Mgement Traffic for Se-

lected Group Members in one LAN (Y-axis shows the traffic seneived in bytes/sec;
X-axis is the simulation duration in minutes).
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Chapter 9

Conclusions and Future Work

In this chapter, we first mention some notable features ofdbeng framework and
the key management protocol. We follow up the discussioh wiit overall conclusion
combining our routing and key management frameworks. Iditiz section, we

outline the problems that would require additional workhe future.

9.1 Comments on the Routing Framework

The routing framework proposed here avoids the problem lefogtimal placement of
RPs which would happen in such a large network if standard-8Nis used. This has
the advantage that the amount of multicast control traffer te satellite channels is
reduced significantly. If standard PIM-SM is used, with tiefiar a multicast group
located in a remote subnetwork or the NOC, then every REGIRSiTEEssage would
have to be over the satellite channels, even if there is revecin other locations.
This would be wasteful use of the satellite bandwidth, asd altroduce additional

delay. Also, the data traffic would have to flow to the RP simzeshared RP tree
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would remain active always. This would happen even if theeena receivers in any
remote location. Our framework solves this problem vergditely by localizing the
PIM-SM control messages and data traffic to the subnetwadtks.amount of MARS
control traffic sent over the satellite links is much less] dane once when the group
is set up or torn down, instead of for every source. Also, tita traffic is sent over the

links if and only if there are receivers in other locations.

9.2 Comments on the Key Management Framework

It is interesting to note some of the characteristics of idr@tl key management

framework.

e The framework is essentially a generic design; differepesyof key
management algorithms can be applied in each logical gngu@ur focus is
very large groups; hence we considered tree based algaritbrause of their
scalability and robustness for large groups sizes. Howéesr based algorithms
can be inefficient if the group is small. If the subnetworka igroup are limited
and remain static, then GKMP might be a good candidate. Lidevif the total
members in a subnetwork are small, then we can use GKMP or HEKsubnet,

for example.

e Our framework “hides” the dynamism of member joins and |sanea
subnetwork from other parts of the network. Thus it satighed -affects-n

property[60] of key management.
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e Oneissue in our design is the generation of the datahidipddtea group. This
requires the SKCs of all subnetworks in the group to be ineagent about the
datahiding key. We have not considered the key managemetitfalatahiding
key, since that is a one time message exchange. A simple misohéor this to
happen is for the SKC in the root RP subnetwork to generatkep@nd send it
to the SKCs in the other subscribed subnetworks; the gengrakC can know
of the other subnetworks in a message from the root RP. Thiddvequire
additional message exchanges between the root RP and #&k€, and
between the generating SKC and other subscribed SKCs. Ts SKould also
be aware of each other’s address and have secure chanaglssestd between

them, but this can be done at the time of network setup.

Note that we need the datahiding key not to prevent unaubdhosts from
reading the multicast traffic, but to prevent the RPs frondiregthe traffic.
Since we already trust the RPs to forward data securely, myraeenarios we
might also trust the RPs with the un-encrypted contentsuth sases, the

datahiding key is not needed.

e Comparing the costs in our scheme using LKH trees, to thdestnge LKH
protocol, we see that there is no major difference in setip,ip terms of
communication overhead, or in storage. A case can hence the tnaise a
single LKH tree, which would be a less complex design. Howedhe different

subnetworks might be independent domains, such as comgangnks, and
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might follow different security policies. Reconciling tlsecurity policies across
the subnetworks to build a single LKH might be a harder task thur tiered
framework. Also, a single LKH would suffer from tHeaffects-rscalability
problem; the probability of updates in the keys stored at mbex would be
much higher due to the dynamics of member joins and leaveslbvieor a
member joining/leaving in one subnetwork, the keys wouldbgated at a
member in a remote subnetwork. The key management comntiomicaer the

satellite links would be much more frequent.

Another point to note is that our framework “fuses” key magragnt at the
application layer with key management at the network lalyethe hosts and the
SKC, the security module is a part of the application layewever, in the RPs
the multicast traffic does not go up to the application laties;RPs operate on
the multicast IP packets, and therefore the security madudeated at the
network layer. As our design and simulations show, the albaneco-exist well

and seamlessly perform secure data transmission.

9.3 Conclusions

In this work we have proposed a framework for IP multicastirguin a wide-area

satellite network that has terrestrial Ethernet-basedans connected via ATM-based

satellite links, and added a key management framework tpribygosed network

architecture for secure data transfer.
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We selected PIM-SM for the intra-domain multicast routingthie terrestrial
networks; and IP-over-ATM multicast using MARS and VC meshifter-domain
multicast routing over the satellite channels. We have @sed modifications to the
protocols to adapt them to our network. Specifically, we hiatre@duced the concept of
active peer RPs for the same PIM-SM multicast group, one RByimetwork. We
have also made additions to the RP functionality to allowrdeas end-to-end
multicast in a group spread across different areas. Outiadsdiare lightweight, and
do not involve any major change to existing RP functions. \&eehalso used the
MARS with VC mesh concept to do inter-domain multicastingjat differs from the
“traditional” use of MARS for intra-domain multicasting.&¥ave performed
simulations of our framework, and have shown that it perfomell, and compares
favorably to other models. Our framework makes optimal dsb@expensive satellite
links, and the satellite broadcast capability, and remtvesirawback that arises in
PIM-SM due to the sub-optimal placement of the RP.

For the design of the key management framework, we have zedhiye issues
involved, discussed existing protocols and shown that miostern do not scale to
large groups that will have dynamic member joins and leaesisequently we have
designed a framework for key management for large grouparisatellite network
architecture. Our design is scalable and efficient and vetysuited for the unique

network architecture that we consider.
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9.4 Future Work

We have not considered channel errors in the multicast fraredesign, since the
work is limited to the network layer and below. However, chalrerrors are very
important in geostationary satellite networks. Countgthme effect of channel errors
requires mechanisms for reliable transmission to be adu#tktmulticast framework.
We are therefore working on the design of reliable transpiartocols for the multicast
traffic in the hybrid satellite network.

The design of the key management framework has not exglob#iailed how the
datahiding key is distributed across the subnetworks.eStine datahiding key is
long-term, one choice is to do this offline. However, we agking at mechanisms that
would efficiently distribute the datahiding key online, argblate it online if needed.

Ensuring data confidentiality is one aspect of secure nadtj@uthenticating the
source of the data is another important aspect to proteatstgetacks due to
unauthorized messages. We have not considered sourcatcdkion in our security
design. Several efficient schemes for multicast sourceeatittation have been
proposed in the research community. [62] will be well-sdiiier our network, with the
modifications that have been proposed in [63] for ad hoc nédsvé&ource
authentication with the modifications for broadcast neks@semains to be investigated

in our framework.
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