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Overview of the CLEF 2022 SimpleText Task 1:
Passage Selection for a Simplified Summary

Eric SanJuan’, Stéphane Huet!, Jaap Kamps? and Liana Ermakova’

IAvignon Université, LIA, France
ZUniversity of Amsterdam, Amsterdam, The Netherlands
SUniversité de Bretagne Occidentale, HCTI, France

Abstract

This paper presents an overview of the CLEF 2022 SimpleText track’s Task 1, asking systems to retrieve
scientific abstracts in response to a query prompted by a popular science article. We discuss the details of
the task set-up: First, the SimpleText Corpus with over 4 million academic papers and abstracts. Second,
the Topics based on 40 popular science articles in the news and the 114 Queries prompted by them. Third,
the Formats of requests and results, the Evaluation labels and Evaluation measures used. Fourth, the
Results of the runs submitted by our participants.
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1. Introduction

In this paper, we discuss the SimpleText track’s first task about content selection (and avoiding
complexity) from a corpus of scientific abstracts, addressing the task:

Select passages to include in a simplified summary, given a query.

The task aims at finding references in computer science that could be inserted as citations in
original press articles of general audience for illustration, fact checking or actualisation. For
each of the selected references, more relevant sentences need to be extracted. These passages
can be complex and require further simplification to be carried out in tasks 2 and 3. Task 1
focuses on content retrieval.

A total of 62 potential participants registered for the track, and many teams downloaded the
data or used the online API to explore the collection. However, building an effective retrieval
system proved challenging for many teams. Ultimately, we received a total of six official
submissions from three different teams:

+ Chaoyang University of Technology (CYUT) [1] submitted a single run;
« Indian Institute of Science Education and Research Bhopal (IISERB) [2] submitted three
different runs; and
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« University of Amsterdam (UAms) [3] submitted two runs.

The rest of this paper is structured as follows. Next, in Section 2, we provide some context of
the task and discuss related work. In Section 3 we detail the exact setup of the tasks and the
resulting SimpleText Task 1 Test Collection, consisting of the corpus, topics and queries, judg-
ments and evaluation measures. In Section 4, we discuss the results of the official submissions.
Finally, in Section 5 we end by summarizing and discussing the main findings of the task.

2. Related Work

In this section, we position the task in the broader context of related work.

To deal with a constant growing volume of scientific publications, concise overview, i.e. a
summary, is needed. Automatic query-focused summarization may help users to familiarise
with recent scientific achievement by presenting salient and query-relevant information from
newly-published articles in a condensed manner [4]. Scientific texts are usually simplified by
journalists (Nature!, The Guardian?, ScienceX®), researchers (Papier—Méché4, ScienceBites®),
and internet forums (Explain Like 'm 5°). In contrast to the ANR projects CLEAR (medical
texts simplification in French) [5, 6, 7, 8, 9, 10, 11, 12] and ALECTOR (Reading Aids to leverage
Document Accessibility for Children with Dyslexia) [13, 14, 15, 16, 17], SimpleText tackles
questions of information selection and provides background knowledge. While structured
abstracts tend to be informative [18], often the information in a summary designed for an expert
in the scientific domain is drastically different from that from a popularised version. Moreover,
different levels of simplification, details, and explanation can be applied, e.g. Papier-Maché
publishes two levels of simplification: curiosity and advanced. Popular science articles are
generally much shorter than scientific publications. Thus, summarization is a step to text
simplification as it reduces the amount of information to be processed. Passage selection is a
crucial but understudied task in document simplification [19], especially regarding the target
audience [19], as existing works mainly focus on word/phrase-level [20] or sentence-level
simplification [21].

Automatic query-biased summarization can simplify access to primary scientific documents;
the resulting concise text is expected to highlight the most important parts of the document and
thus reduces the reader’s efforts. As the information in a summary designed for a scientist from
a specific field should be different from that adapted for the general public, the main challenge is
to choose which information from primary scientific sources should be included in a simplified
text in order to remove barriers that non-expert users experience reading/accessing scientific
information. Despite recent significant progress in the domains of information retrieval (IR)
and natural language processing (NLP), the problem of constructing a consistent overview has

"https://www.nature.com/news
*https://www.theguardian.com/science
*https://sciencex.com/
*https://papiermachesciences.org/
*https://science-bits.com/
Shttps://www.reddit.com/r/explainlikeimfive/
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not been solved yet [22]. Notice that this information extracted from primary scientific sources
still needs to be further simplified and contextualised in order to be accessible for non-experts

3. SimpleText Task 1 Test Collection

This section provides an overview of the resulting test collection, detailing the corpus, the topics
and queries, the exact input and output format used, as well as the exact relevance judgements
and used evaluation measures.

3.1. Corpus

As in 2021, we use the Citation Network Dataset: DBLP+Citation, ACM Citation network (12th
version) [23]” as source of scientific documents that can be used as reference passages [24].
It contains: 4,894, 083 bibliographic references published before 2020, 4, 232, 520 abstracts
in English, 3,058, 315 authors with their affiliations, and 45, 565, 790 ACM citations. From
this corpus can be extracted textual content together with authorship. Although we manually
preselected abstracts for topics, participants also have access to an ElasticSearch index; this
index is adequate to passage retrieval using BM25.

The shared datasets provide: document abstract content for LDA (Latent Dirichlet Allocation)
or Word Embedding (WE); document authors for coauthoring analysis; citation relationship
between documents for co-citation analysis; citations by author for author impact factor analysis.
These extra datasets are intended to be used to select passages by authors who are experts on
the topic (highly cited by the community).

3.2. Topics

Topics are a selection of 40 press articles: 20 from The Guardian, a major international newspaper
for a general audience with a tech section, and 20 from Tech Xplore®, a Web site taking part in
the Science X Network to provide a comprehensive coverage of engineering and technology
advances. Each article was selected in the computer science field to be in accordance with
the provided corpus. URLs to original articles, the title and textual content of each topic are
provided to participants. Articles were also enriched with queries manually extracted from
their content to provide an indication of the essential technical concepts covered. It has been
manually checked that each query allows participants to retrieve from the corpus at least 5
relevant passages that could be inserted as citations in the press article. The use of these queries
were optional.

Table 1 shows examples of the used Topics and Queries. The topic is represented by the title
of the news article, and in addition the full text of the article was separately provided to use for
the Task.

"https://www.aminer.cn/citation
®https://techxplore.com/
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Table 1
CLEF 2022 SimpleText Task 1: Examples of Topics and Queries

TopicID QueryID Title or Query

G12 Patient data from GP surgeries sold to US companies
G12.1 patient data

G13 Baffled by digital marketing? Find your way out of the maze
G13.1 digital marketing

G13.2 advertising

Table 2
CLEF 2022 SimpleText Task 1 on content selection: example of output
Run M/A  Topic Query Doc Passage
ST1_task1_1 0 GO01 G01.1 1564531496 A CDA is a mobile user device, similar to

a Personal Digital Assistant (PDA). It sup-
ports the citizen when dealing with public
authorities and proves his rights - if desired,
even without revealing his identity.

ST1_task1_1 0 Go1 GO01.1 3000234933  People are becoming increasingly comfort-
able using Digital Assistants (DAs) to inter-
act with services or connected objects

ST1_task1_1 0 Go1 G01.2 1448624402 As extensive experimental research has
shown individuals suffer from diverse biases
in decision-making.

3.3. Formats

Results had to be provided in a JSON format (with a “json” extension), and the following fields
were required:

run_id Run ID starting with team ID, followed by “task1” and run name
manual Whether the run is manual {0,1}
topic_id Topic ID

query_id Query ID used to retrieve the document (if one of the queries provided for the topic
was used; 0 otherwise)

doc_id ID of the retrieved document (to be extracted from the JSON output)

passage Text of the selected passage

Manual runs could also opt for a TREC style tabulated format (with a “.csv” extension), including
headers with column names as the first line.

An example of the output is shown in Table 2. For each topic, the maximum number of
distinct DBLP references (_id json field) was 100 and the total length of passages was not to
exceed 1,000 tokens.



Table 3
Relevance score distribution per subset of topics

Topics 0 1 2 3 4 5 total
Guardian 100 83 43 66 57 36 376
Tech 0 8 15 61 9 6 99
Total 100 91 58 127 66 42 475

3.4. Evaluation Metrics

All passages retrieved from DBLP by participants are expected to have some overlap (lexical or
semantic) with the article content.

To build a pooled test collection, we first extracted all the article IDs ranked by the number of
participants who used the article to select passages. From this extraction, we only kept articles
chosen by at least two participants and gave a relevance score on a scale of 0 to 5:

for irrelevant articles;

for marginally relevant articles;

when the abstract is relevant with the query;

when the abstract and keywords are relevant with the query;

when the abstract and keywords are relevant with the query and the topic (title of the
original article);

5 when the abstract and keywords are relevant with the query and the extended topic
(content of the original article).

B WD = O

In order to speed up the judgment process, for this edition we only evaluated relevance at the
article level, and not at the sentence level. The abstract was considered as relevant as soon it
has a sentence useful to explain the title or the original article.

A total of 475 documents have been assessed. Table 3 shows the score distributions.

For the documents returned by two runs, we had a high number of 1 and 2 scores for the
Guardian topics. As regards the Tech Xplore topics, which have more technical queries since
they deal with more technical and specific areas, queries were less ambivalent and more in
keeping with the content of DBLP corpus. This has resulted in usually higher relevant scores,
with many articles retrieved by two participants having a score of 3. Globally, whether the
query comes from the Guardian or Tech Xplore, human evaluators found abstracts, among the
articles retrieved by the participants from DBLP, that really explain the article or have matters
which should have been addressed in the original article. Passages were often issued from
publications that are more related to cognitive or information sciences than to technical fields,
which shows that the DBLP corpus has expanded beyond computer science.

For example, among the 376 documents manually assessed for the Guardian topics, 92 appear
to be highly relevant to expand the Guardian article (score above 4) and 36 reach a score of 5.
Only three of them have been returned by all participants, all about CRISPR databases:

« “Anti-CRISPRdb: a comprehensive online resource for anti-CRISPR proteins” by the
School of Life Science and Technology, University of Electronic Science and Technology
of China



Table 4
CLEF 2022 SimpleText Task 1: Evaluation (graded measures)

Team #Queries Avg #Doc. NDCG

5 10 20
CYUT 114 4.9 0.5866 0.5636 0.5536
UAMS 114 95.5 0.3531 0.3776 0.4073
UAMS-MF* 69 2.7 0.3494 0.3328 0.3270
NLP@IISERB 1 30 92.5 0.0605 0.0680 0.0819
NLP@IISERB 2 114 100 0.0503 0.0640 0.0815
NLP@IISERB 3 114 100 0.0467 0.0522 0.0722

* Manual run.

« “CRISPRcompar: a website to compare clustered regularly interspaced short palindromic
repeats” by Paris-Sud University.

« “Application of Arrayed CRISPR/cas9 Screen and its Data Analysis: a Systematic Review”
by Faculty of Health Sciences, University of Macau.

These three documents contain abstracts that do not require simplification and could have been
quoted in the Guardian paper. However, none of these documents are highly cited by other
DBLP documents. They appear to be marginal in the field of computer science.

4. SimpleText Task 1 Results

In this section we discuss the results for the official submissions to the Task 1.

After the “workshop” format of CLEF 2021 [24], this is the first year of SimpleText running as
a track or CLEF lab. As expected in a first year, there is a steep learning curve and the attrition
rate is high. Of the 62 teams who signed up for the track, many downloaded the data or explored
the corpus with the provided Elastic Search AP, but ultimately few teams managed to complete
a run submission before the deadline.

A total of 3 teams submitted 6 runs: CYUT [1] submitted 1 run; IISERB [2] submitted 3
runs; and UAms [3] submitted 2 runs. A total of 4 automatic runs extracted 100 documents or
abstracts per subquery, the CYUT automatic run extracted 5 sentences per subquery, and the
UAms manual run extracted passages for a selection of subqueries. For evaluation, we consider
here the reduced pool of documents returned by at least two runs; there are 72 queries with
judgments, with a mean of 6.7 and a median of 4 judged documents per query.

Table 4 shows the number of queries with at least one returned document (#Queries), the
average number of returned documents with a score > 1 (Avg #Docs), and the evaluation
against the graded relevance judgments (NDCG). We view NDCG@5 as the main metric for the
official ranking on this task. These values show that the automatic run made by CYUT clearly
outperforms the other runs in terms of selecting the abstracts with a high relevance.

Table 5 provides additional measures using a Boolean quantisation of relevance, at three
different relevance thresholds. In the top part, we use the standard threshold of at least 1



Table 5
CLEF 2022 SimpleText Task 1: Evaluation (Boolean measures)

Team Rel. MRR Precision MAP
5 10 20
CYUT 1+ 0.7111 0.5000 0.2500 0.1250 0.4987
UAMS 1+ 0.5003 0.2917 0.1931 0.1333 0.3706
UAMS-MF* 1+ 0.5289 0.2750 0.1375 0.0687 0.2813
NLP@IISERB 1 1+ 0.1036 0.0667 0.0611 0.0556 0.0741
NLP@IISERB 2 1+ 0.1118 0.0528 0.0514 0.0444 0.0548
NLP@IISERB 3 1+ 0.1103 0.0556 0.0472 0.0444 0.0489
CYUT 2+ 0.6139 0.4111 0.2056 0.1028 0.4499
UAMS 2+ 0.4404 0.2417 0.1528 0.1028 0.3192
UAMS-MF* 2+ 0.4537 0.2417 0.1208 0.0604 0.2599
NLP@IISERB 1 2+ 0.0990 0.0528 0.0472 0.0437 0.0673
NLP@IISERB 2 2+ 0.1031 0.0444 0.0431 0.0368 0.0539
NLP@IISERB 3 2+ 0.1041 0.0528 0.0417 0.0354 0.0508
CYUT 4+ 0.2697 0.1167 0.0583 0.0292 0.1967
UAMS 4+ 0.2048 0.0778 0.0458 0.0333 0.1580
UAMS-MF* 4+ 0.2118 0.0889 0.0444 0.0222 0.1504
NLP@IISERB 1 4+ 0.0483 0.0222 0.0222 0.0229 0.0300
NLP@IISERB 2 4+ 0.0453 0.0139 0.0167 0.0174 0.0302
NLP@IISERB 3 4+ 0.0604 0.0222 0.0181 0.0188 0.0304

* Manual run.

(“marginal relevant”), and observe high early precision scores, and solid average precision
scores for the top runs. In the middle part, we restrict the evaluation to at least 2 (“relevant”)
leading unavoidably to lower numbers, and relatively better performance of the manual run.
In the bottom part, we only restrict the evaluation to abstracts relevant to the context article
motivating the query, and observe that the top runs are still able to achieve a reasonable mean
reciprocal ranks of the first retrieved highly relevant article, and even solid mean average
precision over this small set of these most desirable abstracts.

We led further analysis on two subsets of topics with a higher level of assessment. From the
31 topics with at least one assessment in the pooled test collection, we first kept only the 16
topics with at least 10 evaluated documents (G01, G03, G04, G05, G07, G08, G09, G10, G15, G17,
G19, T02, T04, T05, T10, T16). The upper part of Table 6 exhibits NDCGs measured on this first
subset, with the same ranking of runs and values similar to the ones observed on the whole data
collection. Then, we kept only the 6 topics with at least 20 assessed documents (G03, G04, G05,
G07, G08, G17). The lower part of Table 6 shows that on these easiest topics, all the systems
were able to retrieve relevant documents, which results in a dramatic increase of NDCG values
for NLP@IISERB runs, with the first run approaching the result quality of the CYUT run.



Table 6
Runs score in task 1 on topics with > 10 or > 20 assessments

Team #Topics #Queries NDCG

5 10 20
CYUT 16 45 0.5855 0.5478 0.5344
UAMS 16 45 0.3463 0.3733 0.4058
UAMS-MF~* 15 33 0.3738 0.3473 0.3376
NLP@IISERB 1 10 20 0.0780 0.0906 0.1101
NLP@IISERB 2 16 45 0.0605 0.0732 0.0864
NLP@IISERB 3 16 45 0.0651 0.0634 0.0796
CYUT 6 15 0.4735 0.3730 0.3317
UAMS 6 15 0.2211 0.2326 0.2742
UAMS-MF* 6 10 0.2668 0.1990 0.1692
NLP@IISERB 1 6 15 0.2364 0.2755 0.3025
NLP@IISERB 2 6 15 0.1035 0.2755 0.1726
NLP@IISERB 3 6 15 0.1644 0.2755 0.1759

* Manual run.

5. Conclusion

This paper presented an overview of the CLEF 2022 SimpleText Task 1, on retrieving relevant
abstracts in response to popular science request.

During CLEF 2022, we developed an impressive test collection, consisting of a huge corpus of
over 4 million scientific abstracts, a set of 40 topics in the form of popular science news articles,
a set of 114 queries motivated by these articles, and relevance judgments for 72 of these queries
and 31 topics.

A large number of teams signed up for the track, and downloaded the data or explored the
collection using the elastic search API made available by the organisers. However, building an
effective system is challenging and we received six submissions from three teams who managed
to create interesting approaches to tackle this important problem.

We presented the evaluation results of the official run submissions, and found that some
teams obtain very competitive performance. Using graded measures reflecting the relevance
of the retrieved abstracts to the motivating context of the popular science article, the top runs
obtain a high NDCG@5 of over 0.5. These results are very promising and we hope and expect
that next year, with the extensive data from 2022 available, this leads to the further development
of novel retrieval models and approaches for this important problem.

Recall that the main overall goal of the track, and CLEF in general, is to support and promote
research by building corpora and test collections. We can look back with gratitude on the
construction of the CLEF 2022 SimpleText Task 1 test collection, and particularly thank the
help of active participants by submitting runs that created the pool of abstracts leading to the
ultimate relevance judgments. We hope and expect that the resulting test collection will be used
and reused by many other researchers in IR, NLP, and Al, who together can make a difference
in solving the important societal problem addressed by the track.
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