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� A software application was devel-
oped that allows for the comparison
of smoothing and drift correction
algorithms.

� It can generate hybrid (part experi-
mental, part simulated) data for
other comparison studies and allows
anyone to do so.

� The need for a large and varied
common data set against which all
correction algorithms will be tested
is highlighted.
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The objective of the present work was to make a quantitative and critical comparison of a number of drift
and noise-removal algorithms, which were proven useful by other researchers, but which had never
been compared on an equal basis. To make a rigorous and fair comparison, a data generation tool is
developed in this work, which utilizes a library of experimental backgrounds, as well as peak shapes
obtained from curve fitting on experimental data. Several different distribution functions are used, such
as the log-normal, bi-Gaussian, exponentially convoluted Gaussian, exponentially modified Gaussian and
modified Pearson VII distributions. The tool was used to create a set of hybrid (part experimental, part
simulated) data, in which the background and all peak profiles and areas are known. This large data set
(500 chromatograms) was analysed using seven different drift-correction and five different noise-
removal algorithms (35 combinations). Root-mean square errors and absolute errors in peak area were
determined and it was shown that in most cases the combination of sparsity-assisted signal smoothing
and asymmetrically reweighted penalized least-squares resulted in the smallest errors for relatively low-
noise signals. However, for noisier signals the combination of sparsity-assisted signal smoothing and a
local minimum value approach to background correction resulted in lower absolute errors in peak area.
The performance of correction algorithms was studied as a function of the density and coverage of peaks
in the chromatogram, shape of the background signal, and noise levels. The developed data-generation
tool is published along with this article, so as to allow similar studies with other simulated data sets and
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possibly other algorithms. The rigorous assessment of correction algorithms in this work may facilitate
further automation of data-analysis workflows.
© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Spectroscopic or chromatographic data can generally be
assumed to consist of three components, (i) low-frequency baseline
drift, (ii) high-frequency noise and (iii) relevant chemical infor-
mation, typically with a frequency between that of drift and noise.
The latter two contributions together are also commonly described
as “background”. Often, there is more background than chemical
information present in a signal, as each data point contains a
background contribution. In such a case, or if the background is of a
frequency very similar to that of the relevant signals, problems may
occur with the interpretation of the data. For example, peak
detection may be hindered, and errors in classification, discrimi-
nation, and, especially, quantification, may occur [1e7]. It is,
therefore, desirable to perform baseline-drift correction and noise
removal to ensure a correct interpretation of the data, unless peak
detection can be performed in such a way that it is not hindered by
the presence of noise and drift.

A large number of background-correction algorithms have been
developed [8e25]. Examples of baseline-drift-correction algo-
rithms include many of the penalized least-squares (PLS) methods,
including asymmetrical least squares (asLS) [16], asymmetrically
reweighted penalized least squares (arPLS) [24], adaptive itera-
tively reweighted penalized least squares (airPLS) [19], modified
airPLS (MairPLS), and morphologically weighted penalized least
squares (MPLS) [10] as well as other techniques, such as iterative
polynomial fitting [26,27], Corner-Cutting [9], Backcor [11,12] and
baseline estimation and denoising using sparsity (BEADS) [14].
Additionally, methods based on Fourier filtering and on wavelets
have also been developed [22,28,29] as well as less conventional
methods based on the use of neural networks [30,31]. Although
many background-correction methods have been proposed, com-
parisons between the performance of these are scarce and often
inadequate.

Firstly, in many cases the background-correction methodologies
developed for use on spectroscopic or chromatographic data are
compared only qualitatively to two or three other methods using
experimental data, while quantitative comparisons tend to be
limited to small sets of simple simulated data [19,24]. Conse-
quently, it is not clear which background-correction methods
perform best. Instead, a trial-and-error approach is routinely taken,
in which three or four methods are arbitrarily selected and applied
to a small test set of data. The (qualitatively) best performing one is
used for the correction of all further measurements. If the test set is
representative for all data and good methods are selected, such an
approach can work reasonably well. However, this is by no means
guaranteed and when correction is required for large numbers of
measurements automation of background correction in data-
analysis workflows is susceptible to errors. This is especially rele-
vant when data-analysis methods, such as classification, discrimi-
nation or clustering are employed. In such cases, incorrect
background correction can lead to erroneous results and incorrect
conclusions.

Secondly, most approaches have been developed for specific
datasets, such as Backcor, which was originally intended for the
background correction of optical spectra [11]. While this is under-
standable, it induces the risk of a data-dependent bias in
2

performance when evaluating the different methods. However,
since quantitative comparisons are virtually non-existent, the
magnitude of this risk cannot be assessed.

Thirdly, there are no data sets available for an objective com-
parison of background-correction approaches. Authors have
generally employed specific datasets or simulated data. The latter is
a pragmatic solution, which has the advantage that the ground-
truth values for peak characteristics (e.g. peak area, shape) and
background are known. This allows quantification of the extent of
information loss as a result of the correction. A common criticism
against the use of simulated data is that it is thought to be less
representative than real data. In many cases this can be deemed
true, as simple polynomial, sinusoidal or linear baselines are used,
along with Gaussian peak shapes. Ideally, a large set of generated
data that is sufficiently varied should be used against which all
methods can be benchmarked.

In this work we aim to rigorously compare a number of recently
developed background correction methodologies (i.e. baseline-drift
correction as well as noise removal) in a comprehensive and critical
manner. For this purpose, we used experimental data on back-
grounds and peaks to create large sets of hybrid (part experimental,
part simulated) data. Methods that featured very long computation
times (e.g. several minutes or more for a one-dimensional signal of
approximately 20,000 data points) were discarded in the present
work after an initial evaluation, as our eventual objective is to apply
the most-appropriate algorithms to two-dimensional liquid chro-
matography (2D-LC). For the same reason, only methods with no
more than three different input parameters were assessed, to avoid
significant manual tuning of the parameters to obtain satisfactory
results.

2. Theory

Avariety of different background-correctionmethods have been
compared in this work. Here a brief overview of the theory behind
each method is given. The noise-removal methods that were used
prior to drift correction include well-known smoothing methods,
such as Savitsky-Golay smoothing (SG) [8], Whittaker smoothing
[32], finite-impulse-response (FIR) low-pass filtering [33], and
wavelet filtering [34], as well as the more novel sparsity-assisted
signal smoothing (SASS) [21]. After smoothing, drift-correction
methods, viz. asymmetric least-squares (asLS) [16] and two
conceptually similar methods, including adaptive iteratively
reweighted penalized least-squares (airPLS) [19], asymmetric
reweighted penalized least-squares (arPLS) [24] were applied.
Additionally, the mixture model (MM) [18], a method based on
iterative polynomial fitting with an asymmetric cost function
(Backcor [11]), a method based on local minimumvalues (LMV) [15]
and a recent method based on the use of an artificial neural
network (ANN), henceforth referred to as the Autoencoder [31],
were also included.

2.1. Drift-correction methods

2.1.1. Backcor
Many drift-correction methods are based on a polynomial-

fitting approach, with the signal drift being described by a

http://creativecommons.org/licenses/by/4.0/
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polynomial of a certain order. Such approaches cannot easily be
automated, as this would require automatic detection of peaks and
selection of background regions in the raw data. The correction
method should itself be capable of determining which points
belong to the drifted baseline and which do not. In Backcor this is
achieved by iteratively fitting a polynomial through the entire
signal and utilizing asymmetric forms of typically symmetric cost
functions, such as the Huber or truncated quadratic cost functions,
to penalize data points falling above the fit less harshly than those
that fall below the fit [11,12]. As a result, minimizing such a cost
function results in positive peaks being automatically filtered out
during the fitting procedure, since they have a lower cost. Because
the noise around the drift is assumed to be normally distributed,
this method still relies on a user-defined threshold to distinguish
between noise and peaks.

The condition for the asymmetric truncated quadratic cost
function is as follows.

4¼
�
d2; d< s
s2; d � s

(1)

With d ¼ xi � zi, x the original data, z the fitted data, d the differ-
ence between the fit and the data for the i-th datapoint, 4 the cost, s
the user-defined threshold. The user additionally has to choose the
cost function and the degree of the polynomial. Note that when the
asymmetrical truncated quadratic cost function is used together
with a threshold s of zero the approach is equivalent to the iterative
polynomial fitting approaches [26,27]. It can be seen that d2 cor-
responds to conventional least squares, unless the difference ex-
ceeds the set threshold, above which d2 becomes constant (and
equal to s2). Minimizing the sum of the 4 for all datapoints allows
determining the polynomial coefficients and hence the drift.
2.1.2. Local-minimum value
The local-minimum-value approach relies on the presence of

local-minimum values (LMV's), which are data points lower in in-
tensity than adjacent data points [15]. The approach first estab-
lishes an “initial background” consisting of local minimum values,
and then removes any points above this initial estimate by using a
moving window and median-based outlier detection. The latter
relies on a threshold based on the amount of noise in the signal. The
drift is then obtained by linear interpolation between the areas that
were considered as outliers (peak regions). In this approach the
peak regions are therefore detected based primarily on the noise in
the signal and the chosen window width, which should be chosen
based on the peak width.
2.1.3. Asymmetric least-squares
Many well-known background-correction algorithms are based

on the use of penalized least squares (PLS). The PLS algorithm relies
on balancing the fit of a model to the data, F; given by the sum of
squares error (SSE), and its roughness (R) by adjusting a smoothing
parameter, l:

4¼ F þ lR¼
Xm
i¼1

ðxi � ziÞ2 þ l
Xm
i¼2

ðDziÞ2 ¼x� z2 þ lDz2 (2)

Where xi is the ith data point in the signal, x, and zi is the ith point of
the fitted data, z. The difference between adjacent fitted data points
is therefore given by Dzi. This method as such cannot be used for
background-drift correction, as it requires prior information on the
locations of peaks in the signal. If these locations are known a bi-
nary mask or “weighted matrix” can be created, which ensures that
only the background drift is modelled [35,36].
3

ðW þ lD0DÞz¼Wx (3)

z¼ ðW þ lD0DÞ�1Wx (4)

Where W is a diagonal matrix with weight vector wi on its diago-
nal, l is the smoothing parameter and D is a difference matrix such
that Dz ¼ Dz. In case a binary mask is used wi consists of solely
ones and zeroes to differentiate between peaks and baseline,
respectively. However, in principle the weights may be any value
between zero and one depending on how the weights are estab-
lished. Furthermore, in case of the asLS, arPLS, and airPLS algo-
rithms the determination of these weights is based on an iterative
process where weights are selected based on the difference from
the fitted baseline. For the initial fit no penalty is given (weights are
all equal to one). Points far away from this initially determined
baseline are then given smaller weight and hence will have less
influence on the fit. These weights are then used to solve Equation
(4) once again, and new weights are established. This process is
continued until the weights become invariable. In asLS, developed
by Eilers et al. [16], the weights are established using an asymmetry
parameter (p), which allows for the weights associated with posi-
tive and negative deviations from the baseline to be different
(smaller and larger, respectively). This approach is summarized in
Equation (5).

wi ¼
�
p; xi > zi
1� p; xi � zi

(5)

The asymmetry parameter p can vary between 0 and 0.5, with
0.5 resulting in a conventional fit, while anything smaller than 0.5
will result in the peaks being taken into account less.

2.1.4. Adaptive iteratively reweighted penalized least-squares
In the case of airPLS weights are selected based on an expo-

nential function (Equation (6a)) [19]. The algorithm is terminated
once the difference between the signal and the fitted vector jdt j falls
below a user-selected threshold, i.e. when condition (Equation
(6b)) is met.

wi ¼
�

0; xi � zi
etðxi�ziÞ=jdj; xi < zi

(6a)

jdt j<0:001jxj (6b)

With t being the iteration index and d ¼ xi � zi, as earlier
defined.

2.1.5. Asymmetric reweighted penalized least-squares
In the asymmetrically reweighted penalized least-squares

(arPLS) algorithm, developed by Baek et al. [24] the weights are
established based on a logistic function, as shown in Equation (7).
This method functions in essentially the same way as asLS and
airPLS, but is claimed to be better at establishing the drift in the
presence of noise, due to how the weights are selected.

wi ¼
�
logisticðd; mi; siÞ; xi � zi

1; xi � zi
(7)

logisticðd; mi;siÞ ¼
1

1þ e2ðd�ð�mþ2sÞ Þ=s (8)

With d ¼ xi � zi, m and s are themean and standard deviation of,
which is the part of dwhere the condition xi < zi is met. This allows
for weights above and below the signal to be the same, while any
signal higher than the noisemeanwill receive a progressively lower
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weight. The baseline is established once the weights become
invariable, once again depending on a set threshold.

2.1.6. Mixture model
The mixture model estimates the baseline by calculating the

posterior probability that a point belongs to the baseline [18]. The
entire signal is assumed to be constructed from a mixture of two
probability densities, one of which is normal (and corresponds to
the baseline) and one of which is unknown, corresponding to the
peaks. To estimate both components of the signal/mixture, a so-
called Expectation-Maximization algorithm is used. In the first
step of this algorithm the posterior probabilities are calculated,
after which the baseline is modelled using P-splines (penalized B-
splines). The coefficients (or penalties a) of these P-splines are
determined by minimizing the following objective function:

4¼ðx� BaÞTPðx�BaÞ þ lDa2 (9)

ba¼ðB0PBþ lD0DÞ�1B0Rx (10)

In which x corresponds to the data, B corresponds to an n � m
cubic spline basis of m number of splines, l is the smoothing
parameter, P ¼ diagðpiÞ and pi is the posterior probability for the ith
data point to belong to the baseline. These posterior probabilities
are calculated from

pi ¼
pgðxjm; sÞ

pgðxjm;sÞ þ ð1� pÞhðx� mÞ (11)

where gðxjm; sÞ is the normal density function (baseline þ normally
distributed noise with background level, m, and standard deviation,
s), hðx�mÞ the unknown density function (peaks), and p an un-
known mixing ratio. This approach is conceptually similar to the
previous three methods, with the posterior probabilities used as
the weights. Once again, the method differs in how these weights
are determined.

2.1.7. Autoencoder
The Autoencoder method is based on the use of deep learning

algorithms and aims to concomitantly denoise and drift correct the
input data [31]. The method achieves this by using a large number
(in the order of several thousands) of differentiable or adaptable
filters, which can be fine-tuned as long as a representative and large
data set is available on which to train the method. Naturally this
method is therefore limited by the data on which it was trained.
However, recently Kensert et al. [31] have shown that by using a
model trained on a large set of simulated data the successful drift
correction and smoothing of experimental data may be achieved. In
the present study we have included their pre-trained model to
further assess how well this method can perform without per-
forming extensive initial training. This is interesting because if the
method is sufficiently flexible it could allow for unsupervised
background correction, which is typically very difficult to achieve.

3. Experimental

Experimental backgrounds were obtained from various sources.
Background 5 was measured on an Acquity system purchased from
Waters (Milford, MA, USA) using refractive-index detection, while
all other backgrounds (1e4) were measured on an Agilent 1260
system using diode-array UV detection, purchased from Agilent
(Waldbronn, Germany). Backgrounds 1, 3, and 5 were obtained
from empty modulations in comprehensive two-dimensional
liquid chromatography (LC � LC) runs, while backgrounds 2 and
4 were blank measurements in one-dimensional LC.
4

Signal simulation has been performed using MATLAB 2018a
purchased from MathWorks (Natick, MA, USA), on a Dell XPS13
Laptop purchased from Dell (Round Rock, TX, USA). Background
correction and automatic parameter determination were per-
formed using MATLAB 2020a on a Dell Alienware Area 51e9829 R2
PC.

The developed tool is available as a downloadable application
on: https://cast-amsterdam.org/software/
4. Results & discussion

4.1. Establishing experimental data for use in simulation

The major disadvantage of simulated data is that the complexity
of experimental data may be oversimplified. Conversely, using
experimental data may complicate the comparison of background-
correction methods, as the ground-truth values (e.g. true peak
areas) are not known. Therefore, we developed a library of simu-
lated data which was based on experimental data. The workflow
comprised three steps (see Fig. 1). (i) A background was selected
from a pool of blank experiments; (ii) Varying degrees of white
noise were drawn from a Gaussian distribution; (iii) A number of
peaks were added, with a shape extracted from experimental data
by curve-fitting.
4.1.1. Establishing experimental background and adding noise
The first step in the creation of the simulated data was the

establishment of the low frequency drift component. As drift can be
highly unpredictable and, therefore, difficult to model, an empirical
approach was taken, where the background signals were obtained
by compiling a library of different blanks from a variety of chro-
matographic experiments. This library can be further expanded
with future research. Naturally, such experimental backgrounds
contain an initial amount of noise in addition to the drift compo-
nent. To establish an estimate of the initial noise in these back-
grounds, the median absolute deviation (MAD) was used [37]. This
is a robust measure of the deviation around the local average (i.e.
the noise) present in the signal and is calculated using Equation
(12a). However, in the presence of a baseline and peaks it has
been suggested that amore representative value can be obtained by
calculating the MAD from the first derivative of the background
signal as given by Equation (12b) [15].

s¼ k*medianjxi �medianðxÞj ði¼1;…;NÞ (12a)

s¼ k*medianjdxi �medianðdxÞj ði¼1;…;NÞ (12b)

In which dx is the derivative of the signal and dxi is the ith point
in this derivative, k is a (constant) scaling factor which for normally
distributed data equals 1.4826. For an overview of the five experi-
mental backgrounds that were used see Supplementary Material
Figure S-1, section S-1.

In some cases, the experimental backgrounds contained one or
more system peaks. Theseweremanually removed from the signals
by curve fitting and subtraction, followed by smoothing across this
range. This was deemed necessary, because our approach ideally
requires an experimental background that contains only low fre-
quency drift and a small amount of initial noise. Their removal had
to be performed manually and was hence tedious and time-
consuming. However, when algorithms are not compared as pre-
sented in this work, the removal of such peaks is not required, as
long as these are positive. Only in the presence of negative peaks
will this be critical for most drift correction algorithms, as such
peaks are generally treated as background drift.

https://cast-amsterdam.org/software/


Fig. 1. Scheme illustrating the developed approach for data simulation and subsequent background correction.
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The experimental backgrounds were perturbed with additional
white noise, which was simulated as numbers randomly drawn
from a normal distribution.

4.1.2. Establishing experimental peak shape
For the last step in the creation of the library (step III in Fig. 1)

experimental peak shapes were extracted from real chromato-
graphic data. It is of key importance that the peaks are accurately
modelled. This may be achieved by fitting empirical peak-shape
models or distribution functions, such as the Gaussian, exponen-
tiallymodified Gaussian (EMG), or Pearson distributions to the data.
For chromatographic data deviations from the expected ideal
Gaussian profile are expected, due to heterogenous mass-transfer
kinetics and non-linear adsorption isotherms [38]. Such deviations
usually come in the form of tailing (or sometimes fronting) peak
profiles. For each peak the extent of tailing and/or fronting may be
different. To describe all possible peaks mathematically, a function
must be used that is flexible enough to describe any amount of
tailing and fronting. Several comparisons of distribution functions
have previously been performed [39e42]. From these studies a
general consensus emerged that the EMG distribution described
chromatographic peak shapes most accurately [42]. In the present
study these common distributions were also evaluated, along with
several alternatives, such as Gaussian, Bi-gaussian [43,44], Pearson
VII [45] and Modified Pearson VII [46] distributions. To successfully
perform curve fitting two requirements must be met, i.e. (i) the
approximate peak location must be known, and (ii) no background
must be present [47]. In this study, the first prerequisite was met
through manual selection of peak locations. While this can be per-
formed automatically using peak-detection approaches, this would
induce a risk of overlooking overlapping or small peaks. This may
result in incorrect fitting for overlapping peaks. To meet the second
requirement, either some form of background correction must be
applied or data containing little or predictable background drift
must be used. We opted to perform a linear background correction
from the first to the last point in the selected peak regions. This in-
volves the assumption that within the region of the peak the base-
line does not show significant curvature. There are cases in which
the approach cannot be used to describe peaks, for example when a
large number of overlapping peaks is present, or when the back-
ground drift is significantly non-linear directly under the peak.

After the locations and peak regions were established, each peak
was subjected to a least-squares curve-fitting procedure with 15
5

different distributions. In case of overlapping peaks, all peaks in the
selected region were included and curve fitting was performed
with two or more distributions of the same type. The possibility
that overlapping peaks required different types of distribution
functions was not considered in the current study, however even
with a single distribution function it is still possible to describe a
variety of peak shapes. The goodness-of-fit of the distributions to
the experimental peaks was assessed using the Akaike information
criterion (AIC) calculated using Equation (13):

AIC¼ n*ln
SSE
n

þ 2K (13)

Where n is the number of data points, SSE is the sum of squared
errors, in our case normalized for peak height, and K corresponds to
the number of variables in the distribution function.

As an example, the results of this fitting approach applied to a
selection of peaks from a single 2D-LC modulation (second-
dimension chromatogram) containing significant background drift
are shown in Table 1 alongwith the types of distribution tested. The
AIC values for the five best-performing distribution functions for
each peak are shown in Fig. 2, along with the individual fits for
peaks 1e5.

The results shown in Table 1 and Fig. 2 are representative of
those obtained on large numbers of treated datasets. The modified
Pearson VII and EMG distributions were found capable of
describing a range of different peak shapes. Other distribution
functions performed well in some cases, but were less generally
applicable. These conclusions are in agreement with previous
studies on this subject [39,41]. Because the modified Pearson VII
distribution [46] provided a slightly better fit compared to the EMG
function this distribution was chosen for the creation of peaks in
the simulated data. This distribution is described by Equation 14

f ðxÞ¼A

 
1þ ðx� mÞ2

mðsþ Asðx� mÞÞ2
!�m

(14)

in which m corresponds to the mean of the distribution (the
retention time), s indicates the width of the peak,m is a parameter
related to the kurtosis of the peak, covering a range between a fully
Gaussian and a Lorentzian peak shape, As describes the asymmetry,
or the extend of fronting or tailing, of the peak and A corresponds to
the height of the peak.



Table 1
AIC values obtained for a selection of distribution functions for the fitted peaks shown in Fig. 2.

Distribution Peak 1 Peak 2 Peak 3 Peak 4 Peak 5 Peak 6
P

AIC

Modified Pearson VII �1.03 � 103 �1.77 � 103 �1.13 � 103 �1.28 � 103 �1.10 � 103 �9.86 � 102 �7.20 � 103

Exponentially Modified Gaussian �1.04 � 103 �1.39 � 103 �1.11 � 103 �1.24 � 103 �1.08 � 103 �1.01 � 103 �6.91 � 103

Exponentially Broadened Gaussian �9.75 � 102 �1.37 � 103 �1.13 � 103 �1.23 � 103 �1.08 � 103 �1.00 � 103 �6.29 � 103

BiGaussian �8.89 � 102 �1.37 � 103 �1.13 � 103 �9.69 � 102 �1.06 � 103 �8.55 � 102 �5.59 � 103

Mixed Gaussian/Lorentzian �7.55 � 102 �9.59 � 102 �1.29 � 103 �9.26 � 102 �8.28 � 102 �7.98 � 102 �5.38 � 103

Pearson �7.56 � 102 �9.45 � 102 �1.13 � 103 �9.12 � 102 �8.30 � 102 �7.70 � 102 �5.30 � 103

Log-normal �7.78 � 102 �9.58 � 102 �1.12 � 103 �8.72 � 102 �8.39 � 102 �7.81 � 102 �5.30 � 103

Gaussian �7.47 � 102 �9.44 � 102 �1.13 � 103 �8.63 � 102 �8.22 � 102 �7.70 � 102 �5.14 � 103

Logistic �6.64 � 102 �9.35 � 102 �1.23 � 103 �8.24 � 102 �7.56 � 102 �7.07 � 102 �4.08 � 103

Exponentially Broadened Lorentzian �5.35 � 102 �1.06 � 103 �6.86 � 102 �9.08 � 102 �6.35 � 102 �6.09 � 102 �3.82 � 103

Lorentzian �5.04 � 102 �8.98 � 102 �6.65 � 102 �8.30 � 102 �5.86 � 102 �5.73 � 102 �3.04 � 103

Fig. 2. A) Fit for Modified Pearson VII and EMG distributions on experimental data, B) AIC values for the five best distribution models for each of the fitted peaks and C) zoomed-in
fits and residuals for five individual peaks.
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4.1.3. Simulation of model chromatograms and spectra
Chromatograms or spectra are generated based on several input

parameters as summarized in Table 2. The first set of parameters is
used to describe peak shape and height while the second set of
parameters dictates the intensity of the noise and the number of
peaks in the chromatogram as well as their spacing.

Thefirst set of input parameters determine thepeak shape. These
are drawn randomly and uniformly from the established maximum
andminimum of a respective shape-defining parameter, i.e. m or As.
As certain peaks in the input data may be significantly more asym-
metrical thanotherones, anoutlier testwasfirst performedon them
and As parameters obtained from the fitting procedure. Parameters
were marked as outliers if they were more than three times the
median absolute deviation away from the median. This test was
performed to ensure that the simulated signals would represent
realistic signals i.e. it was assumed that most peaks in a chromato-
gram would be of a typical shape. Outliers were subsequently
6

removed. To ensure that peak heights are consistent between all
signals, the experimental background drift was first “min-max
normalized” and peak heightswere uniformly selected froma range
between 0.1 and 1. However, in realistic data often some peaks are
much higher or lower in intensity than the “average peak”. To
simulate this,10% of the generated peaks were randomly selected to
have an intensityof either 5or 200%of themaximumintensity of the
drift (i.e. 0.05 or 2). Peak widths were chosen based on the fitted
peaks. This seems justified, since for signals of different length (e.g.
slow one-dimensional chromatograms or very fast second-
dimension chromatograms) the parameters from the first set (m
and As) did not seem to change significantly, rather the peak width
itself changed. However, it should be considered that in the present
study primarily gradient-RPLC data of small, uncharged molecules
were used tomodel the peaks, hence peakwidths are expected to be
relatively constant. The peak-shape parameters may change signif-
icantly in other modes of chromatography.



Table 2
All parameters to be selected for signal generation.

Parameter Set Parameter Symbol Range Description

1st Set: Kurtosis m 3.5e51 Describes peak kurtosis
Asymmetry As 0.01e0.28 Describes peak asymmetry
Amplitude A 0.1e1 Multiplier for peak height
Width s 0.007e0.008 Peak Width
Position m Random Peak Retention Time

2nd Set: Min. Peak Spacing 10% Minimum space between two adjacent peaks (e.g. m1andm2)
Peak Coverage 10e100% % of data points corresponding to peaks within selected region
Noise Intensity 0e0.1 Amplitude of noise added to the chromatogram
Background 1,2,3,4 or 5 Experimental blank
Region Selection Based on blank t0 Region in which peak m are generated.
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The second set of input parameters determine the number of
peaks, their locations and the amount of overlap allowed between
individual peaks. Firstly, regions where no peaks are to be gener-
ated, can be selected. Such regions were selected based on the
experimental measurements. Secondly, a minimum peak spacing is
selected, based on peak widths, as well as a total peak coverage. The
peak overlap was calculated based on the width at 5% of the peak
height and it was chosen in accordance with the selected peak
coverage. For example, a minimum spacing of 0% may result in
completely overlapping peaks, while a minimum spacing of 100%
will result in a signal where all peaks are completely separated. The
chosen total peak coverage is defined as the number of data points
containing information on peaks, againmeasured from thewidth at
5% of the peak height, to the total region available for peak gener-
ation. The coverage, width and shape roughly determine the
number of peaks that must be generated, but the coverage alone
does not account for varying amounts of peak overlap. The signal
coverage is calculated based on the minimum spacing only. This
means that the actual coverage will always be lower than the
chosen value. To account for this the actual peak coverage is
determined once more after the full signal has been generated.

By adding the generated peaks to the experimental background
perturbed with additional white noise, many realistic chromato-
grams can be rapidly created. To allow other researchers to retrieve
data from earlier publications (e.g. the present study) the tool
features the setting of a seed, which is a number that serves to
initialize the random number generator. This ensures that all
“random” signal generation is controlled and reproducible. The
same “random” signals can be generated again at any time, when
required for future work.

4.2. Background correction

Using the developed data-simulation tool, background-
correction methods could now be accurately compared. To this
end different signals were created with peak coverages of 10, 21, 32,
43, 54, 66, 77, 88, 99 and 110%. Additionally, noise was added to
each signal at ten different levels with “intensity” or standard de-
viation (s) of 0e0.1 (up to z 20% of the average peak height).
Minimum peak spacing in all signals was set to 10%. This ensures
the occurrence of severely overlapping peaks, while there were no
peaks generated at exactly the same location.

Realistic data were generated in this manner for each of five
different experimental backgrounds, resulting in 500 different
signals for background comparison. A small representative fraction
of the signals simulated in this way (different noise and coverage
levels, three different experimental baselines) are shown in Fig. 3.

To compare the background-correction and smoothing methods
it is vital that the input parameters for each method are set such
that the estimated background is as close as possible to the actual
background. For the smoothing methods ideal input parameters
7

were obtained by minimizing the root-mean-square error (RMSE,
given by Equation (15)) between the simulated noise and the noise
obtained from subtracting the smoothed signal from the original
signal, using a grid-search approach within manually defined
constraints. For the drift-correction methods a similar approach
was usedwhere the RMSEwasminimized between the known drift
component and the background as determined by a drift-correction
algorithm.

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i ¼ 1ðbi � ziÞ2
n

s
(15)

Where bi corresponds to i-th data point in the known background
(either noise or drift component), zi corresponds to the i-th data
point in the estimated background and n corresponds to the total
number of data points in either z or b. For both smoothing and drift-
correction methods this RMSE was minimized separately, starting
with optimization of the smoothing, followed by optimization of
the drift correction. Examples of some of the corrections obtained
in this way are illustrated in Fig. 4. In this case Savitsky-Golay was
used for smoothing, while the result of six different drift-correction
methods are shown.

Based on visual inspection of this specific signal the LMV and
arPLS methods seem to perform slightly better than the other
methods. The next step was to quantitatively compare all methods
using the entire collection of generated data (500 chromatograms).
4.3. Quantitative comparison of correction performance

4.3.1. Influence of the smoothing method
Using the simulated data and automatic parameter selection, a

quantitative comparison was made between all methods or com-
binations of methods by evaluating the RMSE obtained for each
signal as well as the % error in obtained peak areas. First, the in-
fluence of the smoothing method, applied before the drift correc-
tion, was investigated based on the calculated RMSE values. This
resulted in a response surface where RMSE as a function both the
added noise intensity, and the peak coverage could be visualized. A
comparison was made by overlaying all surfaces and maintaining
only the lowest RMSE values. For many of the smoothing methods
the response surfaces were fairly similar (see Supplementary Ma-
terial Figure S-2, section S-3), indicating that there were only mi-
nor differences in the performance of the smoothing methods.
Background 5 (see Supplementary Material Figure S-1) yielded
larger deviations. However, this may be explained by the fact that
this is by far the shortest signal in terms of the number of data
points, as a result of a very low detector frequency. Therefore, the
way in which we added noise (by randomizing each data point)
may not be realistic in this case and the frequency of peaks in this
signal is much closer to the frequency of the noise. Overall, the



Fig. 3. Representative examples of the generated data. A) no added noise þ low peak coverage (44%), B) no added noise þ medium peak coverage (76%), C) medium added
noise (s ¼ 0.044) þ low peak coverage (44%), D) medium added noise (s ¼ 0.044) þ medium peak coverage (76%), E) high added noise (s ¼ 0.078) þ high peak coverage
(92%). Numbers indicate the different backgrounds.

Fig. 4. A) Correction of generated data (added noise of 0.078, coverage of 67.5%) by the combination of Savitsky-Golay (window width: 23, polynomial order: 6) smoothing
followed by drift correction using the LMV (window width: 5), Backcor (s: 0.0579, polynomial order: 18), MM (number of b-splines: 73, l: 105), Autoencoder, AsLS (l: 105, p:
0.0306), arPLS (l: 3 � 105) and airPLS (lambda: 3 � 104) methods. B) Expansion of the region 8.3e10.3 min. C) Expansion of the region 12.5e14.5 min. For information on the
methods see section 2. Dotted lines in (B) and (C) correspond to the generated (true) peak signals.
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degree of noise and/or the choice of the smoothing algorithm
appear to only marginally affect the performance of the various
background-correction algorithms.

4.3.2. Influence of the drift correction method
To provide a clearer overview of the influence of noise and peak

coverage for the different-drift correction methods the RMSE was
calculated between the known drift and the background deter-
mined by the algorithms. This was performed both with and
without prior smoothing to evaluate how well the different algo-
rithms performed in the presence of additive noise. Calculating the
RMSE between the sum of known noise and drift components and
the estimated background illustrates clearly that most methods
cannot perform smoothing and drift removal simultaneously. In
8

this case the Autoencoder method performed best. However, when
the RMSE is calculated between the estimated background and the
known drift component it is shown that most methods do not
perform worse at determining the underlying signal drift in the
presence of additive noise. This data is included in the Supple-
mentary Material (Figure S-4 and Figure S-5). Because the
Autoencoder was capable of describing both noise and drift while
many of the other algorithms could not it was decided to first
perform smoothing using SASS for the comparison of the methods.
In Fig. 5 the RMSE values obtained using background 2, initially
smoothed using SASS are illustrated.

From this comparison arPLS is seen to be the best performing
method in most cases. However, this conclusion was found to
depend on the background used. For other backgrounds the LMV or



Fig. 5. A) RMSE surfaces obtained for the various drift-correction methods in combination with the SASS smoothing algorithm and for background 2 in Fig. 3. Methods are indicated
by the coloured dots. B) Bottom view (lowest values) resulting from the overlaid RMSE surfaces. For an explanation of the methods see section 2.

Fig. 6. A) Signal with (in blue) markings indicating peak regions used for the % error calculation, the different traces represent (from top to bottom) the uncorrected signal
and the generated peaks, followed by signals corrected using the LMV (window width: 113), Backcor (s: 0.1271, polynomial order: 20), MM (number of b-splines: 100, l: 105),
Autoencoder, AsLS (l: 105, p: 0.0510), arPLS (l: 5.4 � 103) and airPLS (lambda: 4 � 104) methods. B) Error in peak area for each method. Regions 3, 6, 15 and 25 contain
overlapping peaks; all other regions are individual peaks. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this
article.)
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Backcor algorithms performed better than arPLS. However, if arPLS
did not perform best, it was usually the second-best method and
arPLS showed consistently good performance for all backgrounds
investigated in this study (for an overview of all minimum RMSE
surfaces see Supplementary Material Figure S-3).
4.3.3. Determination of error in peak areas
It is interesting to know which method results in the smallest

error in peak area. Therefore, the error in peak area obtained after
correction has been evaluated. These errors were determined and
compared to an approximate peak area obtained by trapezoidal
integration from the simulated peaks. In case of overlapping peaks
these were treated as one, therefore this is a “peak region” com-
parison rather than a comparison of individual peaks. This avoids
reliance on curve fitting and the possibility of baseline or noise
resulting in incorrect results. The regions were selected using the
simulated peaks. The error in peak areas obtained from this
approach for each method and for the signal with a peak coverage
of 35.2% and a noise intensity of 0.033 from background 2 is por-
trayed in Fig. 6. This is a representative case, in which a few peak
regions contain overlapping peaks, but many peaks are isolated.
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From Fig. 6-B it is clear that Backcor performed worse than the
other methods (indicated by the larger spread) followed by the MM
and Autoencoder methods. The best-performing methods were
LMV, asLS and airPLS, with mean errors of 3.8, 9.9 and 7.9%
respectively. In many cases errors were still substantial, especially
for low-intensity peaks, as could be expected. Peaks in regions 2, 4,
5, 13 and 17 showed the largest relative errors of up to
nearly �150%, which implies that the drift is significantly over-
corrected in this region relative to the peak's height, resulting in
a much smaller determined peak area. However, the peaks in these
regions typically also had very low signal-to-noise ratios (SNR) on
the order of ~1.5e3. Relative errors of 10 or even 20% in peak area
were quite common, also for peaks of average height (for more in-
depth figures of % error vs peak height for the different methods see
Supplementary Material Figure S-6). This surprising finding high-
lights the importance of appropriate drift correction and noise
removal when accurate quantification is desired. The errors were
similar when a different smoothing method was used prior to the
drift correction. The results for the same signal and selected peak
regions as in Fig. 6, but with four different noise intensities (0.02,
0.06, 0.08, and 0.1), are illustrated in Fig. 7.



Fig. 7. Relative errors for six different-drift correction methods for the signal shown in Figure8-A for four levels of added noise corresponding to noise intensities of A) s ¼
0.02, B) s ¼ 0.06, C) s ¼ 0.08 and D) s ¼ 0.1. Signals smoothed prior to this analysis using SASS.
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It is seen in Fig. 7 that every method performs worse at higher
noise levels, as is evident from the larger spread and the higher
number of outliers. The deterioration of the performance is stron-
gest for Backcor, MM and Autoencoder methods. Specifically in the
case of the largest noise level it is likely that the deterioration of the
Autoencoder's performance is because signals with this noise in-
tensity (and correspondingly low SNR) were not included in the
training set data. For all methods the reduced performance is not
reflected in the corresponding RMSE surfaces (all of which appear
relatively similar).

4.3.4. Outlook
Various improvements can still be made to the approach fol-

lowed in this work and our evaluation method still has some lim-
itations. The greatest challenges to the validity of the approach
remain (i) the method used to extract the background, peaks and
noise from the experimental input data, and (ii) whether the
experimental data can be accurately recreated using simulations.
We have avoided the first issue partially by using a set of experi-
mental blanks for the simulations, which do not contain any peaks.
The second point is especially critical when reconstructing peak
shapes. In this work we have extracted peak shapes using an
automatic curve-fitting approach. This is critically important, as
manually evaluating the performance of background-correction
and peak-detection algorithms will be incredibly time-consuming
for large data sets. A further improvement can be parameter opti-
mization. While a grid-search may currently be the best method for
the determination of the parameters, there is still a certain risk that
sub-optimal parameters are selected and the approach is very time-
consuming. Furthermore, the influence of differently correlated
noise on background-correction may be significant and this should
be a subject of future study, as different detectors will produce
different types of noise.

5. Conclusion

A data-simulation tool has been developed which makes it
possible to compare different background-correction and peak-
detection methods. We have used this tool to compare a variety
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of data (pre-)processing methods. From the methods compared in
this study, a combination of SASS and arPLS most often resulted in
the lowest RMSE. Based on visual inspection this combination also
showed the best looking results. However, it did not result in the
smallest errors in peak area. The combination of SASS and LMV
methods performed best in this respect. In terms of speed the
Backcor and LMV algorithms provided the fastest drift correction,
generally with evaluation times of less than half a second, while the
arPLS algorithm performed slowest. However, this algorithm still
generally provided results in less than a second if the number of
data points remained below 10 thousand. For the smoothing al-
gorithms nearly all algorithms performed equally, typically with
evaluation times of less than 0.1s. It should also be specially
mentioned that while in this case a pre-trained Autoencoder model
was used, the results of this method were still relatively good. This
indicates that in the future it may be possible to perform automatic
background correction using similar methods as long as the
training set is sufficiently large. The best combination of methods
seems to depend on the nature of the background, which implies
that it cannot always be a-priori predicted. However, the present
study has provided valuable tools and methods to improve quan-
tification in case the true background is unknown.
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