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Abstract— In the design stage, Wireless Sensor Network 

developers generally need simulation tools to save time and 

money. These simulators require accurate models to precisely 

describe the behaviors of network nodes. Nevertheless, 

although model complexity has grown from layered-stack to 

cross-level, the energy aspects are not yet well implemented. In 

this paper, we suggest an energy-aware cross-level model for 

Wireless Sensor Network. Our modelling approach allows 

parameters that belong to different levels to interact and affect 

each other. This approach is used to predict the nodes energy 

consumption and to estimate the lifetime of the system. First, 

the results obtained from the implementation of our approach 

will be compared with those collected from a well-known 

simulator, Network Simulator version 2 using a set of basic 

scenarios. Then, the utility of our approach in the Wireless 

Sensor Network design process is highlighted using detailed 

scenarios that cover different types of interactions. 

Keywords-Energy-aware design; Cross-level; Energy 

modelling; Wireless Sensor Networks. 

I.  INTRODUCTION 

A Wireless Sensor Network (WSN) is a set of battery-
powered nodes that include sensors coupled with processing 
units and wireless transceivers. Since energy stored in the 
batteries is limited, both the autonomy of the node and the 
system’s lifetime are impacted. Thus, energy-aware design is 
an important research topic and different solutions have been 
proposed in recent years to address the design concept from 
an energy point of view [1][2]. In this context, and to achieve 
the high-energy efficiency required by WSN to be 
implemented in domains like agriculture, industry, and 
healthcare [3], developers of WSN applications and 
researchers working in this field need to make the right 
decisions in the early stages of the design process. 
Consequently, and in order to deal with this challenge, 
simulators and emulators are widely used. 

The scientific literature presents a large variety of single-
level simulators, especially node-level or system-level [4]. 
This distribution can be traced back to the models on which 
the simulators were built. From what we studied, there is no 
WSN model designed to reveal the impacts of a given 
parameter on energy consumption from a cross-level 
perspective, and not only from a specific-level point of 
view [5]. Therefore, in [6], we briefly addressed the need of 
the cross-level design in WSN modelling. Later, we 

suggested a cross-level energy-aware model for WSN where 
interactions among model parameters were also highlighted, 
but only for the radiofrequency (RF) unit onboard the 
node [1]. In this paper, the application of the model is 
expanded to include other node components, precisely the 
processing unit and a temperature sensor, together with more 
detailed examples of cross-level interaction.  

The structure of this paper is as follows. First, the 
evolution of WSN modelling is reviewed focusing on design 
concept and energy-awareness. Then, we propose a cross-
level energy-aware model for WSN. After that, the result 
obtained from the implemented model is compared with 
results from a well-known WSN simulator: NS2. 
Additionally, a set of scenarios will be presented to show 
cross-level interactions among model parameters. This 
includes distance between the nodes and fragmentation 
threshold. Finally, we conclude with the perspective and 
future works. 

II. WSN MODELLING AND SIMULATION 

In order to better understand the main challenges related 
to WSN modelling and simulation in a power-aware design 
context, a short study on the evolution of WSN models is 
first provided. Throughout, the development of modelling 
techniques is traced. Then, WSN simulators, which were 
built on the previous model, are to be classified based on two 
characteristics: design concept and energy-awareness. 

A. WSNs Models: from Layered-stack to Cross-level Design 

Classical data network models, such as the Open 
Systems Interconnection (OSI) model or the Internet model 
(TCP/IP), suggest a layer-based design approach where a set 
of layers are stacked together. In this kind of model, the 
layers are defined based on their functionality, such as 
physical or logical connections. Each layer can only interact 
with the two adjacent layers in the stack using software 
interfaces [7]. However, in WSNs, parameters residing at 
different layers need to interact with each other [3]. Thus, 
services are to be provided across stack layers rather than a 
specific layer. Thereby, the traditional stack-layered model 
cannot answer the modelling challenges of this kind of 
networks [8]. 

For many years, several works have handled this 
problem by developing different WSN-oriented solutions. 
In [7], the authors suggest a modelling approach based on 
cross-layer design, where adaptivity and optimization across 



multiple layers of the stack is supported. A comparable 
cross-layered model is introduced in [9]. Furthermore, in 
[10], the cross-layer point of view is applied to network 
security, and additional considerations are included in this 
regard. In [11] a cross-layer concept is suggested through an 
infrastructure that supports a cross-layer design approach. 
According to the authors, the cross-layer interaction means 
that some data from a layer may be used as a parameter by a 
protocol that resides in another layer or it may affect another 
layer's operating process. 

The suggestion of the “tier” or “level” concept is another 
approach that is used to answer the modelling challenges in 
WSN [12]. In the previous proposal, a level stands for a 
group of parameters that belong to different functions and 
features of the entire system, and not only limited to the 
network model. Alongside the previous methods, the 
solution outlined in [13] divides the model’s layers into two 
levels. The first level is mainly focused on non-physical 
parameters related to both software and application. On the 
other hand, the second level is concerned with hardware 
where the protocols are implemented, especially linking and 
routing, along with RF unit and sensor parameters. 

This resulted in the development of a new approach for 
modelling WSNs: the multi-level approach. It expands the 
standard layered-stack model to cover not only node 
hardware and software, but also wireless media and 
parameters from the surrounding environment, such as 
temperature. Examples of this kind of multi-level models can 
be found in [14] and [15].  

After that, several evolutions were suggested to develop a 
cross-level model starting from the multi-level approach. As 
an example, in [16], a description is provided for using the 
multiple-level model in the design and development of WSN 
from a cross-level perspective. However, as illustrated in 
[17], many proposed cross-level approaches are not used in 
an effective manner. Consequently, although energy 
modelling is a crucial issue in WSN design, this aspect is 
also not well implemented in the modelling stage. 

B. WSN Simulator classification: design concept and 

energy awareness 

In general, WSN models focus on one level of 
abstraction. Therefore, WSNs simulators built on these 
models are typically specific level [2]. Consequently, they 
trace parameters related to that particular level [3]. In this 
context, a parameter is a numeric value that characterizes one 
property of a given level of abstraction, such as power 
consumption or payload length.  

For example, Network Simulator version 2, well-known 
as NS2 [17], is aimed at simulating network protocols. Thus, 
it has poor support for hardware simulation. Quite the 
opposite, TOSSIM [18] can precisely emulate hardware, but 
it provides a very abstract perspective for high-level network 
or routing protocols. Moreover, there are several multi-level 
simulators. In this category, the simulator can take into 
account parameters belonging to different levels 
simultaneously. By way of an example, Jsim [19] is a multi-
level simulator dedicated to WSNs. It is multi-level because 
it can simulate both environment and network parameters at 

the same time. Finally, few simulators are classified as cross-
level because they have the ability to show cross-level 
interaction among parameters belonging to different levels of 
abstraction. COOJA [20] is an example of this kind of 
simulator. 

None of the simulators mentioned above is energy 

oriented. These simulators could trace energy parameters, 

but they were not really built purpose for that. Based on that, 

a level-based energy classification for WSN simulators is 

proposed in [4] and illustrated in Fig. 1. In this figure, 

simulators are first classified according to their energy-

awareness: energy-oriented and non-energy-oriented. This 

classification is extended to include the simulator design 

concepts that are listed above. 
Looking at energy-oriented simulators, 

PowerTOSSIM [21] is an extension of TOSSIM that is 
dedicated to the emulation of energy in hardware. There is 
also IDEA1 [22]. It is a multi-level energy-oriented 
simulator that handles three abstract levels: the wireless 
medium, the node and the environment. 

The previous review shows that several non-energy-
oriented simulators, based on multi or cross-level models 
have been suggested. However, as demonstrated, regarding 
the energy aspect, the cross-level approach is not 
implemented. Therefore, with existing simulators, it is 
difficult to analyze the influence of parameters belonging to 
different levels of abstraction on both WSN lifetime and total 
energy consumption in a given node. 

III. CROSS-LEVEL APPROACH FOR ENERGY AWARE 

MODELLING 

Considering the previously mentioned limitations of 
existing simulators, we propose a cross-level approach for 
modelling WSN in the energy-aware context. First, the main 
definitions on which the model is built are introduced. After 
that, a global overview of the suggested concept is provided. 
Based on that, the relationship between parameters within 
each node component is explained to demonstrate the cross-
level interactions. 

A. General definitions 

As previously mentioned, we start by defining the 
principles on which the proposed concept is based. 

Definitions relating to the design concept are first 
introduced: 

• Parameter: a configurable value that represents a 
specific property of the level it belongs to. 

• Level: an abstract design concept. It stands for a set 
of parameters that describes the same part of the 

 
Figure 1.  Energy-aware level-based classification for WSN 
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system that is being modeled. 

• Interaction: a relationship between two parameters 
that mutually affect each other. If the parameters 
belong to the same level, it is to be called an intra-
level interaction. Otherwise, if the two parameters 
reside at different levels, the interaction is to be 
called cross-level. 

Secondly, definitions related to the energy-aware design 
process are provided: 

• Phase: a time period corresponds to one circuit 
activity, each phase is combined with a current 
consumption level. 

• Pattern: a set of subsequent phases for several 
circuits. Each pattern corresponds to a particular 
node and it describes its behavior in terms of current 
consumption and time. 

• Pattern frequency (Fp): the number of pattern 
occurrences in one second. 

B. Global Concept 

Regarding the definitions above, the global overview of 
our cross-level is illustrated in Fig. 2. Based on that, a WSN 
is divided into four separate levels of abstraction. Within 
each level, a set of parameters describes the level’s 
properties. Interactions between the parameters can be cross-
level or intra-level. A short description of each level is 
provided below. 

• The Use case Level (UL) is the highest level in the 
concept hierarchy. It is concerned with the WSN 
application requirements. Parameters such as pattern 
frequency (Fp) or node activity sequences reside at 
this level. 

• The System Level (SL) reflects the topological 
aspect of the WSN. It focuses on how algorithms 
and high-level protocols influence the performance 
of WSNs. Parameters related to the network 
topology, like the distance between nodes, or 
protocols specifications, such as fragmentation 
threshold belong to this level. 

• The Node Level (NL) is concerned with the 
interactions among node software, such as the 
operating system, and onboard hardware, for 
example, the RF unit. In other words, this level 
focuses on the interactions between the node 
components. The parameters relating to the structure 
of node patterns, such as the order of the phases 
reside at this level. 

• The Circuit Level (CL) is the lowest level in the 
model’s hierarchy. It is used particularly to 
characterize node hardware. The modelling of the 
electronic circuits takes place at this level, and this is 
where hardware-specific parameters, such as the 
power levels or the supply voltage, reside. The 
circuit level includes an RF unit, a processing unit, a 
set of sensors, and a battery. 

Therefore, as the four levels are stacked together, the 
higher the level is, the more general the parameters are. For 
example, parameters belonging to the UL are related to the 

scenario description, and they theoretically fit into any WSN 
application. On the other hand, CL parameters are very 
specific, they describe particular electronic circuits. 

C. Cross-level Interactions for Node Circuits 

In this section, the interactions, both intra-level and 

cross-level, between parameters that concern each circuit 

are explained. 

As the proposed concept is energy-aware, in the 

following section, we focus on the energy aspects of WSN. 

Energy consumption in WSN is circuit-based, i.e., each 

circuit consumes energy independently. However, 

consumption is governed by the activities of the circuits 

which, in turn, depend on the interactions between 

parameters. 

In the description below, next to each parameter’s name, 

the abbreviated name of the level to which the parameter 

belongs will be added. 

1) RF unit 
The proposed concept is first applied to describe RF 

activities in a WSN. Fig. 3 provides an overview of all the 
interactions that takes in the different stages of RF activities.  

In the first stage, the total number of bits to send is 
calculated. This includes the payload (UL) created by 
sensors or other applications that generates data on the node, 
as well as high-level protocol headers (SL) and the link layer 
protocol header (SL). Note that interactions at this stage are 
both intra-level and cross-level. 

After that, the total amount of data is confronted against 
the fragmentation threshold (SL) identified by the wireless 
link protocol. If fragmentation is needed, the process will 
take place in this stage, and will result in two or more data 
frames. Next, the preamble (SL) is added to each data frame. 
Then, the length of each frame is calculated in term of 
seconds, thanks to the bitrate(s) (SL) supported by both the 
link protocol and the selected RF chipset. 

The next step is to build the energy consumption pattern 

 
Figure 2.  The Proposed Cross-level concept for Wireless Sensor 

Network 



for the node’s RF activities. Activity sequences (UL) and 
phase order (NL) are to be considered. The activity sequence 
helps to specify the actions taking place, such as sending or 
receiving frames. The link protocol defines the phases within 
each activity, as well as their order. For example, in the 
sending activity, the order of phases as follows: accessing the 
channel (phacc), exchanging data frames (phexch) and then 
waiting for acknowledgment (phack). 

After that, the sequence of activities is to be matched 
with the power levels (CL) provided by the RF unit  
datasheet. This includes considering the distance (SL) that 
has a direct impact on the power level of the sending activity. 
Then, considering the supply voltage of the RF circuit (CL), 
the energy consumed by the RF activities is calculated.  

In the final stage, the total simulation time (UL), the 
frequency of the pattern Fp (UL), as well as the initial 
amount of the energy stored in the battery (NL) are taken 
into consideration in order to estimate the system’s lifetime. 

2) Processing Unit 
All the activities relating to the processing unit are node-

based. Interactions only occur with other onboard 
components. However, the processing unit controls the RF 
unit’s activities in terms of wake-up and sleep times. 
Additionally, it manages the activities of the sensors in the 
same way. Thus, synchronizing the node’s activities is the 
main task of the processing unit. 

The time sequence for the processing unit pattern starts in 
the sleep phase, in which, all node components are in sleep 
state. Then, the unit wakes up and enters the active phase 
where all other component activities take place. Finally, the 
processing unit return to the sleep state. Fig. 4 shows an 
abstract pattern of the processing unit, where the three 
phases: sleep, wake-up, and active take place, respectively. 
As illustrated, the amount of time spent in each phase 
depends on cross-level and intra-level interactions between 
the parameters.  

After that, the processing unit’s pattern will be created. 
To achieve that, the corresponding power level (CL) for each 
phase is derived from the circuit datasheet. 

As a result, and considering the supply voltage (CL), the 
energy consumption of the processing unit in one pattern is 
calculated. Finally, the simulation time (UL), frequency 
pattern (UL) and battery energy (NL) are added as well, and 
the effects of the processing unit’s activities on the node’s 
lifetime can be estimated. Fig. 5 displayed in the sequential 
stages is used to calculate energy consumption in the 
processing unit. 

3) Sensing Unit 

Sensors interact with the physical environment and with 

other nodes’ components only, which means there will be 

no inter-node activities. Fig. 6 provides an overview of all 

the interactions that take place in one sensing unit. Note that 

multiple sensing units can exist onboard the WSN node. 

When sensing a physical phenomenon (SL), the sensor 

measures a physical quantity and converts the measured 

value into an electric signal. The conversion time (CL) is 

specified in the sensor datasheet provided by the 

manufacturer. This is the time when most energy is 

consumed by the sensor. We consider that the result of this 

stage is a set of bits captured from the sensor’s environment. 

The sensor’s activity sequence (UL) is then to be 

 
Figure 3.  Cross-level design for parameters interaction in the RF  
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Figure 4.  Pattern construction and cross-level design for parameters 
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included. This includes the number occurrences in which the 

measurements take place in one pattern, as well as intervals 

between measurements. When the sensor is not sensing, it is 

in sleep mode. The result of this stage is the time sequence 

of the sensor’s phases. 

Next, the power level (CL) derived from the sensor 

datasheet is included. For each phase, there will be a 

corresponding consumption level. After that, the battery’s 

voltage will be added, and energy consumption for one 

pattern of sensor activities is calculated. Finally, simulation 

time, pattern frequency and the energy level are to be 

included, thus, an estimation for the effects of the sensor’s 

activities on the node’s lifetime can be generated.  

D. Model design 

As illustrated previously, the proposed model is divided 

into four levels of abstraction. Going one step further in the 

modelling process, we introduce the block. It is an abstract 

modelling object that exists in the level's boundary. Each 

block includes a set of parameters. Blocks connect with each 

other using one of the following types of relationships: 

1) Deriver-source connection: this connection links 

two blocks: the derivative and the source. The 

derivative block inherits all source attributes and 

behavior. Moreover, it has additional extensions 

that create variants of the source to serve the 

derivation purpose. 

2) Child-parent connection: it couples two blocks: the 

child and the parent. The child block is part of the 

parent, which can have more than one child block 

of the same type. 

The blocks can be classified based on the level in which 

they reside. Fig. 7 shows a block diagram for the proposed 

model, the levels are separated using dashed lines, and the 

highest level of abstraction is at the far right of the diagram. 

Blocks are represented using a rectangle. Additionally, 

block connections are shown, as well as the number of 

possible children or parents for each child-parent 

connection. Note that interactions link the model’s 

parameters, while connections represent relationships 

between the blocks. 

Hereafter, starting from the highest level of abstraction, 

there is a short description of the blocks used in the 

modelling process. 

• UL blocks: UL includes one or more scenario 

blocks, each of which represents a full scenario. A 

given scenario includes scenario-level parameters 

such as the scenario time as well as blocks from the 

topology level like the network topology block. In 

the modelling hierarchy, the scenario block is the 

highest. 

• SL blocks: this is the level where information 

relating to the whole system is parameterized. 

Examples of parameters are the number of nodes 

and the distance separating them. This level 

includes two topology-related blocks: network 

topology and wireless medium blocks. The 

topology block includes a set of node blocks, each 

of which represents one node in the network, and all 

those nodes are node-level blocks. The wireless 

medium characterizes the communication channel. 

• NL blocks: these reside at the node-level and cover 

the parameters at that level, such as node position. 

There are three blocks at this level: node, type, and 

pattern blocks. The node block stands for the 

physical node in the modeled system. Each node is 

associated with a pattern and type blocks. The type 

serves a design requirement: heterogeneity. A type 

includes circuit blocks. Additionally, a type block 

can be shared among a set of nodes. The pattern 

block represents the node’s periodic behavior. If 

two nodes share the same pattern, they will behave 

identically, in terms of activities (sending, sensing, 

etc.), but the consumption associated with each 

activity might be different based on other 

parameters, such as node positions. The type block 

also includes a battery, processing unit, RF unit, and 

sensors block. These are all circuit-level blocks. 

• CL blocks: these describe the hardware components 

of the node. The battery block is a circuit-level 

block. It represents the physical battery and 

includes energy parameters, such as the battery’s 

nominal values. The circuit is a circuit-level 

abstract block, i.e., other blocks can be derived 

from it, they are the processing unit, RF unit and the 

sensors, each of which describes one specific 

component. These blocks include parameters 

related to the physical circuits. The parameters can 

usually be obtained from the circuit’s datasheets, 

like the power level. Finally, the RF unit block is 

associated with the protocol block. The protocol 

block describes the wireless link protocol used by 

the RF unit. It covers parameters related to the link 

protocol such as bit rates. 

 

Figure 6.  Cross-level design for parameters interaction in the 
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As mentioned above, the model supports network 
heterogeneity. This is a property describing the ability to 
simulate heterogeneous systems where different types of 
nodes can exist in the same scenario [23]. The connection 
between the type and the node blocks at the node level 
answers heterogeneity. Each node includes one type block, 
but they can vary in its components and protocols. Note that 
the pattern block is not a part of the type, which means that 
two identical nodes can have different energy consumption 
patterns, where each consumes energy based on its 
parameters. The distance to the destination parameter is an 
example of that. Different distances will create various 
patterns, thus, non-equal energy consumption among the 
nodes, although they might be identical in terms of 
components. 

As we have seen in the WSN modelling, this is the first 

model to include circuit regulators. Although the benefits of 

this addition were not directly explained in this paper, the 

transferring from one unit to another when representing 

consumption, precisely from current to energy, was done 

thanks to the regulators. The regulator modelling allows to 

distinguish the voltage levels for each point on the node, 

thus, facilitating the consumption calculation and make it 

more accurate. 

IV. APPLICATION OF OUR MODEL 

A. General settings 

Our model is implemented using Matlab. Then tested 
scenarios will be proposed. These are designed for two 
purposes. First, presenting interactions between parameters, 
both cross-level and intra-level. Second, comparing the 
results obtained from the proposed model with those of a 
well-known simulator, namely NS2. 

All the scenarios take place in an open area where there 
are two wireless nodes named Node A and Node B. These 
settings for the scenarios where selected to show the 

interactions between the parameters. Thus, simple two-node 
scenarios were developed. Periodically, Node A sends a 
fixed-length payload to Node B through the wireless 
medium using its RF unit. 

Each node applies a TCP/IP network model. The 
implementation of the protocols starts at the network layer 
where Internet Protocol version 4 (IPv4) [24] has been 
chosen. The Internet Control Message Protocol 
(ICMP) [25], which is an integral part of IPv4, is used to 
create echo messages when necessary. Consequently, when 
the IPv4 module receives a data packet, it is going to send 
the same data back to the original source. In all scenarios, 
the length of IPv4 and ICMP headers are 20 and 4 bytes, 
respectively. 

Next, the link-layer parameters are to be set. Two 
different protocols are to be used, these are: IEEE 802.15.4 
as [26] and IEEE 802.11a is used [27]. The energy 
specification for the IEEE 802.15.4 module is derived from 
the CC2420 transceiver (Texas Instruments) [28]. For 
IEEE802.11a the specifications will be derived from an 
implemented chipset named HDG204 (H&D wireless) [29]. 
Table I shows the settings for the two wireless link protocols. 
For each scenario, the considered time used to calculate 
energy consumption is 100 seconds, and it begins after 
initializing the nodes. 

The previous settings are general. They are to be 
implemented in all the scenarios. However, in the following 
sections, additional settings are to be added will be 
explicitly mentioned. 

B. Payload and pattern frequency 

Pattern frequency and payload size are UL parameters. 
In this set of scenarios, we trace the cross-level effects of 
the two on the consumed energy, which is a CL parameter. 
First, we suggest a scenario using only the RF unit and we 
compare the obtained results with those from NS2. The 
reason behind this choice is the need to have comparable 
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results, i.e., NS2 does not include models for other hardware 
components. Second, the scenario will be extended to 
include other hardware components, namely a processing 
unit and a sensor. This will highlight the contribution of the 
proposed modelling approach. 

In order to illustrate the cross-level interaction, we go 

back to Fig. 7. When the payload size (UL) is modified, the 

length of the data frame to be sent (CL) by the RF unit will 

be changed. This, in turn, will impact the pattern structure 

(NL) and will have an influence on the total energy 

consumed by the node (CL), as well as the system’s 

estimated lifetime (UL). The cross-level interaction for the 

frequency pattern can be traced in the same way. However, 

in this case, the change of FP (UL) will directly affect the 

pattern structure (NL), without passing by the circuit level. 

Then, the chain interaction will follow the same way as the 

payload size interactions. 

1) Scenarios with only RF unit  
To effectively trace payload size and FP, the following 

settings are to be added to the general settings. First, the two 
nodes will reside 10m apart. Second, both IEEE 802.11a 
IEEE 802.15.4 are to be used. For each protocol, three 
different values of Fp: 0.1, 1 and 2 Hz, and ten values for the 
payload length ranging between 10 to 100 bytes are used. 
Each scenario requires a combination of the three parameters 
previously mentioned. As a result, there are 30 scenarios to 
be run for each wireless link protocol. Table II summarizes 
the setting for the scenarios with only RF unit included. 

These scenarios are configured both in NS2 and in the 
proposed model implemented in Matlab. The obtained 
results are the energy consumed by different activities of the 
RF unit. These activities are categorized into 4 phases:  

• Access phase (phacc): RF unit tries to access the 
wireless channel. 

• Exchange phase (phexch): RF unit sends or receives 
data frames. 

• Acknowledge phase (phack): RF unit sends or 
receives acknowledgment frames. 

• Sleep phase (phslp): The RF unit is in sleep state. 
In these phases, the cross-level interaction between 

parameters is taking place, i.e., the energy consumed in each 
phase is a result of interplay between parameters related to 
different levels. For example, in the exchange phase, the 
consumed energy depends on of the headers’ lengths, 
payload length, and bit rate, which belongs to the following 
levels: UL, SL, and NL, respectively. 

The results obtained from the implementation of the 
previously described scenarios in NS2 and in Matlab using 
our model can be found in Table III. The upper part shows 
the obtained results from IEEE 802.11a and the lower part 
for IEEE 802.15.4. Each part is further divided into two 
subparts, corresponding to scenarios with 10 and 100 bytes 
of the payload length, respectively. 

For the two protocols, when comparing obtained results 
from NS2 and our proposed model, differences and 
similarities can be found as follows. The energy consumed in 
phacc or in phack are identical and there is a slight difference 
in the energy consumed in phslp. In phexch, the difference is 

notable, but stable and this is due to different interpretations 
of the link protocol specifications. For example, in our 
model, the ICMP header is considered to be part of the data 
packet, contrary to NS2 where this header is added to the 
data packet later. 

Fig. 8 shows the pattern obtained from the proposed 
model. The left side of the figure is dedicated to 
IEEE 802.11a and the right side to IEEE 802.15.4. Different 
values of Fp are displayed, namely 0.1, 1, and 2 Hz. For 
each of these values, a set of corresponding errors is 
provided. Each of these is also related to a simulation where 
the payload length is 10, 50, or 100 bytes. 

Next, the relative error between the results obtained 
from NS2 and our model is to be calculated. For each 
scenario, the relative error is calculated as follows. The 
value obtained from out model is subtracted from the value 
obtained from NS2, and the result is to be divided by the 
latter. In all the simulation results, the relative errors 
obtained from IEEE 802.11a are greater than those of the 
corresponding scenarios of IEEE 802.15.4. This difference 
can be explained by unplanned and non-periodic radio 
activities that appear periodically in NS2 IEEE 802.11a 
simulations. These activities have a fixed duration 
regardless of Fp and the payload length. Each of these 
activities appears as a single pulse of transmission or 
reception causing an additional energy consumption of 
around 5 μJ and 2 μJ, respectively. 

Finally, as illustrated in Fig. 9, the value of the relative 
error between NS2 and the proposed model did not exceed 
3.5%. Based on that, we can consider the proposed model is 
validated with NS2. Although not shown in this scenario, our 
proposed WSNs model also allows adding energy 
consumption phases for other hardware on the node, such as 
the processing unit or sensors. As a result, an accurate 
pattern can be constructed representing precisely the real 
consumption of the node contrary to NS2 that has a poor 
support for hardware, as mentioned before. 
 

TABLE I.  WIRELESS LINK PROTOCOL SETTINGS 

Parameter 
IEEE 802.11a 

(HDG204) 

IEEE 802.15.4 

(CC2420) 

Bitrate [bps] 12 M 250 K 

Carrier Sense Mechanism Pure CSMA/CA CCA-ED 

Transmitter power [mW] 725 52 

Receiver Power [mW] 220 59 

Sleep Power [mW] 0.2 0.06 

 

TABLE II.  GENERAL SETTINGS OF THE RF UNIT ONLY  

SCENARIOS 

Parameter Value 

Number of the nodes 2 

Node positions  (10,10), (10,20) [m] 

Scenario duration TSce 100 [s] 

Pattern Frequency Fp 0.1, 1, 2 [Hz] 

Payload length 10, 20, …, 100 [Byte] 

Link protocol IEEE 802.11a, IEEE  802.15.4 

 



2) Complete node Scenario 
A typical WSN node includes other components in 

addition to the RF unit, such as processing unit and sensors. 
Together, they serve the node functionality. In order for the 
components to serve the node, they consume a considerable 
amount of energy that cannot be neglected. For example, 
energy profiling in [30] shows that the RF unit is responsible 
for 62% of the node consumption, where the sensors and the 
microcontroller share the remaining 38% of the energy 
consumed. Another study shows different energy profiles 
based on the scenario setting, the consumption of the RF unit 
varying between 7 to 65% of the total consumed energy, 
while the other components are responsible for the remaining 
consumption [31]. 

NS2 is not capable of tracking the energy consumed in 
sensors and the microcontroller. However, the proposed 
model is able to do that. This is simply achieved by 
extending the consumption pattern to include new phases for 
the other components. 

In this scenario, the setting of the RF only scenario will 
be implemented considering the following extensions. We 
assume that the node includes a microcontroller and a sensor. 
The microcontroller is PIC18F4620 [32] and the sensor is 
TMP102 [33], a temperature sensor. The scenario is still the 
same, except for the following: The node wakes up after 0.5 
seconds from the pattern start. Then, the sensor captures a 

value directly after the node is up it sends the data through 
the RF unit. Finally, it goes back to sleep again without 
waiting for the response. In addition to that, the size of the 
payload is only 2 bytes since the sensor creates a 12-bit 
sample. 

All the circuits are supplied with 3.3 V. The electrical 
characteristic for the RF unit will not be changed. Regarding 
the processing unit and sensor, Table IV provides supply 
current in the active and sleep phases. Note that the wake-up 
duration of the processing unit lasts for 1 μs, during which 
we consider the supply current to be identical to the active 
phase. 

In Fig. 10, a pie chart is shown for a per-component 
energy consumption percentage for the node A. The energy 
consumed by the processing unit is 60% of the total 
consumption and sensor consumes only 4% of the total 
energy. However, energy consumed by the RF unit is 36%. 
However, the selecting the hardware components, such as 
those using different processing units or the scenario 
settings, like activity sequences can significantly impact the 
energy profile. 

 In addition to that, the model is also capable of tracing 
the energy consumption down to the circuit level, i.e., the 
consumption of the phases for each circuit. Table V provides 
results obtained from the sending node, the energy consumed 
by the processing unit is divided into three phases: Sleep, 

 

Figure 8.  Energy consumption patterns for different wireless link 

protocols (Node B, Payload length = 100 Bytes, Fp = 1 Hz) 

 

 

Figure 9.  Relative error between the proposed model and NS2 

TABLE IV.  ELECTRICAL CHARACTERISTICS FOR THE 

PROCESSING UNIT AND THE SENSOR IN THE COMPLETE NODE SCENARIO 

Phase TMP102 PIC16F4620 

Sleep [μW] 1.65 0.33 

Active [μW] 280.5 4290 

 

 

Figure 10.  Per-component energy consumption profile for the 

complete node scenario 

TABLE III.  ENERGY CONSUMPTION OF THE PHASES IN 

DIFFERENT SCENARIOS (FP = 1 HZ) 

Simulation 

Consumed energy per phase [μJ] 

Sleep Exchange Access Ack. Total 

IEEE 802.11a 

10 Bytes 

Matlab 51.03 50.08 23.63 199.959 324.69 

NS2 51.03 55.76 23.63 199.950 330.37 

100 Bytes 

Matlab 51.03 106.79 23.63 199.935 381.38 

NS2 51.03 112.46 23.63 199.927 387.04 

IEEE 802.15.4 

10 Bytes 

Matlab 18.89 145.73 39.07 59.78 263.47 

NS2 18.88 152.84 39.07 59.78 270.47 

100 Bytes 

Matlab 18.89 465.37 39.07 59.44 582.77 

NS2 18.88 472.42 39.07 59.45 589.82 

 



wake up and active, and consumption in the active phase has 
the higher value. For the sensor, the energy consumed is 
categorized into two phases: sleep and active. Following the 
same consumption trend, most consumption takes place 
during the active phase. 

The proposed model answers the needs of WSN 
designers and researchers. Regarding the first group, the 
model provides a way to combine different circuits and 
protocols. This is useful in the application design stage 
where decisions relating to the construction of the node are 
to be made. On the other hand, the model can be used in the 
field of research as well, because it can show the cross-level 
interactions, and this is interesting for energy-related studies. 

The suggested model is extensible, i.e., new blocks can 
be added to support new functionalities. For example, a wave 
propagation model can be added at the system level. 
Additionally, an energy harvester unit can extend the model 
at the circuit level. However, the model activities and the 
corresponding phases need to be added to the pattern at the 
node level as well. 

C. Distance and power levels 

Distance between nodes has an impact on energy 

consumption in the RF module. Manufacturers of the RF 

chipsets provide a range of transmission power levels. The 

further the destination is, the higher the transmission power 

level selected. The proposed model provides a way to trace 

this cross-level interaction. 

The cross-level interactions are illustrated using arrows 

in Fig. 11. First, a distance between two nodes changes, it is 

a system-level parameter. This, in turn, interacts with the 

power level selection in the RF unit at the circuit level. 

Through intra-level interaction, the activity sequence in the 

RF unit is affected. This is illustrated using a blue arrow on 

the same figure. After that, the cross-level chain interaction 

reaches the node pattern at the node level. Finally, energy 

consumption in the battery at the circuit level, and thus, the 

system’s lifetime at the scenario level are affected. 

In order to show the previous cross-level interactions, 

the general settings will be extended as follows. First, the 

payload length will be 20 bytes in all scenarios. Second, the 

distance between the two nodes will change to 25, 50, 100, 

200, and 400 meters, respectively. Those values were 

intentionally selected to cover the whole power level range 

proposed in the RF unit’s datasheet.  

Fig. 12 shows the obtained values for energy 

consumption of the RF unit exchange phases from the 

distance and power level scenario. As the distance between 

nodes increases, the energy consumption in the exchange 

phase increases linearly. This can be explained from the 

chipset datasheet specification. As the distance rises above a 

particular threshold, the model automatically changes the 

transmission threshold to use the next value. This change 

has an impact on the energy consumed by the node. For 

example, when the distance between the two nodes changed 

from 25 to 400m, the corresponding consumed energy in the 

transmission phase changed from 60 to 120 μJ. 

TABLE V.  ENERGY CONSUMPTION FOR THE NODE COMPONENTS 

IN ONE PATTERN FOR THE COMPLETE NODE SCENARIO. (PAYLOAD = 2 

BYTES) 

Processing unit: PIC16F4620 

Phase Sleep Wake-up Active 

Energy [μJ] 0.359 4.81 x 10-3 143.03 

RF Module: CC2240 

Phase Sleep Access Exchange Ack 

Energy [μJ] 1.31 17.8 40.75 24.48 

Sensor: TMP102 

Phase Sleep Active 

Energy [μJ] 1.8 7.69 

 

 

Figure 11.  Block diagram for the proposed model 



D. Fragmentation threshold 

Fragmentation is a mechanism to divide Protocol data 

units; i.e., frames or packets, into two or more units that are 

shorter in length. Fragmentation is used when WSN 

applications contain a constraint on the size of data units. 

For example, IEEE 802.15.4 has a maximum fragmentation 

threshold set to 127 bytes, but any lower value down to one, 

can be set. Fragmentation threshold is a system-level 

parameter which impacts the energy consumption of the RF 

unit at the circuit level. The proposed model can be used to 

show the previous cross-level interaction. 
In this case, the cross-level interactions take place as 

follows: first, the fragmentation threshold will be changed. It 
is a system-level parameter. This change will affect the 
protocol object, which is attached to the RF unit object, and 
both are circuit-level parameters. These changes will affect 
the pattern structure at the node level, which, in turn, affects 
the energy consumption in the node, which is a circuit-level 
parameter. In the end, the system’s lifetime will be affected 
by this cross-level chain interaction. 

In practice, the settings of the complete node scenario 
will be implemented. However, the following changes will 
take place. The scenario will include sending a payload of 
100 bytes, and the fragmentation threshold is set to {40, 60, 
80, 100} bytes, respectively. TMP102 is not used. It will 
always remain in the sleep state, thus, its consumption is 
constant in all the scenarios and it will be ignored. On the 
other hand, the consumption of the RF unit and the 
processing unit is changed as a response to the fragmentation 
setting, and these changes are to be traced. The node wakes 
up after 0.5 seconds from the pattern start and begins sending 
the data packets. 

Fig. 13 presents the results obtained from the 

fragmentation scenario. The energy consumption by the RF 

unit phases is illustrated according to the fragmentation 

threshold. The consumption of access, exchange, and 

acknowledgment phases drop significantly after the first 

test. Energy consumption in the sleep phase changes 

slightly. 

These results can be explained with the help of the 

number of frames sent in each scenario: they are 15, 4, 3, 

and 2, respectively. This sharp drop in the number of the 

sent frames is due to the effect of another system-level 

parameter, namely protocol headers. The used protocols 

need to add headers to the payload. It is 33 bytes in total, 

and that leaves only 7 bytes for the payload when the 

fragmentation threshold is set to 40 bytes. However, the 

payload size is up to 27 bytes when the threshold is 60 

bytes. Thus, 100 bytes of payload need only 4 frames to be 

completely sent. In general, these results show that energy 

consumption in the node decreases as the fragmentation 

threshold increases. 

V. CONCLUSION AND FUTURE WORK 

In this paper, a cross-level energy-aware modelling 
approach for WSN is proposed. This approach was applied 
by mean of several scenarios to reflect how parameters from 
different levels can interact and affect energy consumption. 
The suggested model is built on the assumption that WSN 
node activities can be described in a pattern, which is 
periodically repeated. A pattern consists of sequential phases 
belonging to all the circuits composing the node. 

Moreover, the obtained results show the model’s ability to 
provide energy consumption at different levels of 
abstraction. This includes the total energy consumed by each 
node, the consumption of one specific circuit, as well as that 
of a particular phase. Furthermore, this capability will be 
extended in future work to include the estimation of the 
system’s lifetime. 

The characterization of energy consumption requires 
handling time on a very large scale. On the one hand, it is 
necessary to calculate energy consumption in the node 
pattern accurately using microsecond scale. On the other 
hand, the system’s lifetime tends to be expressed in years. 
Our approach can answer those issues because the simulation 
time is a linear gain between the pattern energy and the total 
amount of consumed energy. 

However, for the moment, our approach cannot integrate 
non-repetitive or unpredictable activities. For example, 
whenever the network topology changes during the scenario, 
routing protocols should be activated to find new routes and 
these activities will consume energy in an irregular way.  

Currently, we are developing a WSN simulator based on 
the proposed approach. The simulator will be designed for 
both researchers and WSN application developers. In 
parallel, we are developing a test bench based on physical 
nodes. The objective is to compare the simulation results 
with measurement from real applications, when the same 
scenarios are implemented in both environments. 

 

Figure 13.  Per-phase energy consumption from the fragmentation 

scenario for the RF unit 

 

Figure 12.  Energy consumption of the RF unit exchange phase in the 

distance and power level scenario 
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