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#### Abstract

The $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ scattering amplitude plays a key role in a wide range of phenomena, including understanding the inner structure of scalar resonances as well as constraining the hadronic contributions to the anomalous magnetic moment of the muon. In this work, we explain how the infinite-volume Minkowski amplitude can be constrained from finite-volume Euclidean correlation functions. The relationship between the finite-volume Euclidean correlation functions and the desired amplitude holds up to energies where $3 \pi$ states can go on shell, and is exact up to exponentially small corrections that scale like $\mathcal{O}\left(e^{-m_{\pi} L}\right)$, where $L$ is the spatial extent of the cubic volume and $m_{\pi}$ is the pion mass. In order to implement this formalism and remove all power-law finite volume errors, it is necessary to first obtain $\pi \pi \rightarrow \pi \pi, \pi \gamma^{\star} \rightarrow \pi, \gamma^{\star} \rightarrow \pi \pi$, and $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ amplitudes; all of which can be determined via lattice quantum chromodynamic calculations.


DOI: 10.1103/PhysRevD.107.034504

## I. INTRODUCTION

Several outstanding puzzles within the Standard Model of particle physics involve electroweak interactions of lowenergy nuclear systems. One of the more pressing issues is the discrepancy between theoretical predictions and experimental measurements of the anomalous magnetic moment of the muon [1], which is presently estimated to be at the $3-4 \sigma$ deviation level [2]. If this tension persists, it would serve as indirect evidence of physics beyond the Standard Model. Nonperturbative effects from quantum chromodynamics (QCD) presently dominate the theoretical uncertainty, in particular, the QCD contributions to the hadronic vacuum polarization (HVP) and the hadronic light-by-light (HLbL) processes [3-12]. Estimating the size of these contributions from low-energy QCD is challenging, however, advancements in both phenomenology and theory have made substantial progress in decreasing their uncertainties. In the case of the HLbL tensor, dispersive representations are used to write the HLbL amplitude in

[^0]Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article's title, journal citation, and DOI. Funded by SCOAP ${ }^{3}$.
terms of hadronic matrix elements such as $\gamma^{\star} \gamma^{\star} \rightarrow$ $\pi^{0}, \eta, \eta^{\prime}, \pi \pi, K \bar{K}, \ldots$, etc, which are in turn constrained from data-driven analyses [13-17]. ${ }^{1}$

In general, these two-photon processes can be obtained from the evaluation of matrix elements of time-separated products of electromagnetic currents, $\mathcal{J}^{\mu}$, overlapping between the QCD vacuum and the desired final state, $\sim\langle$ out $| \mathcal{J}^{\mu}(t) \mathcal{J}^{\nu}(0)|\Omega\rangle$. Accessing these classes of matrix elements directly from QCD requires a nonperturbative approach in order to correctly capture the low-energy physics of hadrons. Lattice QCD is a rigorous and controlled approximation to QCD where correlation functions are estimated using Monte Carlo techniques in a discrete Euclidean spacetime, confined in a finite volume. In recent years, there has been tremendous progress from the lattice QCD community, particularly in constraining increasingly complicated low-energy hadronic processes. This progress is largely due to three key components: (a) access to powerful high-performance computing resources, (b) development of sophisticated algorithms, and (c) development of nonperturbative formalisms that connect quantities directly accessed via lattice QCD and the desired scattering observables. The work presented here falls in the third category, enabling us to extract information on $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ from lattice QCD calculations.

[^1]Before discussing the conceptual challenges addressed in this work that would pave the way toward future determinations of the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude from lattice QCD, it is worth remarking one additional motivation for this amplitude. One of the earliest nonperturbative predictions of QCD is the presence of glueball states in the spectrum of the theory. In a pure Yang-Mills theory, these are hadronic states composed of bound gluons with no sea quarks. Several predictions have been performed in quenched calculations of the theory [21-28]. Unfortunately, given the mixing between gluons and quark-antiquark pairs in QCD, the identification of glueball states in the unquenched theory has proven to be an outstanding challenge, and to this day a "smoking gun" that is not model-dependent is missing. Given the fact that glueballs would necessarily be neutral states, one can expect that sensible quantitative measurements of glueballs include their radiative transitions. In particular, a large glueball component is expected to produce a small $\gamma \gamma$ coupling, as photons do not couple directly to gluons. The lowest-lying glueball candidate is expected to have $J^{P C}=0^{++}$quantum numbers and a mass of around 1.5 to 2 GeV . It couples to a myriad of final states, including $\pi \pi$, mixing with the inelastic $f_{0}(1370)$, $f_{0}(1500)$, and $f_{0}(1710)$ resonances to a varying degree. Furthermore, in scattering processes, their lineshapes overlap, which makes the glueball identification very challenging [29-40]. As a result, the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude can help provide some constraints on the inner structure of some glueball candidates. ${ }^{2}$

Having motivated the desired amplitude, we can now discuss why this is challenging to access via lattice QCD. To have confidence in the determination of the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude, the QCD contribution must be treated nonperturbatively. Meanwhile, it is sufficient to treat the quantum electrodynamic (QED) contribution perturbatively using two electromagnetic currents inserted at arbitrary time separations. Directly computing such a process proves to be naïvely impossible in lattice QCD because calculations are necessarily done in a finite, Euclidean spacetime. The fact that the space is finite, results in the absence of asymptotic states, including the asymptotic $\pi \pi$ state. While the Euclidean nature of the calculation generally prohibits the access of Minkowski matrix elements that explicitly depend on time, necessary for the product of previously discussed currents. However, here we discuss an indirect path toward accessing such an amplitude using Euclidean correlators in a finite volume.

This work builds from an extensive program aimed at determining purely hadronic as well electroweak amplitudes via lattice QCD. Here we review the key work that makes this possible and provides evidence that the

[^2]formalism is sufficiently mature to consider such a complex reaction as $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$. As is discussed in great detail in the remainder of this work, the formalism presented here requires inputs from a variety of scattering observables. The simplest of which are the purely hadronic two-body scattering amplitudes. These amplitudes are not directly accessible in a finite spacetime. Instead, one can construct exact relations between the finitevolume spectrum, which is accessible via lattice QCD, and infinite-volume scattering amplitudes. This observation was first made by Lüscher for nonperturbative theories involving identical bosons at rest [42], and it has since been generalized to arbitrarily complicated twobody system [43-54]. This has allowed for numerous successful numerical calculations of scattering amplitudes [55-72]. In particular, all that will be needed from this formalism are the $\pi \pi \rightarrow \pi \pi$ partial-wave amplitudes.

The second class of quantities needed are electromagnetic amplitudes involving a single current insertion coupling to $\pi$ and/or $\pi \pi$ states. In general, one can derive nonperturbative relations between finite-volume matrix elements of local external currents $(\mathcal{J})$ and these classes of infinite-volume amplitudes where the electromagnetic contribution is treated perturbatively. In this direction, it has been shown how $\mathcal{J} \rightarrow 2,1+\mathcal{J} \rightarrow 2$ [73-78] and $2+\mathcal{J} \rightarrow 2[79,80]^{3}$ transition amplitudes may be constrained from finite-volume matrix elements. Albeit challenging, successful numerical results have already been obtained for various processes [81-85]. In particular, the specific amplitudes that will be needed to be constrained are $\pi \gamma^{\star} \rightarrow \pi, \gamma^{\star} \rightarrow \pi \pi$, and $\pi \pi \gamma^{\star} \rightarrow \pi \pi$. ${ }^{4}$

The amplitude considered here, which falls under a call of amplitudes we generically label as $\mathcal{J}+\mathcal{J} \rightarrow 2$ processes, involves two currents that are displaced in time, and as a result in general the product cannot be considered to be local. Matrix elements of nonlocal currents are already being studied via lattice QCD. Notable examples include two-photon radiative decays of single-hadron states $[88,89]$. The first theoretical attempt to formally understand how long-range processes where intermediate multi-particle states can go on-shell was presented in Ref. [90] in the context of $K^{0}-\bar{K}^{0}$ mixing, where there can be intermediate $\pi \pi$ states. This work was later generalized for arbitrary reactions of the form $1+\mathcal{J} \rightarrow$ $1+\mathcal{J}$ [91] where intermediate two particles can go onshell up to the first three-particle threshold. ${ }^{5}$

The outstanding challenge that was not addressed in Ref. [91] for studying processes of the form of $\mathcal{J}+\mathcal{J} \rightarrow 2$

[^3]

FIG. 1. Shown is the diagrammatic definition of the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude, defined in Eq. (1). The "wiggly"-lines represent virtual photons with Lorentz indices $\mu$ and $\nu$. Solid lines represent $\pi$ lines. The open circles are kernels, with properties described in the text, and black circles are amplitudes defined subsequently in Fig. 2. The " $\infty$ " symbol emphasizes that these loops are being evaluated in an infinite volume. The " $\left.q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ " symbol denotes the presence of diagrams identical to the ones shown except with the labels of the virtual photons swapped.
is associated with the fact that one can not only have on-shell two-particle states between the two currents but also in the final states. This leads to new classes of power-law finitevolume effects that must be isolated. As will be shown in detail, these can be isolated and they depend on physical subprocesses that can be constrained for simpler finitevolume Euclidean correlation functions. In short, we provide an exact formalism that relates the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude to a combination of quantities that can be obtained from finitevolume Euclidean correlation functions.

The rest of this manuscript is organized as follows. In Sec. II, we give an overview of the work and present our main result in Eq. (6). In Sec. III, we review the form of the infinite-volume Minkowski amplitude of interest as derived in Ref. [93]. In Sec. IV, we derive the main result mentioned before. In particular, we give the exact linear combination of quantities that can be used to constrain the nontrivial piece of the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude. These include the $\pi \pi \rightarrow \pi \pi, \pi \gamma^{\star} \rightarrow \pi$, and $\gamma^{\star} \rightarrow \pi \pi$ amplitudes and the finite, Euclidean spacetime analogue of the desired Minkowski matrix elements, all of which can be obtained
via lattice QCD . In Sec. V we derive the finite volume correction to the amplitude. Finally, in Sec. VI we provide a summary of this work and an outlook.

## II. OVERVIEW

Here we present an extension of the framework in Ref. [91] in order to access $\mathcal{J}+\mathcal{J} \rightarrow 2$ long-range process from finitevolume matrix elements. We focus on the specific reaction $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ where the $\pi \pi$ final state is projected to some definite angular momentum quantum numbers $J, m_{J}$. Therefore, we consider only conserved electromagnetic currents $\mathcal{J}^{\mu}$. The goal of this work is to derive the formalism that will allow for the determination of this amplitude from lattice QCD correlation functions, for kinematics where twoparticle intermediate states may go on-shell.

We define the amplitude of interest $\mathcal{T}^{\mu \nu}$, depicted diagrammatically in Fig. 1, as the Fourier transform of the corresponding Minkowski-signature time-ordered matrix element of two local currents

$$
\begin{equation*}
\mathcal{T}^{\mu \nu}\left(P ; q_{1}\right) \equiv i \int \mathrm{~d}^{4} x e^{-i q_{1} \cdot x-\epsilon\left|x^{0}\right|}\left\langle\pi \pi\left(J, m_{J}\right), P ; \text { out }\right| \mathrm{T}\left\{\mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle \tag{1}
\end{equation*}
$$

where $P=(E, \mathbf{P})$ is the four-momentum of the asymptotic outgoing $\pi \pi$ scattering state, $q_{1}=\left(\omega, \mathbf{q}_{1}\right)$ is the momentum being carried by one of the currents, and T is the standard time-ordering operator in Minkowski space. Fourmomentum conservation requires that the unspecified current carries a momentum $q_{2}=P-q_{1}$. The local conserved currents are functions of the Minkowski spacetime point $x=\left(x^{0}, \mathbf{x}\right)$, with one current located at the origin to eliminate the overall momentum-conserving delta function. In Eq. (1), we have explicitly introduced $\epsilon$, which should ultimately be taken to zero after integration. ${ }^{6}$

As was derived in Ref. [93], this amplitude can be written in terms of purely on-shell quantities and physical singularities in the form

[^4]$i \mathcal{T}^{\mu \nu}\left(P, \hat{\mathbf{p}}^{\star} ; q_{1}\right) \equiv \sum\left\{i w_{\mathrm{on}}^{\mu} i D i \overline{\mathcal{H}}^{\nu}\right\}+i \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P, \hat{\mathbf{p}}^{\star} ; q_{1}\right)$.
Here we have not yet projected the final state to a definite $J^{P}$, thus the amplitude depends on the relative orientation of the pions $\hat{\mathbf{p}}^{\star}$ where the $\star$ indicates we evaluate the momentum in the center-of-momentum (CM) frame of the pions. The first term in Eq. (2) contains simple poles that depend on the $\pi \gamma^{\star} \rightarrow \pi$ and $\gamma^{\star} \rightarrow \pi \pi$ amplitudes (denoted by $w_{\text {on }}^{\mu}$ and $\overline{\mathcal{H}}^{\nu}$, respectively), both of which can be accessed via lattice QCD through previously derived formalisms [75,77,78,84]. A discussion on the specifics of these functions is given in Sec. III. In the context of the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude, this term represents the pion-pole contribution [1,4-6,15,94], which we describe in more detail in Appendix A. From the viewpoint of this work, these are previously determined functions, and thus the only quantity that is otherwise unconstrained is $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$.

The subscript "df" stands for divergence free, which refers to the fact that the amplitude does not contain any kinematic or spurious singularities, which are encapsulated by the first term of Eq. (2), but does contain dynamical singularities such as two-particle production branch cuts, and possible bound and resonance state pole singularities. This subscript appears in other amplitudes introduced below and has a similar definition.

We then project the decomposition to a definite partial wave in order to link Eq. (2) to the definition (1). The partial-wave projection can be found by integrating over the solid angle subtended by the $\pi \pi \mathrm{CM}$ relative momentum, weighted by an appropriate spherical harmonic,
$\mathcal{T}^{\mu \nu}\left(P ; q_{1}\right)=\frac{1}{\sqrt{4 \pi}} \int \mathrm{~d} \hat{\mathbf{p}}^{\star} Y_{J m_{J}}^{*}\left(\hat{\mathbf{p}}^{\star}\right) \mathcal{T}^{\mu \nu}\left(P, \hat{\mathbf{p}}^{\star} ; q_{1}\right)$,
where $m_{J}$ is the total angular momentum projection along some fixed $z$ axis. The projection of the first term of Eq. (2) will contribute known kinematic singularities similar to those discussed in Ref. [95], and the second term simply produces the projection $\mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right)$. In Sec. III we outline an exact definition of this quantity in terms of scattering amplitudes of physical subprocesses, known kinematic functions, and unknown nonsingular dynamical functions that are purely real.

The central result of this work relates the infinite volume amplitude $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ to finite-volume Euclideansignature matrix elements which we can compute, e.g., using lattice QCD. We work in a finite-cubic-volume with side length $L$ and periodic boundary conditions, which imposes that spatial momenta are quantized as $\mathbf{P}=2 \pi \mathbf{n} / L$ where $\mathbf{n} \in \mathbb{Z}^{3}$. We assume that the size of the volume is such that $m L \gg 1$, where $m$ is the mass of the pion. We define the finite-volume Euclidean spacetime matrix element which closely resembles the infinitevolume counterpart of Eq. (1) as

$$
\begin{align*}
& M_{L}^{\mu \nu}\left(\tau, P_{n} ; \mathbf{q}_{1}\right) \\
& \quad \equiv \int_{L} \mathrm{~d}^{3} \mathbf{x} e^{i \mathbf{q}_{1} \cdot \mathbf{x}}\left\langle P_{n}, L\right| \mathrm{T}_{E}\left\{\mathcal{J}_{E}^{\mu}(\tau, \mathbf{x}) \mathcal{J}_{E}^{\nu}(0)\right\}|\Omega\rangle \tag{4}
\end{align*}
$$

where $\tau$ is Euclidean time. The matrix element depends on the finite volume spectrum $E_{n}$ for the $n$th state at a given total momentum $\mathbf{P}$, with $P_{n}=\left(E_{n}, \mathbf{P}\right) .^{7}$ Finite-volume eigenstates are normalized to unity,

$$
\left\langle P_{m}, L \mid P_{n}^{\prime}, L\right\rangle=\delta_{m n} \delta_{\mathbf{P P}^{\prime}}
$$

[^5]which differs from the relativistic normalization of infin-ite-volume single-particle states. ${ }^{8}$ The local currents $\mathcal{J}_{E}$ here translate in Euclidean time as
$$
\mathcal{J}_{E}^{\mu}(\tau, \mathbf{x})=e^{H_{L} \tau} \mathcal{J}^{\mu}(0, \mathbf{x}) e^{-H_{L} \tau}
$$
where $H_{L}$ is the finite-volume QCD Hamiltonian, and $\mathrm{T}_{E}$ is the Euclidean time-ordering operator, which orders the current insertion depending on the values of $\tau$ and 0 .

Although computationally challenging, these matrix elements can in principle be computed from time-displaced Euclidean-signature correlation functions. This is the case in lattice QCD studies of two-photon radiative decays of QCD-stable hadrons [88,89]. Since we are ultimately interested in momentum-space long-range matrix elements, which do not depend on the temporal signature, we should integrate Eq. (4) over Euclidean time $\tau$ with an exponential weight that depends on the desired frequency of the external current, i.e., $\int \mathrm{d} \tau e^{\omega \tau}$. Unfortunately, the resulting integral is in general not equivalent to the Fourier transform of the Minkowski spacetime matrix element $\mathcal{T}^{\mu \nu}\left(P ; q_{1}\right)$ for two reasons. First, the finite-volume states are not exponentially close to the infinite-volume ones. Second, depending on the kinematics of the external states and the current, the resulting integral does not converge. We first address the second issue, which was discussed in Ref. [91]. The first of these issues amounts to finite-volume corrections which are discussed in Sec. V, while the second is the subject of Sec. IV.

Intuitively, the integral fails to converge when intermediate states created in the long-range process can go onshell. Fortunately, the contribution from these intermediate states can be determined completely from the spectrum and matrix elements of the physical subprocesses. In particular, in the long-range process of interest, $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$, the physical subprocess that can lead to intermediate on-shell states is $\gamma^{\star} \rightarrow \pi \pi \rightarrow \gamma^{\star} \pi \pi$. In other words, one must determine the $\pi \pi$ spectrum, extract the $\pi \pi \rightarrow \pi \pi$ scattering amplitude $[43,44,96]$, and the finite-volume matrix elements corresponding to $\gamma^{\star} \rightarrow \pi \pi[75,77]$ and $\pi \pi \rightarrow \gamma^{\star} \pi \pi$ $[79,80]$ processes. These three subprocesses are diagrammatically defined in Fig. 2. Reference [91] proposed that these divergent contributions be removed from the $\tau$-dependent correlation function. We label the divergent contribution as $M_{L}^{\mu \nu,<}$, where " $<$ " indicates that the contribution from a number of states that lie below some finite cutoff is included in the subtraction.

Following Ref. [91], we define the subtracted Euclidean time-dependent matrix element, $M_{L}^{\mu \nu,>}$, as
$M_{L}^{\mu \nu,>}\left(\tau, P_{n} ; \mathbf{q}_{1}\right) \equiv M_{L}^{\mu \nu}\left(\tau, P_{n} ; \mathbf{q}_{1}\right)-M_{L}^{\mu \nu,<}\left(\tau, P_{n} ; \mathbf{q}_{1}\right)$.

[^6]This function does not contain any on-shell processes, and thus its integral over $\tau$ converges. The resulting correlation function, although unphysical, is insensitive to the time signature used to access it. This means, that it coincides with a contribution to the desired Minkowski correlation function, and it can be qualitatively understood as the short-distance contribution to the quantity $\mathcal{T}_{L}^{\mu \nu}$, the finite-volume analogue of Eq. (1). After this procedure, we restore the long-distance modes from the divergent terms which depend on the aforementioned $\gamma^{\star} \rightarrow \pi \pi$ and $\pi \pi \rightarrow \gamma^{\star} \pi \pi$ matrix elements and the $\pi \pi$ spectrum. As detailed in Sec. IV, this can be made explicit by summing over simple poles associated with finitevolume states, and we denote this contribution as $\mathcal{T}_{L}^{\mu \nu,<}$. Because this last contribution is in frequency-space, the resulting correlation function can be directly linked to the Minkowski quantity of interest, Eq. (1).

Since the $\mathcal{T}_{L}^{\mu \nu,<}$ term depends explicitly on the finitevolume spectrum, it has power-law finite-volume artifacts which we need to remove in order to identify the relationship to the desired $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$. The procedure is similar to that outlined in Ref. [91], where we sum the finite-volume correlation function to all orders, and isolate contributions that lead to power-law volume-dependent effects. Since we work with two-particle final states, as opposed to the single-particle states of Ref. [91], additional corrections arise from their rescattering. In Sec. V, a complete derivation of the isolation of the finite-volume correction to $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ is given. Combining this result with the aforementioned separation of long-distance modes in the Euclidean matrix element, our result can be succinctly summarized by the following relation,

$$
\begin{align*}
& \frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right) \\
& =\int \mathrm{d} \tau e^{\omega \tau} M_{L}^{\mu \nu,>}\left(\tau, P_{n} ; \mathbf{q}_{1}\right) \\
& \quad+\left[\mathcal{T}_{L}^{\mu \nu,<}\left(P_{n} ; q_{1}\right)+\frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot \Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right)\right], \tag{6}
\end{align*}
$$

which holds at the finite-volume energies $E_{n}$ and ignores corrections which scale like $\mathcal{O}\left(e^{-m L}\right)$. Here we introduce $\overrightarrow{r_{n}}$, which is related to the well-known Lellouch-Lüscher factor [97] as first written in Ref. [74]. These factors serve to correct finite-volume effects arising from the final $\pi \pi$ state, and we provide an exact definition in Eq. (31) where we follow the notation introduced in Ref. [76]. The additive correction, $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$, is the desired finite-volume correction which depends on the physical quantities associated with the $\pi \gamma^{\star} \rightarrow \pi, \gamma^{\star} \rightarrow \pi \pi$, and $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ subprocesses. An exact expression of $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$ is given in Eq. (45). We group the terms $\mathcal{T}_{L}^{\mu \nu,<}$ and $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$ to emphasize the fact that these
terms must use the same parametrization used for $\Delta \mathcal{T}$ because otherwise these poles will not exactly cancel, and can lead to unphysical behavior of the amplitude.

## III. ON-SHELL REPRESENTATION OF THE AMPLITUDE

We briefly review the general on-shell formalism presented in Ref. [93] for the specific amplitude of interest, $\mathcal{T}^{\mu \nu}$. Generally, the amplitude can be written to all orders within some generic relativistic effective field theory as a self-consistent equation in terms of short-distance kernels which do not have singularities for the kinematic range of interest. This self-consistent equation is shown diagrammatically in Fig. 1 for $i \mathcal{T}^{\mu \nu}$, where the kernels are shown with white open circles connected to electromagnetic currents denoted by "wiggly" lines. The kernels are integrated over four-dimensional momentum loops of pion propagators (shown by solid straight lines) with $2 \rightarrow 2$ scattering and $2+\mathcal{J} \rightarrow 2$ transition amplitudes, called $\mathcal{M}$ and $\mathcal{W}^{\mu}$, respectively. These amplitudes are subsequently defined in terms of their own self-consistent equations in Fig. 2. The amplitude $\mathcal{T}^{\mu \nu}$ also contains a contribution from the $\mathcal{J} \rightarrow 2$ production amplitude, called $\mathcal{H}^{\mu}$, where one of the pions subsequently interacts with the other current. This interaction leads to a new kernel associated with the onebody matrix element $1+\mathcal{J} \rightarrow 1$ transition. Note that in Fig. 1 we have only shown the diagrams where the currents are inserted in a particular time order and have left the other time ordering implicit, as indicated by " $\left.q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ ".

Reference [93] shows the projection of these generic relations to their on-shell form, which separates all long-range intermediate state singularities from all shortdistance physics which are absorbed into unknown nonsingular functions. These results hold for a kinematic region where only two-particle states can be produced in the kinematic variable $P^{2}$, and the virtualities of the currents are such that higher-number particle production thresholds are prohibited. This procedure results in Eq. (2), and the remainder of this section details each of the building blocks.

The first term, $i w_{\text {on }}^{\mu} i D i \overline{\mathcal{H}}^{\nu}$, includes infrared pole singularities associated with individual currents coupling to one of the external particles. Here, $i w_{o n}^{\mu}$ refers to a specific definition of the single-particle matrix elements for $\pi \gamma^{\star} \rightarrow \pi$ introduced in Ref. [80]. In particular, this definition places the single-particle form factors on-shell, while allowing for the kinematic prefactors to be off-shell. For charged pions, this is explicitly given by

$$
\begin{equation*}
i w_{\mathrm{on}}^{\mu}\left(k_{f} ; k_{i}\right)=\left(k_{f}+k_{i}\right)^{\mu} i f\left(Q^{2}\right) \tag{7}
\end{equation*}
$$

where $f$ is the physical form factor, $Q^{2}=-\left(k_{f}-k_{i}\right)^{2}$ is the momentum-transfer-squared to the pion, and $k_{i}\left(k_{f}\right)$ denote the incoming (outgoing) momentum of the pion,


FIG. 2. Shown are the diagrammatic representation of the (a) $\pi \pi \rightarrow \pi \pi$, (b) $\gamma^{\star} \rightarrow \pi \pi$, and (c) $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ amplitudes and their allorders expressions. The open circles represent real-valued, nonsingular functions, whose properties are discussed in the main text. As discussed in detail in the text, the " $\sum$ " symbol represents the sum over all possible insertion of the current in the external legs. An example of this is shown explicitly for the pole piece of $\mathcal{T}$ is shown diagrammatically in Fig. 3.

FIG. 3. The kinematically divergent term, Eq. (9), for the $\gamma^{\star} \gamma^{\star} \rightarrow \pi^{+} \pi^{-}$amplitude of Eq. (2). The dashed line indicates the pole piece of the propagator $i D$ in Eq. (8).
respectively. In this framework, $k_{i}^{2}$ and $k_{f}^{2}$ need not coincide with $m^{2}$. The next quantity that appears in the first term of Eq. (2) is $i D$, which is the pole piece of the single pion propagator defined as

$$
\begin{equation*}
i D(k) \equiv \frac{i}{k^{2}-m^{2}+i \epsilon} \tag{8}
\end{equation*}
$$

The last piece in the divergent term of Eq. (2) is $\overline{\mathcal{H}}^{\mu}$, which is closely related to the $\gamma^{\star} \rightarrow \pi \pi$ transition amplitude $\mathcal{H}^{\mu}$. ${ }^{9}$ We depict the self-consistent relation for $\mathcal{H}^{\mu}$ in Fig. 2(b). The difference between $\overline{\mathcal{H}}^{\mu}$ and $\mathcal{H}^{\mu}$ is the addition of kinematic barrier factors in the definition of $\overline{\mathcal{H}}^{\mu}$. These barrier factors cancel in the limit where the particle coupling to the current goes on-shell, but as discussed in, for example, Ref. [93], the barrier factors are necessary to remove unphysical singularities present in the spherical harmonics. In Appendix A, we give an explicit definition of $\overline{\mathcal{H}}^{\mu}$. Note that associated with the divergent piece is the summation notation " $\sum$ ". As discussed in Refs. [93,95], this indicates a sum over all external legs where the current could be inserted. For example, if the final state is composed of $\pi^{+} \pi^{-}$, the electromagnetic

[^7]current can couple to both the $\pi^{+}$and the $\pi^{-}$, resulting in four such contributions when accounting for the $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ crossed channel. For this scenario, the kinematically divergent term is depicted in Fig. 3 and is explicitly given by
\[

$$
\begin{align*}
\sum & \left\{i w_{\mathrm{on}}^{\mu} i D i \overline{\mathcal{H}}^{\nu}\right\} \\
= & i w_{\mathrm{on},+}^{\nu}\left(P-p ; q_{1}-p\right) i D\left(q_{1}-p\right) i \overline{\mathcal{H}}^{\mu}\left(\mathbf{q}_{1}-\mathbf{p} ; q_{1}\right) \\
& +i w_{\mathrm{on},-}^{\nu}\left(p ; p-q_{2}\right) i D\left(p-q_{2}\right) i \overline{\mathcal{H}}^{\mu}\left(\mathbf{p}-\mathbf{q}_{2} ; q_{1}\right) \\
& +\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right] \tag{9}
\end{align*}
$$
\]

where $w_{\text {on,+ }}$ and $w_{\text {on,- }}$ are the matrix elements for the $\pi^{+}$ and $\pi^{-}$, respectively, which are on their mass-shell $(P-p)^{2}=p^{2}=m^{2}$. In Appendix A, we explain in detail how this term can be projected to definite angular momentum.

Having defined the kinematically divergent term in Eq. (2), we now move toward the description of the divergence-free amplitude $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$, which is the object we need to constrain from the finite-volume formalism. It was derived in Ref. [93] that $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ has an on-shell representation given by

$$
\begin{align*}
i \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right) \equiv & i \mathcal{W}_{\mathrm{df}}^{\mu}\left(P ; q_{2}\right) \mathcal{A}_{20}^{\nu}\left(q_{2}\right)+i \mathcal{W}_{\mathrm{df}}^{\nu}\left(P ; q_{1}\right) \mathcal{A}_{20}^{\mu}\left(q_{1}\right) \\
& +i \mathcal{M}\left(P^{2}\right) \mathcal{B}_{20}^{\mu \nu}\left(P ; q_{1}\right) \tag{10}
\end{align*}
$$

where $q_{2}=P-q_{1}, \mathcal{M}$ is the purely hadronic $\pi \pi \rightarrow \pi \pi$ partial wave scattering amplitude, and $\mathcal{W}_{\mathrm{df}}$ is related to the $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ amplitude, denoted as $\mathcal{W}^{\mu}$. We show diagrammatic depictions of these amplitudes, as well as their self-consistent equations, in Figs. 2(a) and (c) for $\mathcal{M}$ and $\mathcal{W}^{\mu}$, respectively. In particular, Ref. [95] showed that the full $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ amplitude $\mathcal{W}^{\mu}$ satisfies an equation similar to Eq. (2),

$$
\begin{align*}
& i \mathcal{W}^{\mu}\left(P_{f}, \hat{\mathbf{p}}_{f}^{\star} ; P_{i}, \hat{\mathbf{p}}_{i}^{\star}\right) \\
& \quad \equiv \sum\left\{i w_{\mathrm{on}}^{\mu} i D i \overline{\mathcal{M}}\right\}+i \mathcal{W}_{\mathrm{df}}^{\mu}\left(P_{f}, \hat{\mathbf{p}}_{f}^{\star} ; P_{i}, \hat{\mathbf{p}}_{i}^{\star}\right) \tag{11}
\end{align*}
$$

where the first term, similar to the one in Eq. (2), accounts for explicit kinematic singularities from the current probing the external state with $\overline{\mathcal{M}}$ related to the hadronic amplitude $\mathcal{M}$ up to the same barrier factors needed in the definition of $\overline{\mathcal{H}}^{\mu}$. Here, $P_{i}$ and $P_{f}$ are the total initial and final state momentum flows for this process, while $\hat{\mathbf{p}}_{i}^{\star}$ and $\hat{\mathbf{p}}_{f}^{\star}$ are the relative CM orientations for the initial and final state, respectively. The partial wave $\mathcal{W}_{\mathrm{df}}^{\mu}\left(P_{f} ; P_{i}\right)$ is found similar to that of Eq. (3), except we need to project both the initial and final states. The appearance of two terms associated with the $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ accounts for the $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ crossing in the amplitude.

Every term in Eq. (10) contains a real-valued, nonsingular ${ }^{10}$ short-distance function which we denote as $\mathcal{A}_{20}^{\mu}$ and $\mathcal{B}_{20}^{\mu \nu}$. Each $\mathcal{A}_{20}^{\mu}$ can be constrained from $\gamma^{\star} \rightarrow \pi \pi$ transitions [75], and are defined by the on-shell form for $\mathcal{H}^{\mu}$, e.g., for the $q_{1}$ kinematic variable,

$$
\begin{equation*}
\mathcal{H}^{\mu}\left(q_{1}\right)=\mathcal{M}\left(q_{1}^{2}\right) \mathcal{A}_{20}^{\mu}\left(q_{1}\right) \tag{12}
\end{equation*}
$$

Therefore, we will treat $\mathcal{A}_{20}^{\mu}$ as a "known" function which is determined from a previously defined formalism as given in Refs. [75,77], leaving $\mathcal{B}_{20}^{\mu \nu}$ as the only unconstrained function in $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$. Therefore, coupled with the finite-volume framework presented in this work, this unknown dynamical function can be constrained from lattice QCD studies.

The $\mathcal{M}$ and $\mathcal{W}_{\mathrm{df}}^{\mu}$ amplitudes can similarly be written in terms of known kinematic singular functions and unknown real, nonsingular functions, see Ref. [95] for a detailed discussion. For $\mathcal{M}$, it is well known that the unknown dynamical contribution can be written in terms of the K matrix, or equivalently phase shifts and mixing angles, while the kinematic singularities are encoded in the phasespace of the two-particle system. Reference [95], derived the on-shell representation for the $\mathcal{W}_{\mathrm{df}}^{\mu}$ amplitudes, where it was found that in addition to phase-space singularities, $\mathcal{W}_{\mathrm{df}}^{\mu}$ also contains triangle singularities which are isolated exactly. Again, from the perspective of this work, the

[^8]$\mathcal{M}$ and $\mathcal{W}^{\mu}$ amplitudes are "known," and therefore the only new object that our framework constrains in $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ is $\mathcal{B}_{20}^{\mu \nu}$. Once this object is determined, then combining it with the various on-shell relations in this section provides a complete description of the $\mathcal{J}+\mathcal{J} \rightarrow 2$ amplitude.

While we have simplified the problem to one of determining a real-valued nonsingular function $\mathcal{B}_{20}^{\mu \nu}$, in general, it is still a complicated object due to the Lorentz structure. It is useful to decompose the object, and even the full amplitude $\mathcal{T}^{\mu \nu}$, into scalar form-factors associated with some known kinematic Lorentz structure, the form of which depends on the final state quantum numbers. Therefore, we can further reduce the problem to that of finding the individual scalar form-factors. Appendix A provides a summary of the Lorentz decomposition for the amplitude, as well as an explicit example for the $J^{P}=0^{+}$sector.

As a final comment, the $\mathcal{T}^{\mu \nu}$ amplitude must satisfy the Ward-Takahashi identity for conserved vector currents. It was shown in Ref. [93] that this identity places a constraint on the unknown $\mathcal{B}_{20}^{\mu \nu}$ function in terms of the other lowerpoint functions in the limit where one of the photon momenta vanishes. We do not state the constraint here, and point the reader to Eqs. (38) and (39) of Ref. [93] for details, but note that this constraint can aid in developing parametrizations for the $\mathcal{B}_{20}^{\mu \nu}$ object for numerical applications as they must all collapse to the same result in the vanishing photon momentum limit.

## IV. RELATING EUCLIDEAN AND MINKOWSKI MATRIX ELEMENTS

In this section, we summarize the details of the procedure which relates the Euclidean matrix element, Eq. (4), to $\mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$. For convenience, we repeat the definition of Eq. (4) here
$M_{L}^{\mu \nu}\left(\tau, P ; \mathbf{q}_{1}\right) \equiv \int_{L} \mathrm{~d}^{3} \mathbf{x} e^{i \mathbf{q}_{1} \cdot \mathbf{x}}\langle P, L| \mathrm{T}_{E}\left\{\mathcal{J}_{E}^{\mu}(\tau, \mathbf{x}) \mathcal{J}_{E}^{\nu}(0)\right\}|\Omega\rangle$,
where we recall that the finite-volume states $|P, L\rangle$ have the quantum numbers of a two-pion state with total momentum $\mathbf{P}$ in a finite-volume and have unit normalization. For notational convenience, we write the momentum of the state $P=(E, \mathbf{P})$ instead of $P_{n}=\left(E_{n}, \mathbf{P}\right)$ as we had in Sec. II, but we stress that it has the same interpretation as a quantized spectrum. We noted that a trivial frequencydependent weighted integration over the Euclidean time $\tau$ does not converge due to long-range modes in the kinematic region of on-shell processes of interest. Therefore, a trivial identification of the Fourier transformed matrix element $\mathcal{T}^{\mu \nu}$ is not possible. Following Ref. [91], the resolution involved removing the divergent contributions to render the integral convergent and reintroducing these modes via a spectral reconstruction.

The divergent contribution is denoted as $M_{L}^{\mu \nu,<}$, where we remind the reader that the symbol " $<$ " indicates that only a "small" subset of poles have been calculated explicitly. Particularly, $M_{L}^{\mu \nu,<}$ can be written using the spectral decomposition as

$$
\begin{align*}
M_{L}^{\mu \nu,<}\left(\tau, P ; \mathbf{q}_{1}\right) \equiv & \sum_{n=0}^{N-1} c_{n}^{\mu \nu} \Theta(\tau) e^{-\left[E_{n}\left(L, \mathbf{P}-\mathbf{q}_{1}\right)-E\right]|\tau|} \\
& +\sum_{\bar{n}=0}^{\bar{N}-1} \bar{c}_{\bar{n}}^{\nu \mu} \Theta(-\tau) e^{-E_{\bar{n}}\left(L, \mathbf{q}_{1}\right)|\tau|} \tag{13}
\end{align*}
$$

where $|n, L\rangle$ and $|\bar{n}, L\rangle$ denote arbitrary finite-volume states satisfying $\langle\bar{n}, L \mid n, L\rangle=\delta_{\bar{n} n}, \Theta$ is the Heaviside step function, $n$ and $\bar{n}$ are integers enumerating the possible discrete states, $E_{n}$ and $E_{\bar{n}}$ are their respective energies, and $c_{n}^{\mu \nu}$ and $\bar{c}_{\bar{n}}^{\nu \mu}$ are their corresponding matrix elements,
$c_{n}^{\mu \nu} \equiv \int \mathrm{d}^{3} \mathbf{x} e^{i \mathbf{q}_{1} \cdot \mathbf{x}}\langle P, L| \mathcal{J}^{\mu}(0, \mathbf{x})|n, L\rangle\langle n, L| \mathcal{J}^{\nu}(0)|\Omega\rangle$,
$\bar{c}_{\bar{n}}^{\nu \mu} \equiv \int \mathrm{d}^{3} \mathbf{x} e^{i \mathbf{q}_{1} \cdot \mathbf{x}}\langle P, L| \mathcal{J}^{\nu}(0)|\bar{n}, L\rangle\langle\bar{n}, L| \mathcal{J}^{\mu}(0, \mathbf{x})|\Omega\rangle$.

Note, that we suppress the total momentum dependence of the $\pi \pi$ finite-volume states for simplicity. The minimal number of terms needed to be included in the sums of Eq. (13) is defined by those states that can go-shell in the desired kinematics, which we denote by $N$ and $\bar{N}$. In principle, one can include even more states. But the critical point is that $M_{L}^{\mu \nu,<}$ can be completely defined in terms of the low-lying spectra and finite-volume spectra that can be determined from two- and three-point functions involving a single current insertion.

With this spectral definition, we define the subtracted time-dependent matrix element $M_{L}^{\mu \nu,>}$ in Eq. (5), repeated here for the reader

$$
M_{L}^{\mu \nu,>}\left(\tau, P ; \mathbf{q}_{1}\right) \equiv M_{L}^{\mu \nu}\left(\tau, P ; \mathbf{q}_{1}\right)-M_{L}^{\mu \nu,<}\left(\tau, P ; \mathbf{q}_{1}\right)
$$

We make use of this definition to write the finite-volume Minkowski amplitude, $\mathcal{T}_{L}^{\mu \nu}$, in terms of the integral of $M_{L}^{\mu \nu,>}$ and an additive piece that depends on the same lowlying spectra and matrix elements that are necessary for defining $M_{L}^{\mu \nu,<}$. We derive this identity starting from the definition of $\mathcal{T}_{L}^{\mu \nu}$,

$$
\begin{align*}
\mathcal{T}_{L}^{\mu \nu}\left(P ; q_{1}\right) & =i \int_{L} \mathrm{~d}^{4} x e^{-i q_{1} \cdot x-\epsilon\left|x^{0}\right|}\langle P, L| \mathrm{T}\left\{\mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle, \\
& \equiv \mathcal{T}_{L}^{\mu \nu,>}\left(\omega, P ; \mathbf{q}_{1}\right)+\mathcal{T}_{L}^{\mu \nu,<}\left(\omega, P ; \mathbf{q}_{1}\right), \tag{16}
\end{align*}
$$

where we have separated the short-and long-distance modes, defining the short-distance contribution $\mathcal{T}_{L}^{\mu \nu,>}$ as

$$
\begin{align*}
\mathcal{T}_{L}^{\mu \nu,>} & \left(\omega, P ; \mathbf{q}_{1}\right) \\
& \equiv i \int_{L} \mathrm{~d}^{4} x e^{-i q_{1} \cdot x-\epsilon \mid x^{0}} \mid\left[\langle P, L| \mathrm{T}\left\{\mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle\right. \\
& -\sum_{n=0}^{N-1}\langle P, L| \mathcal{J}^{\mu}(x)|n, L\rangle\langle n, L| \mathcal{J}^{\nu}(0)|\Omega\rangle \Theta(t) \\
& \left.-\sum_{\bar{n}=0}^{\bar{N}-1}\langle P, L| \mathcal{J}^{\nu}(0)|\bar{n}, L\rangle\langle\bar{n}, L| \mathcal{J}^{\mu}(x)|\Omega\rangle \Theta(-t)\right], \\
& =\int \mathrm{d} \tau e^{\omega \tau}\left[M_{L}^{\mu \nu}\left(\tau, P ; \mathbf{q}_{1}\right)-M_{L}^{\mu \nu,<}\left(\tau, P ; \mathbf{q}_{1}\right)\right], \tag{17}
\end{align*}
$$

where the second line follows from evaluating the spatial integral analytically, Wick-rotating to Euclidean time, and identifying the matrix elements we have defined in Eqs. (4) and (13). With the short-distance modes encapsulated by $\mathcal{T}_{L}^{\mu \nu,>}$, the remaining terms constitute the long-range contribution $\mathcal{T}_{L}^{\mu \nu,<}$ arising from low-lying states

$$
\begin{align*}
\mathcal{T}_{L}^{\mu \nu,<} & \left(P ; q_{1}\right) \\
\equiv & i \int_{-\infty}^{\infty} \mathrm{d} t e^{-i \omega t-|t| \epsilon}\left[\sum_{n=0}^{N-1} c_{n}^{\mu \nu} \Theta(t) e^{-i\left[E_{n}\left(L, \mathbf{P}-\mathbf{q}_{1}\right)-E\right] t}\right. \\
& \left.+\sum_{\bar{n}=0}^{\bar{N}-1} \bar{c}_{\bar{n}}^{\nu \mu} \Theta(-t) e^{i E_{\bar{n}}\left(L, \mathbf{q}_{1}\right) t}\right]_{\epsilon=0} \\
= & \sum_{n=0}^{N-1} \frac{c_{n}^{\mu \nu}}{E_{n}\left(L, \mathbf{P}-\mathbf{q}_{1}\right)-(E-\omega)}+\sum_{\bar{n}=0}^{\bar{N}-1} \frac{\bar{c}_{\bar{n}}^{\nu \mu}}{E_{\bar{n}}\left(L, \mathbf{q}_{1}\right)-\omega} . \tag{18}
\end{align*}
$$

This separation follows from the spectral representation for the Minkowski matrix element, similar to the Euclidean case shown in Eq. (13), and isolating the high-energy states that cannot go on shell. Subsequently, we evaluated the spatial integrals, and in the long-range contribution $\mathcal{T}_{L}^{\mu \nu,<}$ we performed the final temporal integral.

Equation (16) relates the Euclidean-signature matrix elements, in terms of computable correlation functions and spectral reconstructions of the low-lying modes. Up to this point, the steps needed are similar to those considered in Ref. [91] for simpler processes. As one would expect, the final step, which amounts to corrections for the power-law finite-volume artifacts is specific to the process of interest, and will necessarily differ from the expression found in Ref. [91]. In particular, $1+\mathcal{J} \rightarrow 1+\mathcal{J}$ amplitudes have single-particle final states, so there is no finite-volume correction coming from these objects. However, in this work we are dealing with a two-particle final state, thus the relation between $\mathcal{T}_{L}^{\mu \nu}$ and $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ must know about the finitevolume effects of these final states. In Sec. V we show that $\mathcal{T}_{L}^{\mu \nu}$ satisfies
$\mathcal{T}_{L}^{\mu \nu}\left(P_{n} ; q_{1}\right)=\frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot\left(\mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right)-\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right)\right)$,
where as mentioned in Sec. II, $\overrightarrow{r_{n}}$ is related to the wellknown Lellouch-Lüscher factor [97] and $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$ is the finite-volume correction, both of which are defined in Sec. V. We have also reintroduced $P_{n}=\left(E_{n}, \mathbf{P}\right)$ as this relation only holds at the finite-volume spectrum.

Combining all the pieces, we arrive at the main result of this work,

$$
\begin{aligned}
& \frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right) \\
& =\int \mathrm{d} \tau e^{\omega \tau} M_{L}^{\mu \nu,>}\left(\tau, P_{n} ; \mathbf{q}_{1}\right)+\mathcal{T}_{L}^{\mu \nu,<}\left(P_{n} ; q_{1}\right) \\
& \quad+\frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot \Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right),
\end{aligned}
$$

which is exactly Eq. (6) as stated in Sec. II. Therefore, the desired $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ amplitude can be constrained from a linear combination of the previously introduced quantities and computable functions.

It is worth emphasizing that $\vec{r}_{n}$ makes explicit the reduction of rotational symmetry present in a finite volume by mixing amplitudes associated with different angular momentum. In fact, it is a vector in the space of partial waves. For example, if the $\pi \pi$ state has spatial total momentum $\mathbf{P}=0$ and it has the quantum number of the $A_{1}^{+}$irreducible representation of the cubic group, then it is well known that the $J=0,4,6, \ldots$ can mix with each other. One would then find that $\left(\vec{r}_{n}\right)_{A_{1}^{+}}$would have nonzero components only for those specific partial waves. In practice, for moderate energies, only a finite number of partial-wave contributions of $\mathcal{T}_{\text {df }}^{\mu \nu}$ will be expected to be statistically nonzero.

## V. DERIVATION OF FINITE-VOLUME CORRECTION

In this section, we outline the derivation of the finitevolume correction for the long-range matrix element $\mathcal{T}_{L}$. The primary object considered is the three-point correlation function ${ }^{11}$

$$
\begin{align*}
& \mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right) \\
& \equiv-\int_{L} \mathrm{~d}^{4} x \int_{L} \mathrm{~d}^{4} y e^{-i q_{1} \cdot x} e^{i P \cdot y}\langle\Omega| \mathrm{T}\left\{\mathcal{O}(y) \mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle, \tag{20}
\end{align*}
$$

[^9]where we work in Minkowski spacetime, and $\mathcal{O}$ is an interpolating operator with quantum numbers of the twopion system. The spatial integrations are over the finite-cubic-volume, while the temporal component is over an infinite range. To derive the finite-volume correction, we first identify the spectral decomposition of Eq. (20) in terms of the matrix element desired, $\mathcal{T}_{L}^{\mu \nu}$. Then, we analyze the same correlation function using some generic relativistic effective field theory to generate an all-orders representation. By using the procedure introduced in Ref. [44], we then isolate all finite-volume contributions which have power-law dependence on $L$, which as we show, arise from on-shell two-particle intermediate states. Identifying these contributions allows us to write the desired matrix element in terms of its infinite-volume counterpart and a correction that can be written in terms of known amplitudes and geometric functions.

As we show in Sec. V B, the correlation function $\mathcal{C}_{L}^{\mu \nu}$ has pole singularities when the final two-particle states have energies that coincide with those allowed in a finite volume. These are well-known to be described by the two-particle quantization condition [42-46,49,50,53]

$$
\begin{equation*}
\operatorname{det}\left[F^{-1}(P, L)+\mathcal{M}\left(P^{2}\right)\right]_{P=P_{n}}=0 \tag{21}
\end{equation*}
$$

where $F$ is a well-known geometric function, defined in Appendix B, $\mathcal{M}$ is the infinite-volume two-particle scattering amplitude shown in Fig. 2, and the determinant is over the space of angular momenta. The residue of $\mathcal{C}_{L}^{\mu \nu}$ at these poles can be related to the finite-volume matrix element $\mathcal{T}_{L}^{\mu \nu}$ through a multiplicative factor controlled by the twoparticle correlation function. Therefore, to isolate the matrix element, we first summarize the analysis as outlined in Ref. [74] to isolate finite-volume corrections of the twopoint correlation function, and identify the scaling behavior near the energies of the finite-volume spectrum.

## A. Two-point correlation function and residues

In order to analyze the three-point function Eq. (20), we first review the spectral content and finite-volume corrections for the two-point function of the two-particle interpolation operator $\mathcal{O}$. We follow the procedure outlined in Refs. $[44,53]$ and point the reader there for details. We evaluate the finite-volume Minkowski-signature two-point correlation function $i \mathcal{C}_{L}$ defined as
$\mathcal{C}_{L}(P) \equiv i \int_{L} \mathrm{~d}^{4} x e^{i P \cdot x-\epsilon\left|x^{0}\right|}\langle\Omega| \mathrm{T}\left\{\mathcal{O}(x) \mathcal{O}^{\dagger}(0)\right\}|\Omega\rangle$,
where it is assumed $\epsilon \rightarrow 0^{+}$after integration. We construct the spectral decomposition by inserting a complete set of finite-volume states $\left|P_{n}, L\right\rangle$ between the interpolating operators for both time orderings. Identifying $\mathcal{O}$ as a Heisenberg operator, we evaluate the spatial and temporal integrals to obtain

(a)
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FIG. 4. (a) Shown is the all-orders expression for the finite-volume two-point correlation function defined in Eq. (22). (b) Explicitly shown are the direct diagrams contributing to the three-point correlation function coupling $\pi \pi$ (solid lines) to two electromagnetic currents, cf. Eq. (20). The crossed-channel contributions are left implicit by the " $\left.q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ " symbol. All objects appearing were previously shown in Figs. 1 and 2, except for the black squares which are finite-volume analogs of their corresponding infinite volume amplitude, and the open circle coupling the vacuum to the intermediate two-particle states. The former is defined in Fig. 5, while the latter is understood as the undressed overlap between the two-particle operator and the finite-volume two-particle state.

$$
\begin{equation*}
\mathcal{C}_{L}(P)=-L^{3} \sum_{n} \frac{Z_{n} Z_{n}^{*}}{E-E_{n}}+L^{3} \sum_{n} \frac{Z_{n}^{*} Z_{n}}{E+E_{n}} \tag{23}
\end{equation*}
$$

where $Z_{n}=\langle\Omega| \mathcal{O}(0)\left|P_{n}, L\right\rangle$ is the overlap factor for the operator $\mathcal{O}$ on the state $n$. For notational convenience, we suppress the dependence of $Z_{n}$ on $L$ and $\mathbf{P}$. Ultimately, we are interested in the correlation functions near a given finite-volume state $n$ with a given energy $E_{n}$. As can be seen from Eq. (23), in the vicinity of the given eigenstate $\left|P_{n}, L\right\rangle$ for some fixed $L$ and $\mathbf{P}$, the correlation function behaves like

$$
\begin{equation*}
\mathcal{C}_{L}(P) \sim-L^{3} \frac{Z_{n} Z_{n}^{*}}{E-E_{n}} \tag{24}
\end{equation*}
$$

as $E \sim E_{n}$. Thus, the correlation diverges as a pole singularity in the energy near the $n$th eigenstate.

We now express the same correlation function to all orders in our generic relativistic quantum field theory. Summing to all-orders, we find that $i \mathcal{C}_{L}$ can be written diagrammatically as shown in Fig. 4(a), where the

(a)
vacuum-to-two-particle kernels, which we denote as $i \sigma$, are represented by white open circles. The black square is a finite-volume analogue of the off-shell $2 \rightarrow 2$ amplitude $\mathcal{M}_{L}$, defined diagrammatically in Fig. 5(a). Note that the loops shown in these figures are not integrations over the temporal components of momenta, but finite-volume sums over the quantized spatial components of momenta, which is indicated by the " $V$ " in the figures.

To extract the finite-volume correction to the infinitevolume correlation function $i \mathcal{C}_{\infty}$, we note that power-law finite-volume effects are understood to arise from on-shell intermediate states. Therefore, we do not need to make assumptions about the explicit forms of the short-distance kernels or propagators. Instead, all that is needed is to identify that in the vicinity of a given particle going onshell, the propagator behaves as $i \Delta \sim i D$ as $k^{2} \sim m^{2}$, where $i D$ is defined in Eq. (8), and we can project the kernels to their on-shell counterpart by expanding about this point. Using this fact, we systematically replace each finitevolume loop with an infinite-volume loop plus the difference between the two. The difference between the

(b)

FIG. 5. Shown is the diagrammatic definition of the finite-volume analogues of the (a) $\pi \pi \rightarrow \pi \pi$, (b) $\gamma^{\star} \rightarrow \pi \pi$ amplitudes. The " $V$ " symbol emphasizes that the loops are being evaluated in a finite volume. The open circles are the same kernels appearing in the definition of the infinite-volume amplitudes, shown in Fig. 2.
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FIG. 6. (a) Shown is a diagrammatic representation of Eq. (25), which relates the finite-volume loops, infinite-volume loops, and the finite-volume $F$ function defined in Eq. (B1). (b) Shows the diagrammatic definition of the finite-volume $G^{[\mu]}$ function as given in Eq. (40) and subsequently in Eq. (B3).
finite- and infinite-volume loops, shown in Fig. 6(a), can be shown to satisfy the relation $[44,53]$
$\xi\left[\frac{1}{L^{3}} \sum_{\mathbf{k}}-\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3}}\right] \int \frac{\mathrm{d} k^{0}}{2 \pi} i \sigma(P, k) i \Delta(k) i \Delta(P-k) i \sigma^{\dagger}(P, k)$
$=i \sigma_{\text {on }}(P) \cdot i F(P, L) \cdot i \sigma_{\text {on }}^{\dagger}(P)$,
where $i \sigma^{\dagger}$ is the overlap between the creation operator and the two-particle state before dressing to all orders, $i \Delta$ denotes the fully dressed propagator for an individual particle, $\xi$ is a symmetry factor that is equal to $1 / 2$ if the particles are identical or 1 otherwise, and $F$ is the known finite-volume function defined in Appendix B. The subscript "on" emphasizes that the functions have been placed on-shell and partial-wave projected. The • represents matrix multiplication in angular momentum space. Equation (25) holds up to $\mathcal{O}\left(e^{-m L}\right)$ corrections, which we ignore throughout this work as we assume $m L \gg 1$.

Following this procedure to all orders, for identical twopion initial and final states, one finds that the two-point correlation function can be decomposed as [44] ${ }^{12}$
$i \mathcal{C}_{L}(P)=i \mathcal{C}_{\infty}(P)+i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{A}^{\dagger}(P)$,
where $\mathcal{A}$ is the fully-dressed vacuum to the $\pi \pi$ amplitude that encodes the rescattering physics applied to $i \sigma_{\text {on }}$, and $\mathcal{F}_{L}$ is defined as

$$
\begin{equation*}
\mathcal{F}_{L}(P, L) \equiv \frac{1}{F^{-1}(P, L)+\mathcal{M}\left(P^{2}\right)} \tag{27}
\end{equation*}
$$

The function $\mathcal{F}_{L}$ is the result of summing the geometric series that arises when we use the loop difference identity Eq. (25) to all orders, as discussed in Refs. [44,53].

Near the vicinity of the $n$th eigenstate with energy $E_{n}$, the correlation function diverges as $E \sim E_{n}$. We identify that these poles must occur when $\operatorname{det}\left[\mathcal{F}_{L}^{-1}\left(P_{n}, L\right)\right]=0$ since the remaining functions are infinite-volume quantities,

[^10]which gives the Lüscher quantization condition as stated in Eq. (21). For $E \sim E_{n}$, we can rewrite $\mathcal{F}_{L}$ in terms of its residue near the $n$th state
\[

$$
\begin{equation*}
\mathcal{F}_{L}(P, L) \sim \frac{\tilde{\mathcal{R}}_{n}}{2 E_{n}\left(E-E_{n}\right)}, \tag{28}
\end{equation*}
$$

\]

where the residue $\tilde{\mathcal{R}}_{n}$ is the generalized Lellouch-Lüscher factor as presented in Ref. [74]. ${ }^{13}$ Note that the residue implicitly depends on $L$ and $\mathbf{P}$. For practical applications, it is convenient to write the residue as an eigendecomposition of the matrix $F^{-1}+\mathcal{M}$ [76],

$$
\begin{equation*}
\tilde{\mathcal{R}}_{n}=\left(-\frac{2 E_{n}^{\star}}{\mu_{0}^{\star \prime}}\right) \mathcal{M}^{-1} \mathbf{w}_{0} \otimes \mathbf{w}_{0}^{\top} \mathcal{M}^{-1} \tag{29}
\end{equation*}
$$

where $E_{n}^{\star}=\sqrt{E_{n}^{2}-\mathbf{P}^{2}}$ is the CM energy of the $n$th state, $\mu_{0}^{\star}$ is the vanishing eigenvalue of $F^{-1}+\mathcal{M}$ at this finitevolume energy, $\mathbf{w}_{0}$ is the corresponding eigenvector, and

$$
\begin{equation*}
\left.\mu_{0}^{\star \prime} \equiv \frac{\mathrm{d} \mu_{0}^{\star}}{\mathrm{d} E^{\star}}\right|_{E^{\star}=E_{n}^{\star}} \tag{30}
\end{equation*}
$$

Note that $\mathcal{M}^{-1}$ in Eq. (29) is evaluated at $P_{n}$.
We simplify the expression further by introducing a compact notation for the finite-volume residue

$$
\begin{equation*}
\overrightarrow{r_{n}} \equiv \sqrt{-\frac{2 E_{n}^{\star}}{\mu_{0}^{\star \prime}}} \mathbf{w}_{0}^{\top} \mathcal{M}^{-1} \tag{31}
\end{equation*}
$$

where the arrow is to remind the reader that this is a vector in the space of the degrees of freedom of the scattering systems, which in this case we assume to only be angular momentum. With this definition, Eq. (29) can be rewritten as

$$
\begin{equation*}
\tilde{\mathcal{R}}_{n}=\overleftarrow{r_{n}} \otimes \overrightarrow{r_{n}} \tag{32}
\end{equation*}
$$

This factorized residue allows us to write the correlation function near the pole as

[^11]$i \mathcal{C}_{L} \sim i \mathcal{A}\left(P_{n}\right) \cdot \frac{i\left(\overleftarrow{r_{n}} \otimes \overrightarrow{r_{n}}\right)}{2 E_{n}\left(E-E_{n}\right)} \cdot i \mathcal{A}^{\dagger}\left(P_{n}\right)=-L^{3} \frac{i Z_{n} Z_{n}^{*}}{E-E_{n}}$,
where in the last equality we have used the spectral decomposition from Eq. (24). Comparing the residue of the spectral decomposition to that derived from the allorders representation allows us to relate the overlap factors $Z_{n}$ involving the creation operations to the infinite-volume vacuum-to-two-pion amplitude $\mathcal{A},{ }^{14}$
\[

$$
\begin{equation*}
Z_{n} \equiv \mathcal{A}\left(P_{n}\right) \cdot \frac{\overleftarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \tag{34}
\end{equation*}
$$

\]

As we show in the following section, this relation allows us to isolate the matrix element $\mathcal{T}_{L}$ from the three-point function.

## B. Three-point correlation function

We proceed to perform a similar investigation on the three-point correlation function of interest, defined in Eq. (20). Once again we start by briefly sketching its spectral decomposition, obtained by inserting complete sets of states $\left|P_{n}, L\right\rangle$ between the interpolating operators. Since we have three operators inside the time-ordering operator, the spectral decomposition of the three-point correlation function is slightly more complicated. For simplicity, we focus our attention on those terms that lead to the desired simple-pole contribution in the vicinity of $E \sim E_{n}$. These come from those associated with $y^{0}>x^{0}>0$ and $y^{0}>0>x^{0}$. To simplify the algebra, let us define $z^{0}=\max \left(x^{0}, 0\right)$. Then, it is easy to see that the pole contribution we are after can be written as

$$
\begin{align*}
\mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right) & \equiv-\int_{L} \mathrm{~d}^{4} x \int_{L} \mathrm{~d}^{4} y e^{-i q_{1} \cdot x-\epsilon\left|x^{0}\right|} e^{i P \cdot y-\epsilon\left|y^{0}\right|}\langle\Omega| \mathrm{T}\left\{\mathcal{O}(y) \mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle \\
& \sim-L^{3} \frac{Z_{n}}{E-E_{n}} i \int_{L} \mathrm{~d}^{4} x e^{-i q_{1} \cdot x-\epsilon\left|x^{0}\right|} e^{i\left(E-E_{n}\right) \cdot z^{0}}\left\langle P_{n}, L\right| \mathrm{T}\left\{\mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle \tag{35}
\end{align*}
$$

In the second line, we consider $E \sim E_{n}$ and ignore time-orderings that do not give the pole structure we are after. One sees that in the vicinity of the $n$th pole, the $z^{0}$-dependent phase vanishes, and one arrives at the simplified function

$$
\begin{align*}
\mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right) & \sim-L^{3} \frac{Z_{n}}{E-E_{n}} i \int_{L} \mathrm{~d}^{4} x e^{-i q_{1} \cdot x-\epsilon\left|x^{0}\right|}\left\langle P_{n}, L\right| \mathrm{T}\left\{\mathcal{J}^{\mu}(x) \mathcal{J}^{\nu}(0)\right\}|\Omega\rangle \\
& \equiv-L^{3} \frac{Z_{n}}{E-E_{n}} \mathcal{T}_{L}^{\mu \nu}\left(P_{n} ; q_{1}\right) \tag{36}
\end{align*}
$$

where $\mathcal{T}_{L}^{\mu \nu}$ is the desired quantity introduced in Eq. (16).
We can now proceed to study the all-orders representation of this correlation function, which is diagrammatically depicted in Fig. 4(b). It is convenient to break up the correlation function into sectors of topologically similar diagrams. We write $i \mathcal{C}_{L}^{\mu \nu}$ as the sum of three contributions,
$i \mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right)=i \mathcal{C}_{L, 1}^{\mu \nu}\left(P ; q_{1}\right)+i \mathcal{C}_{L, 2}^{\mu \nu}\left(P ; q_{1}\right)+i \mathcal{C}_{L, 3}^{\mu \nu}\left(P ; q_{1}\right)$.

The first contribution, $i \mathcal{C}_{L, 1}^{\mu \nu}$, is given by the first two terms of Fig. 4(b) which involves currents coupling to twoparticle states via a short-distance kernel. Next, $i \mathcal{C}_{L, 2}^{\mu \nu}$

[^12]comes from the sum of the third and fourth terms of Fig. 4(b) which contains a short-distance $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ kernel and the finite-volume analogue of the $\gamma^{\star} \rightarrow \pi \pi$ amplitude which is diagrammatically defined in Fig. 5(b). The last contribution, $i \mathcal{C}_{L, 3}^{\mu \nu}$, constitutes the final two terms of Fig. 4(b) which involves the $\pi \gamma^{\star} \rightarrow \pi$ kernel in the loops. Note that Eq. (37) also includes contributions from the $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ crossed channel diagrams in the $\mathcal{C}_{L, 2}^{\mu \nu}$ and $\mathcal{C}_{L, 3}^{\mu \nu}$ terms. ${ }^{15}$

We start by focusing our attention on $\mathcal{C}_{L, 1}^{\mu \nu}$, the first two diagrams in Fig. 4(b) where the short-distance kernel involved currents coupling to two-pions. The classes of finite-volume diagrams are the same appearing in the twopoint function considered in the previous section. Using the identity given in Fig. 6, one sees that all power-law finite-volume corrections are encoded in the previously

[^13]
(a)
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FIG. 7. Shown are the three contributions to the all-orders definition of $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$. Each term is distinguished by the types of kernels coupling the currents to the particles.


FIG. 8. Shown are the two contributions to $\mathcal{W}_{\mathrm{df}}^{\mu}$ arising from (a) the two-body coupling to the current and (b) the one-body coupling to the current.
introduced $F$ function. Therefore, we can immediately write the contribution from the first two diagrams as

$$
\begin{align*}
i \mathcal{C}_{L, 1}^{\mu \nu}\left(P ; q_{1}\right)= & i \mathcal{C}_{\infty, 1}^{\mu \nu}\left(P ; q_{1}\right) \\
& +i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{T}_{\mathrm{df}, 1}^{\mu \nu}\left(P ; q_{1}\right) \tag{38}
\end{align*}
$$

where $\mathcal{T}_{\mathrm{df}, 1}^{\mu \nu}$ is a contribution to the divergence-free infinitevolume $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude as defined in Sec. II. This object comes from summing a subset of the infinite-volume diagrams contributing to $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$, which are shown explicitly in Fig. 7(a).

Next, we look at the diagrams which include current insertions separated by two-particle loops as defined in
$i \mathcal{C}_{L, 2}^{\mu \nu}$. When summed to all orders, these diagrams produce two different kinds of finite-volume corrections. The first one is proportional to another contribution to $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$, which we label $\mathcal{T}_{\mathrm{df}, 2}^{\mu \nu}$ and is shown diagrammatically in Fig. 7(b). The second class of finite-volume corrections is proportional to $\mathcal{W}_{\mathrm{df}, 1}^{\mu}$ and $\mathcal{H}^{\nu}$ amplitudes. The $\gamma^{\star} \rightarrow \pi \pi$ transition amplitude, $\mathcal{H}^{\nu}$, was previously defined and shown diagrammatically in Fig. 2(b). The $\mathcal{W}_{\mathrm{df}, 1}^{\mu}$ function gives one contribution to the $\mathcal{W}_{\mathrm{df}}^{\mu}$ amplitude introduced in Sec. III. In particular, as shown Fig. 8(a), this includes all diagrams that contain a $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ short-distance kernel. Having introduced these objects, the second class of terms contributing to $i \mathcal{C}_{L}^{\mu \nu}$ can be written as,

$$
\begin{align*}
i \mathcal{C}_{L, 2}^{\mu \nu}\left(P ; q_{1}\right)= & i \mathcal{C}_{\infty, 2}^{\mu \nu}\left(P ; q_{1}\right)+i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{T}_{\mathrm{df}, 2}^{\mu \nu}\left(P ; q_{1}\right) \\
& +i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{W}_{\mathrm{df}, 1}^{\nu}\left(P ; q_{1}\right) \cdot i \mathcal{F}_{L}\left(q_{1}, L\right) \cdot i \mathcal{H}^{\mu}\left(q_{1}\right)+\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right] \tag{39}
\end{align*}
$$

where $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ affects only the third term on the right-hand side.

Finally, the last set of diagrams contributing to $\mathcal{C}_{L}^{\mu \nu}$ involves a new class of finite-volume functions, produced by the current coupling to one-particle states that can go onshell. These are the finite-volume analogue of the triangle functions [79,80]. The difference between the finite- and infinite-volume triangle diagrams is shown in Fig. 6(b).

Following a similar analysis, as was done in Eq. (25) to the simple s-channel loop, one can show that the difference is given by three terms. Two of these terms depend solely on the $F$ function, while the third new term depends on the finite-volume triangle function. Since here we consider the insertion of a conserved vector current, this geometric function has an explicit dependence on the Lorentz index of the current. In Ref. [80], this function was shown to be
written in terms of two irreducible geometric functions. Labeling this geometric function as $G^{[\nu]}$, we can write it as
$G^{[\nu]}\left(P_{f}, P_{i}, L\right) \equiv\left(P_{f}+P_{i}\right)^{\nu} G\left(P_{f}, P_{i}, L\right)-2 G^{\nu}\left(P_{f}, P_{i}, L\right)$,
where $P_{i}$ and $P_{f}$ denote generic incoming and outgoing momenta flowing through the function. The $G$ and $G^{\nu}$ functions are closely related, with $G^{\nu}$ depending explicitly on a $\nu$ th-component of the internal particle four-momentum
$k^{\nu}$ that does not couple directly to the external current. In Appendix B, we give explicit expressions for these functions, cf. Eq. (B3).

The resulting contribution to the correlation function, which we labeled $\mathcal{C}_{L, 3}^{\mu \nu}$, depend on the remaining pieces of the $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ and $\mathcal{W}_{\mathrm{df}}^{\nu}$ amplitudes, which we denote as $\mathcal{T}_{\mathrm{df}, 3}^{\mu \nu}$ and $\mathcal{W}_{\mathrm{df}, 2}^{\nu}$, respectively. These include the triangle singularities and are depicted in Figs. 7(c) and 8(b), respectively. The remaining finite-volume correction to $\mathcal{C}_{L, 3}^{\mu \nu}$ depends on $G^{[\nu]}$, $\mathcal{H}^{\mu}$, and $\mathcal{M}$. Altogether, $\mathcal{C}_{L, 3}^{\mu \nu}$ can be written as

$$
\begin{align*}
i \mathcal{C}_{L, 3}^{\mu \nu}\left(P ; q_{1}\right)= & i \mathcal{C}_{\infty, 3}^{\mu \nu}\left(P ; q_{1}\right)+i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{T}_{\mathrm{df}, 3}^{\mu \nu}\left(P ; q_{1}\right) \\
& +i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{W}_{\mathrm{df}, 2}^{\nu}\left(P ; q_{1}\right) \cdot i \mathcal{F}_{L}\left(q_{1}, L\right) \cdot i \mathcal{H}^{\mu}\left(q_{1}\right) \\
& -i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot i \mathcal{M}\left(P^{2}\right) \cdot i f G^{[\nu]}\left(P, q_{1}, L\right) \cdot\left[1+i \mathcal{M}\left(q_{1}^{2}\right) \cdot i \mathcal{F}_{L}\left(q_{1}, L\right)\right] \cdot i \mathcal{H}^{\mu}\left(q_{1}\right) \\
& +\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right] \tag{41}
\end{align*}
$$

where $f=f\left(Q_{2}^{2}\right)$ is the on-shell form factor of pion and $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ affect only the third and fourth terms on the righthand side.

Combining Eqs. (38), (39), and (41) into Eq. (37), we arrive at an analytic expression to the finite-volume correction to $\mathcal{C}_{L}^{\mu \nu}$,

$$
\begin{align*}
\Delta i \mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right) \equiv & i \mathcal{C}_{L}^{\mu \nu}\left(P ; q_{1}\right)-i \mathcal{C}_{\infty}^{\mu \nu}\left(P ; q_{1}\right) \\
= & i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot\left(i \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right)-i \mathcal{M}(P) \cdot i f G^{[\nu]}\left(P, q_{1}, L\right) \cdot i \mathcal{H}^{\mu}\left(q_{1}\right)\right) \\
& +i \mathcal{A}(P) \cdot i \mathcal{F}_{L}(P, L) \cdot\left(i \mathcal{W}_{L, \mathrm{df}}^{\nu}\left(P ; q_{1}\right) \cdot i \mathcal{F}_{L}\left(q_{1}, L\right) \cdot i \mathcal{H}^{\mu}\left(q_{1}\right)\right)+\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right] \tag{42}
\end{align*}
$$

where we followed Eq. (97) of Ref. [79] and introduced

$$
\begin{equation*}
i \mathcal{W}_{L, \mathrm{df}}^{\nu}\left(P ; q_{1}\right) \equiv\left(i \mathcal{W}_{\mathrm{df}}^{\nu}\left(P ; q_{1}\right)-i \mathcal{M}(P) \cdot i f G^{[\nu]}\left(P, q_{1}, L\right) \cdot i \mathcal{M}\left(q_{1}^{2}\right)\right) \tag{43}
\end{equation*}
$$

Note that $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$ in Eq. (42) applies to all terms except the one which contains $\mathcal{T}_{\mathrm{df}}$. Using Eq. (28) for the behavior of $\mathcal{F}_{L}$ near the Lüscher poles, Eq. (32) for the expression for the residue, Eq. (34) for $Z_{n}$, and the spectral representation for $\mathcal{C}_{L}^{\mu \nu}$ given in Eq. (36), we find that the scaling behavior at the $n$th eigenstate gives the matrix element

$$
\begin{equation*}
\mathcal{T}_{L}\left(P_{n} ; q_{1}\right) \equiv \frac{\overrightarrow{r_{n}}}{\sqrt{2 E_{n} L^{3}}} \cdot\left(\mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right)-\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right)\right) \tag{44}
\end{equation*}
$$

where we define the correction $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$ as

$$
\begin{equation*}
\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right)=\left(\mathcal{W}_{L, \mathrm{df}}^{\nu}\left(P ; q_{1}\right) \cdot \mathcal{F}_{L}\left(q_{1}, L\right)-\mathcal{M}(s) \cdot f\left(q_{2}^{2}\right) G^{[\nu]}\left(P, q_{1}, L\right)\right) \cdot \mathcal{H}^{\mu}\left(q_{1}\right)+\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right] \tag{45}
\end{equation*}
$$

This is the necessary quantity to correct the finite-volume effects of the linear combination of correlators, as defined in Eq. (6). In particular, what is needed is the product $\overrightarrow{r_{n}} \cdot \Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}\left(P_{n} ; q_{1}\right) / \sqrt{2 E_{n} L^{3}}$, which is the final and main result of this section.

As a first theoretical test of our result, we provide a simple consistency check of the formalism in Appendix C when the two-pion system forms a deep bound state and no intermediate states can go on shell. There, we show that Eq. (45) coincides with the infinite-volume matrix elements
up to the necessary relativistic normalization for a singleparticle state.

## VI. CONCLUSIONS

In this work, we have derived a framework, defined by our main result in Eq. (6), which allows us to access the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude from quantities that can be constrained directly via lattice QCD. The formalism outlined here relates three-point correlation functions of currents displaced in time with the desired long-range amplitude.

This approach is model-independent and follows similar steps to previous formalism derived for a simpler class of amplitudes of the form $1+\mathcal{J} \rightarrow 2 \rightarrow 1+\mathcal{J}$ [91].

The desired amplitude can be decomposed in terms of different on-shell quantities describing possible physical subprocesses, namely $\pi \pi \rightarrow \pi \pi, \pi \gamma^{\star} \rightarrow \pi$, and $\gamma^{\star} \rightarrow \pi \pi$. The analytic structure of the amplitudes for the subprocesses is well-understood [93,95], and it is now well-known how these may be constrained via lattice QCD.

Equation (6) removes all power-law finite-volume artifacts associated with the intermediate and final $\pi \pi$ states. It is exact up to suppressed effects that scale as $\mathcal{O}\left(e^{-m_{\pi} L}\right)$. This formalism provides a key step toward extracting more complicated phenomena from lattice QCD correlation functions. For example, extensions of this work will provide a framework for determining long-range nucleonnucleon processes from lattice QCD, including neutrinoless double-beta transitions [98]. ${ }^{16}$ Furthermore, given the tremendous progress in extending finite-volume formalisms for three-particle systems [102-105] and the recent lattice calculation of such processes [106-109], it is not hard to imagine extending the kinematic region of applicability of this work to energies above three-particle thresholds where, for example, $\gamma^{\star} \rightarrow 3 \pi+\gamma^{\star} \rightarrow 2 \pi$ can lead to a new class of power-law effects.
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## APPENDIX A: $\mathcal{T}^{\mu \nu}$ LORENTZ DECOMPOSITION

In this section, we discuss the Lorentz decomposition for the most immediately relevant case where the final $\pi \pi$ state has been projected onto the $J^{P C}=0^{++}$channel. For this channel, only the $\ell=0$ component of $\mathcal{T}^{\mu \nu}$ and $\mathcal{B}_{20}^{\mu \nu}$ contribute. Because of the quantum numbers of the current, the only allowed long-range processes must involve intermediate $\pi \pi$ states that have the quantum number of the $\rho(770), 1^{--}$. This means that the only contributing pieces for $\mathcal{H}_{\ell m}^{\mu}$ would be $\mathcal{H}_{1 m}^{\mu}$, where $m$ can run over $-1,0$, and 1 .

The $\gamma^{\star} \gamma^{\star} \rightarrow(\pi \pi)_{0^{++}}$amplitude can in general be written in terms of two $s$-dependent form factors. One can show this in at least two ways. Arguably the simplest is to first construct all possible kinematic structures that may couple a vector-vector state to scalar one. In total, there are five such tensors leading to five unknown form factors. By then imposing the WardTakahashi identities, this is reduced to two.

Alternatively, one can begin by identifying the general $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude and imposing the Ward-Takahashi identities. Following this procedure, one finds that the amplitude can be written in terms of only five different $s$-, and $t$-dependent form factors $[4,6,15]$. One can then proceed to project the subsequent amplitude to the desired angular momentum.

Given that the later amplitudes are most commonly used in the literature, here we explain how these are projected to $0^{++}$ and are related to the desired $\mathcal{T}_{\mathrm{df}}$. We begin by rewriting the known Lorentz decomposition of the amplitude [4,6,15],

$$
\begin{equation*}
\mathcal{T}^{\mu \nu}\left(P, \hat{\mathbf{p}}^{\star} ; q_{1}\right)=\sum_{j=1}^{5} h_{j}(s, t) K_{j}^{\mu \nu}, \tag{A1}
\end{equation*}
$$

where $s=\left(q_{1}+q_{2}\right)^{2}, t=\left(q_{1}-p_{1}\right)^{2}$ are the Mandelstam variables, $K_{j}^{\mu \nu}$ are known kinematic tensors, and $h_{j}(s, t)$ are unknown form factors. The tensor structures can be conveniently chosen as [15]

$$
\begin{align*}
K_{1}^{\mu \nu}= & q_{1}^{\nu} q_{2}^{\mu}-\left(q_{1} \cdot q_{2}\right) g^{\mu \nu} \\
K_{2}^{\mu \nu}= & \left(\Delta^{2}\left(q_{1} \cdot q_{2}\right)-2\left(q_{1} \cdot \Delta\right)\left(q_{2} \cdot \Delta\right)\right) g^{\mu \nu}-\Delta^{2} q_{1}^{\nu} q_{2}^{\mu}-2\left(q_{1} \cdot q_{2}\right) \Delta^{\mu} \Delta^{\nu}+2\left(q_{2} \cdot \Delta\right) q_{1}^{\nu} \Delta^{\mu}+2\left(q_{1} \cdot \Delta\right) q_{2}^{\mu} \Delta^{\nu} \\
K_{3}^{\mu \nu}= & (t-u)\left[\left(Q_{1}^{2}\left(q_{2} \cdot \Delta\right)-Q_{2}^{2}\left(q_{1} \cdot \Delta\right)\right)\left(g^{\mu \nu}-\frac{q_{1}^{\nu} q_{2}^{\mu}}{q_{1} \cdot q_{2}}\right)\right. \\
& \left.-\left(\Delta^{\nu}-\frac{\left(q_{2} \cdot \Delta\right) q_{1}^{\nu}}{q_{1} \cdot q_{2}}\right)\left(Q_{1}^{2} q_{2}^{\mu}+q_{1}^{\mu}\left(q_{1} \cdot q_{2}\right)\right)+\left(\Delta^{\mu}-\frac{\left(q_{1} \cdot \Delta\right) q_{2}^{\mu}}{q_{1} \cdot q_{2}}\right)\left(Q_{2}^{2} q_{1}^{\nu}+q_{2}^{\nu}\left(q_{1} \cdot q_{2}\right)\right)\right] \\
K_{4}^{\mu \nu}= & Q_{1}^{2} Q_{2}^{2} g^{\mu \nu}+Q_{1}^{2} q_{2}^{\mu} q_{2}^{\nu}+Q_{2}^{2} q_{1}^{\mu} q_{1}^{\nu}+q_{1}^{\mu} q_{2}^{\nu}\left(q_{1} \cdot q_{2}\right) \\
K_{5}^{\mu \nu}= & \left(Q_{1}^{2} \Delta^{\mu}+\left(q_{1} \cdot \Delta\right) q_{1}^{\mu}\right)\left(Q_{2}^{2} \Delta^{\nu}+\left(q_{2} \cdot \Delta\right) q_{2}^{\nu}\right) \tag{A2}
\end{align*}
$$

[^14]with $\Delta \equiv p_{1}-p_{2}=P-2 p$, with $q_{i}^{\mu}, p_{i}^{\mu}$ being the photon and pion four-momenta, respectively.

In order to then project Eq. (A1), we first expand the form factors in Eq. (A1) over partial waves

$$
\begin{equation*}
h_{j}(s, t)=\sum_{\ell}(2 \ell+1) h_{j, \ell}(s) P_{\ell}(\cos \theta), \tag{A3}
\end{equation*}
$$

where $h_{j, \ell}(s)$ are defined to have definite angular momentum $\ell$ and $\cos \theta$ is the scattering angle of the $\pi \pi$ system in its CM frame.

Although the Lorentz decomposition above holds in general, it is convenient to write Eq. (A1) in the CM of the system, denoted by $\star$, where

$$
\begin{gather*}
q_{1}^{\mu}=\left(\omega^{\star}, 0,0, q^{\star}\right)  \tag{A4}\\
q_{2}^{\mu}=\left(\sqrt{s}-\omega^{\star}, 0,0,-q^{\star}\right), \tag{A5}
\end{gather*}
$$

$p_{1}^{\mu}=\left(\sqrt{s} / 2, p^{\star} \sin \theta \cos \phi, p^{\star} \sin \theta \sin \phi, p^{\star} \cos \theta\right)$,
$p_{2}^{\mu}=\left(\sqrt{s} / 2,-p^{\star} \sin \theta \cos \phi,-p^{\star} \sin \theta \sin \phi,-p^{\star} \cos \theta\right)$,
where the fact that pions are on-shell implies that $p_{1}^{2}=p_{2}^{2}=m^{2}$, or equivalently $p^{\star 2}=s / 4-m^{2}$. Using this and Eq. (A3), one can integrate over the solid angle, as dictated by Eq. (3), to find the $0^{++}$component of the amplitude. Following this procedure and writing the final expression in terms of Lorentz tensors, one finds that the amplitude can be decomposed as

$$
\begin{equation*}
\mathcal{T}^{\mu \nu}\left(P ; q_{1}\right)=\hat{h}_{1}(s) K_{1}^{\mu \nu}+\hat{h}_{2}(s) \hat{K}_{2}^{\mu \nu} \tag{A8}
\end{equation*}
$$

where the tensor $\hat{K}_{2}^{\mu \nu}$ is
$\hat{K}_{2}^{\mu \nu}=(q 1 \cdot q 2) q_{1}^{\mu} q_{2}^{\nu}+Q_{1}^{2} q_{2}^{\mu} q_{2}^{\nu}+Q_{2}^{2} q_{1}^{\mu} q_{1}^{\nu}+\frac{Q_{1}^{2} Q_{2}^{2} q_{2}^{\mu} q_{1}^{\nu}}{q_{1} \cdot q_{2}}$.

The $s$-dependent form factors, $\hat{h}_{1}$ and $\hat{h}_{2}$, can be written in term of the $h_{j, \ell}$ as

$$
\begin{align*}
\hat{h}_{1}= & h_{1,0}-\frac{Q_{1}^{2} Q_{2}^{2}}{q_{1} \cdot q_{2}} h_{4,0}+\frac{8 p^{\star 2} Q_{1}^{2} Q_{2}^{2}}{6\left(q_{1} \cdot q_{2}\right)}\left(h_{5,0}-h_{5,2}\right) \\
& -\frac{2 p^{\star 2}}{3 s\left(q_{1} \cdot q_{2}\right)}\left[\lambda\left(s,-Q_{1}^{2},-Q_{2}^{2}\right)-2 s\left(q_{1} \cdot q_{2}\right)\right]\left(h_{2,0}+2 h_{2,2}\right) \\
& -\frac{2 p^{\star 2}}{3 s\left(q_{1} \cdot q_{2}\right)}\left(Q_{1}^{2}+Q_{2}^{2}\right) \lambda\left(s,-Q_{1}^{2},-Q_{2}^{2}\right)\left(h_{3,0}+2 h_{3,2}\right), \tag{A10a}
\end{align*}
$$

$$
\begin{align*}
\hat{h}_{2}= & h_{4,0}-\frac{8 p^{\star 2}}{3 s}\left(h_{2,0}+2 h_{2,2}\right)+\frac{8 p^{\star 2}}{3}\left(h_{3,0}+2 h_{3,2}\right) \\
& +\frac{2 p^{\star 2}}{3 s}\left(Q_{1}^{2}+Q_{2}^{2}-s\right)\left(h_{5,0}+2 h_{5,2}\right) \\
& +\frac{16 p^{\star 2}}{\lambda\left(s,-Q_{1}^{2},-Q_{2}^{2}\right)}\left[2\left(q_{1} \cdot q_{2}\right) h_{2,2}-Q_{1}^{2} Q_{2}^{2} h_{5,2}\right] \tag{A10b}
\end{align*}
$$

where $\quad 2\left(q_{1} \cdot q_{2}\right)=s+Q_{1}^{2}+Q_{2}^{2}, \quad$ and $\quad \lambda(a, b, c)=$ $a^{2}+b^{2}+c^{2}-2(a b+b c+c a)$ is the Källén triangle function.

Hence, as was expected, if the isoscalar-scalar wave is dominant, the $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ amplitude can be parameterized simply by two form factors. However, $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ is the quantity that may be most readily accessible from lattice QCD, not $\mathcal{T}^{\mu \nu}$. Nonetheless, as explained in Eq. (2), we can relate the two through the pion-pole pieces $\sum\left\{i w_{\text {on }}^{\mu} i D i \overline{\mathcal{H}}^{\nu}\right\}$. These contributions contain explicit angular dependence on the intermediate state produced by the exchange of an offshell pion either in the $t$ or $u$ channels. This process must be projected onto the $S$-wave final state to be related to the formulas above. There are a total of four possible pion-pole contributions. The first two account for $q_{1}, \mu$ on the initial state, where $q_{2}, \nu$ can be inserted in either final-state pion line, the other two include the permutation $\left[q_{1}, \mu \leftrightarrow q_{2}, \nu\right]$. The first two contributions are explicitly written in Eq. (9).

In the following we compute the explicit expression for one of the terms. This contribution, depicted in Fig. 9, is associated with the virtual photon with momentum $q_{1}$ and Lorentz indice $\mu$ produces an on-shell pion with momentum $p_{1}$ and an off-shell pion with momentum $k=q_{1}-p_{1}$. It is this off-shell pion that subsequently couples to the other virtual photon, with momentum $q_{2}$ and Lorentz index $\nu$. For simplicity, we omit the more explicit notation used in
(a)
(a) $\gamma^{*} \gamma^{*} \rightarrow \pi \pi$
(b)



FIG. 9. Kinematics for the (a) $\gamma^{\star} \gamma^{\star} \rightarrow \pi \pi$ system evaluated in the final CM frame ( $\mathbf{P}=\mathbf{0}$ with $\star$ indicators), and (b) the $\gamma^{\star} \rightarrow \pi \pi$ subprocess evaluated both in the final state CM frame (left) and boosted to the intermediate state CM frame ( $\mathbf{q}_{1}=\mathbf{0}$ with • indicators).

Eq. (9) labeling the charge associated with $w_{\text {on }}^{\nu}$ matrix element. More precisely
$i \mathcal{T}_{p}^{\mu \nu}=i w_{\text {on }}^{\nu}\left(p_{2}, p_{2}-q_{2}\right) i D\left(p_{2}-q_{2}\right) i \mathcal{H}^{\mu}\left(\mathbf{p}_{2}-\mathbf{q}_{2} ; q_{1}\right)$,
where $w_{\mathrm{on}}^{\nu}$ and $D$ were previously defined in Eqs. (7) and (8), and $\overline{\mathcal{H}}^{\mu}$ is defined as
$i \overline{\mathcal{H}}^{\mu}\left(\mathbf{k} ; q_{1}\right)=\sqrt{4 \pi} \sum_{m_{J}=-1,0,1}\left(\frac{k^{\bullet}}{k_{\text {on }}^{\bullet}}\right) Y_{1 m_{J}}\left(\hat{\mathbf{k}}^{\bullet}\right) i \mathcal{H}_{1 m_{J}}^{\mu}\left(q_{1}\right)$.

As previously discussed, the difference between $\overline{\mathcal{H}}^{\mu}$ and $\mathcal{H}^{\mu}$ is due to barrier factors defined in the CM frame of the twoparticle subsystem coupling to the current depicted here by the - symbol. Note that, in this formula, $k_{\text {on }}^{\bullet}$ represents the on-shell two-particle momentum, whereas $k^{\bullet}$ is the momentum of the off-shell particle. In general, this frame will differ from the CM $\pi \pi$ frame, defined in defined by Eqs. (A4)-(A7).

It is worth noting that we have chosen $w_{\text {on }}^{\mu}\left(p_{2}, p_{1}\right)=$ $\left(p_{1}+p_{2}\right)^{\mu} f\left(Q_{2}^{2}\right)$ for both on- and off-shell pions. In this sense $w_{\text {on }}^{\mu}$ does not respect the Ward-Takahashi identities unless both pions are on-shell. On the contrary, $\overline{\mathcal{H}}^{\nu}$ is
described in terms of the on-shell pieces $\mathcal{H}_{J m_{J}}^{\mu}\left(q_{1}\right)$. As a result $q_{\mu} \overline{\mathcal{H}}^{\mu}=0$ for both on- and off-shell pions. This is in contrast to customary calculations where the longrange contribution is chosen so that $\overline{\mathcal{H}}^{\mu}\left(p_{2} ; \overrightarrow{p_{1}}{ }^{\star} ; q_{1}\right)=$ $\left(p_{1}-p_{2}\right)^{\mu} f\left(-Q_{1}^{2}\right)$ even for off-shell pions.

In order to explicit partial wave project the pole contribution, which will be done in the CM frame of the $\pi \pi$ system, we first write the $k^{\mu}$ momenta in terms of $k^{\star \mu}$ using a standard Lorentz boost. In particular, $k^{\mu}=\left[\Lambda_{-\beta}\right]_{\nu}^{\mu} k^{\star \nu}$, where the boost vector points along the $\hat{z}$ axis and has magnitude $\beta=q^{\star} / \omega$. Additionally, we make use of the relation between spherical harmonics and Cartesian coordinates to write everything in terms of the $\pi \pi \mathrm{CM}$ coordinates. For example,

$$
\begin{equation*}
\sqrt{\frac{4 \pi}{3}} k^{\bullet} Y_{1,0}\left(\theta^{\bullet}, \phi^{\bullet}\right)=k^{\bullet}=\left[\Lambda_{-\beta}\right]_{\nu}^{z} k^{\star \nu} \tag{A13}
\end{equation*}
$$

In this way, we established a simple relation between the $\theta^{\bullet}, \phi^{\bullet}$ angles and $k^{\star \nu}$, which contains the explicit $\theta, \phi$ dependence on its frame.

Once the spherical harmonics have been rewritten following this approach, the next step is to perform the partial-wave projection onto the scalar state by means of the formula

$$
\begin{equation*}
i \mathcal{T}_{p, 0^{++}}^{\mu \nu}=\frac{1}{4 \pi} \int_{-1}^{1} \mathrm{~d} \cos \theta \int_{0}^{2 \pi} \mathrm{~d} \phi i w_{\mathrm{on}}^{\nu}\left(p_{2}, p_{2}-q_{2}\right) i D\left(p_{2}-q_{2}\right) i \overline{\mathcal{H}}^{\mu}\left(\mathbf{p}_{2}-\mathbf{q}_{2} ; q_{1}\right) \tag{A14}
\end{equation*}
$$

It is advantageous to decompose both vector expressions in the right-hand side by polarization vectors. These provide a compact expression for the current insertion term. After performing the integrations we can regroup all terms as

$$
\begin{equation*}
\mathcal{T}_{p, 0^{++}}^{\mu \nu}=f\left(Q_{2}^{2}\right) f\left(-Q_{1}^{2}\right)\left[c_{0} \epsilon_{0}^{\mu *}\left(q_{1}\right) \epsilon_{0}^{\nu *}(0)+c_{1}\left(\epsilon_{+}^{\mu *} \epsilon_{-}^{\nu *}+\epsilon_{-}^{\mu *} \epsilon_{+}^{\nu *}\right)+c_{L} \epsilon_{0}^{\mu *}\left(q_{1}\right) \epsilon_{L}^{\nu *}\right], \tag{A15}
\end{equation*}
$$

where $k^{\bullet}$ is the intermediate off-shell pion momentum on the CM frame of the $q_{1}$ photon and

$$
\begin{align*}
\epsilon_{0}^{\mu}(q) & =\frac{1}{\sqrt{-Q_{1}^{2}}}\left(q^{\star}, 0,0, \omega^{\star}\right) \\
\epsilon_{L}^{\mu} & =(1,0,0,0) \\
\epsilon_{ \pm}^{\mu} & =\frac{\mp 1}{\sqrt{2}}(0,1, \pm i, 0) \tag{A16}
\end{align*}
$$

Finally, the scalar functions are given by

$$
\begin{align*}
& c_{0}=\frac{\left(3 \sqrt{s} q^{\star 2}+4 p^{\star 2} \omega^{\star}\right) \mathcal{Q}_{0}(z)-6 p^{\star} q^{\star}\left(\sqrt{s}+\omega^{\star}\right) \mathcal{Q}_{1}(z)+8 p^{\star 2} \omega^{\star} \mathcal{Q}_{2}(z)}{6 p^{\star} q^{\star} \sqrt{-Q_{1}^{2}}} \\
& c_{1}=-\frac{2 p^{\star}\left[\mathcal{Q}_{0}(z)-\mathcal{Q}_{2}(z)\right]}{3 q^{\star}} \\
& c_{L}=\frac{\omega^{\star}\left[\sqrt{s} q^{\star} \mathcal{Q}_{0}(z)-2 p^{\star} \omega^{\star} \mathcal{Q}_{1}(z)\right]}{2 p^{\star} q^{\star} \sqrt{-Q_{1}^{2}}} \tag{A17}
\end{align*}
$$

where $\mathcal{Q}_{\ell}(z)$ are the Legendre functions of the second kind, which have an argument $z=\left(Q_{1}^{2}+\sqrt{s} \omega^{\star}\right) /\left(2 p^{\star} q^{\star}\right)$, where $q^{\star}=\lambda^{1 / 2}\left(s,-Q_{1}^{2},-Q_{2}^{2}\right) /(2 \sqrt{s})$. As a final remark, it is worth noting that the term proportional to $\epsilon_{L}^{\nu}$ is the one that explicitly violates the Ward-Takahashi identities.

## APPENDIX B: FINITE-VOLUME FUNCTIONS: $F, G, A N D G^{\mu}$

In this appendix, we give the exact forms of the finitevolume geometric functions described in the text. The first function is $F(P, L)$ defined implicitly in Eq. (25) and depicted diagrammatically in Fig. 6. This has been well
described in the literature, and here we follow the definition first introduced in Ref. [44]. In general, this is a matrix over open channels and partial waves. Assuming a single open channel of identical scalar particles of mass $m$, this is a matrix in angular momentum space with components given by

$$
\begin{equation*}
\left.F_{\ell m_{\ell} ; \ell^{\prime} m_{\ell}^{\prime}}(P, L) \equiv \xi\left[\frac{1}{L^{3}} \sum_{\mathbf{k}}-\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3}}\right] \frac{1}{2 \omega_{\mathbf{k}}} \mathcal{Y}_{\ell m_{\ell}}^{*}\left(\mathbf{k}^{\star}, P\right) D(P-k) \mathcal{Y}_{\ell^{\prime} m_{\ell}^{\prime}}\left(\mathbf{k}^{\star}, P\right)\right|_{k_{0}=\omega_{\mathbf{k}}} \tag{B1}
\end{equation*}
$$

where the sum of $\mathbf{k}$ is over the quantized momenta $\mathbf{k}=$ $2 \pi \mathbf{n} / L$ for $\mathbf{n} \in \mathbb{Z}^{3}, \omega_{\mathbf{k}}=\sqrt{m^{2}+\mathbf{k}^{2}}$ is the on-shell energy, $D$ is the pole piece of the single-particle propagator defined in Eq. (8), and $\mathcal{Y}_{\ell m_{\ell}}$ are modified spherical harmonics,

$$
\begin{equation*}
\mathcal{Y}_{\ell m_{\ell}}\left(\mathbf{k}^{\star}, P\right) \equiv \sqrt{4 \pi} Y_{\ell m_{\ell}}\left(\hat{\mathbf{k}}^{\star}\right)\left(\frac{k^{\star}}{q^{\star}}\right)^{\ell} \tag{B2}
\end{equation*}
$$

with $q^{\star}=\sqrt{s / 4-m^{2}}$ being the on-shell relative momentum in the CM frame. Note that angular momentum is not a
good quantum number in a cubic volume. This is manifested here by the fact that $F$ is a nondiagonal matrix in $\ell m_{\ell} ; \ell^{\prime} m_{\ell}^{\prime}$ space, which can be seen by the sum term in Eq. (B1) which in general does not vanish for different angular momenta.

The other geometric function needed is $G^{[\mu]}\left(P_{f}, P_{i}, L\right)$, which was written in Eq. (40) in terms of two functions, $G\left(P_{f}, P_{i}, L\right)$ and $G^{\mu}\left(P_{f}, P_{i}, L\right)$. These class of functions were studied in detail in Ref. [80], and are defined for equal mass scalar particles as

$$
\begin{align*}
G_{\ell m_{\ell} ; \ell^{\prime} m_{\ell}^{\prime}}\left(P_{f}, P_{i}, L\right) & =\left.\left[\frac{1}{L^{3}} \sum_{\mathbf{k}}-\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3}}\right] \frac{1}{2 \omega_{\mathbf{k}}} \mathcal{Y}_{\ell m_{\ell}}^{*}\left(\mathbf{k}_{f}^{\star}, P_{f}\right) D\left(k_{f}\right) D\left(k_{i}\right) \mathcal{Y}_{\ell^{\prime} m_{\ell}^{\prime}}\left(\mathbf{k}_{i}^{\star}, P_{i}\right)\right|_{k_{0}=\omega_{\mathbf{k}}} \\
G_{\ell m_{\ell} ; \ell^{\prime} m_{\ell}^{\prime}}^{\mu}\left(P_{f}, P_{i}, L\right) & =\left.\left[\frac{1}{L^{3}} \sum_{\mathbf{k}}-\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3}}\right] \frac{k^{\mu}}{2 \omega_{\mathbf{k}}} \mathcal{Y}_{\ell m_{\ell}}^{*}\left(\mathbf{k}_{f}^{\star}, P_{f}\right) D\left(k_{f}\right) D\left(k_{i}\right) \mathcal{Y}_{\ell^{\prime} m_{\ell}^{\prime}}\left(\mathbf{k}_{i}^{\star}, P_{i}\right)\right|_{k_{0}=\omega_{\mathbf{k}}} \tag{B3}
\end{align*}
$$

where $k_{i}=P_{f}-k$ and $k_{i}=P_{i}-k$, and $\mathbf{k}_{i}^{\star}\left(\mathbf{k}_{f}^{\star}\right)$ is the summation/integration momentum $\mathbf{k}$ evaluated in the CM frame of the initial (final) state. We point the reader to Ref. [80] for further details on efficient numerical techniques for evaluating this class of functions.

## APPENDIX C: THE DEEPLY BOUND STATE LIMIT

Here we consider a simple limit to check the normalization appearing in the main result, Eq. (6). In particular, we assume the presence of a deeply bound state with mass $m_{B}$ and four-momentum $P_{B}=\left(E_{B}, \mathbf{P}\right)$. This could be, for example, the $\sigma$ for unphysically heavy quark masses, where lattice QCD calculations observe it to be bound (see, for example, Ref. [62]). We will choose the volume such that $\kappa_{B} L \gg 1$, where $\kappa_{B}$ is the binding momentum of the twoparticle state. This allows us to ignore exponentially
suppressed effects associated with the size of the bound state that scale as $\mathcal{O}\left(e^{-\kappa_{B} L}\right)$. Furthermore, we will restrict the momenta of the currents such that no intermediate states can go on shell. One simple example is to fix $q_{1}=P_{B} / 2$.

This was the limit previously considered in Ref. [86]. There it was shown that both $F$ and $G^{[\mu]}$ scale as $\mathcal{O}\left(e^{-\kappa_{B} L}\right)$. Ignoring such terms allows us to simplify Eq. (6) substantially. In particular, $\Delta \mathcal{T}_{L, \mathrm{df}}^{\mu \nu}$, given in Eq. (45), can be approximated to be equal to zero. Furthermore, because of the kinematics chosen, no intermediate states can go on shell. As a result, there is no need to subtract any terms from the time-dependent correlation function.

With these two observations, Eq. (6) simplifies down to

$$
\begin{equation*}
\frac{r_{B}}{\sqrt{2 E_{B} L^{3}}} \cdot \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right)=\int \mathrm{d} \tau e^{\omega \tau} M_{L}^{\mu \nu}\left(\tau, P ; \mathbf{q}_{1}\right) \tag{C1}
\end{equation*}
$$

where we have ignored all partial waves other than the one coupling to the bound state, making $\overrightarrow{r_{n}}$ in a multiplicative factor denoted $r_{B}$. Reference [93] showed that for such a case, $\mathcal{T}_{\mathrm{df}}^{\mu \nu}$ must have a pole associated with the bound state given by

$$
\begin{equation*}
\lim _{s \rightarrow m_{B}^{2}}\left(s-m_{B}^{2}\right) \mathcal{T}_{\mathrm{df}}^{\mu \nu}\left(P ; q_{1}\right)=-g F^{\mu \nu}\left(P_{B} ; q_{1}\right) \tag{C2}
\end{equation*}
$$

where $s=P^{2}$, the momentum of the bound state where $P_{B}^{2}=m_{B}^{2}, F^{\mu \nu}\left(P ; q_{1}\right)$ is the two-current form factor for the bound state, and $g$ is the coupling to the bound state to the two-particle scattering system. The latter is given from the residue of the two-particle scattering amplitude at the bound state pole,

$$
\begin{equation*}
\lim _{s \rightarrow m_{B}^{2}}\left(s-m_{B}^{2}\right) \mathcal{M}\left(P^{2}\right)=-g^{2} \tag{C3}
\end{equation*}
$$

Given that the right-hand side of Eq. (C1) is by definition finite, this means that $r_{B}$ must vanish in this limit as $s-m_{B}^{2}$. Here we reproduce the calculation showing that this is indeed the case, and we show that the resulting normalization is the correct one for such bound state. We proceed from the definition of $r_{B}$, which follows from Eqs. (28), (32), and (27). Because this vanishes as $s-m_{B}^{2}$, we will calculate the factor multiplying $s-m_{B}^{2}$,

$$
\begin{align*}
\frac{r_{B}}{s-m_{B}^{2}} & =\left.\frac{\sqrt{2 E_{B}}}{s-m_{B}^{2}} \sqrt{\frac{E-E_{B}}{F^{-1}(P, L)+\mathcal{M}\left(P^{2}\right)}}\right|_{E=E_{B}} \\
& =\left.\frac{\sqrt{-2 E_{B}}}{g^{2}} \sqrt{\frac{E-E_{B}}{F(P, L)+\mathcal{M}^{-1}\left(P^{2}\right)}}\right|_{E=E_{B}} \\
& \left.\approx \frac{1}{g^{2}} \sqrt{-\frac{E^{2}-E_{B}^{2}}{\mathcal{M}^{-1}\left(P^{2}\right)}}\right|_{E=E_{B}} \\
& =\frac{1}{g} \tag{C4}
\end{align*}
$$

where in the second line we use the fact that at the pole $F=-\mathcal{M}^{-1}$, and also used the behavior of $\mathcal{M}$ near its pole, Eq. (C3). In the third line, we ignore higher-order terms proportional to $\mathcal{O}\left(e^{-\kappa_{B} L}\right)$. Putting this together with Eq. (C2), we obtain

$$
\begin{equation*}
\frac{-F^{\mu \nu}\left(P_{B} ; q_{1}\right)}{\sqrt{2 E_{B} L^{3}}}=\int \mathrm{d} \tau e^{\omega \tau} M_{L}^{\mu \nu}\left(\tau, P_{B} ; \mathbf{q}_{1}\right) \tag{C5}
\end{equation*}
$$

The overall sign is not physical and can be ignored. The remaining factor of $\sqrt{2 E_{B} L^{3}}$ is exactly what is needed to fix the normalization of the finite-volume state that was assumed to be normalized to 1 . Accordingly, we conclude that the main result, Eq. (6), reproduces the expected behavior for a long-range matrix element involving a bound state in the final state.
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[^1]:    ${ }^{1}$ For complimentary lattice QCD efforts aimed at directly calculating the full HLbL contribution to the anomalous magnetic moment of the muon, we point the reader to Refs. [18-20].

[^2]:    ${ }^{2}$ For a review on the role of two-photon couplings in elucidating the nature of light hadrons, we point the reader to Ref. [41] and references therein.

[^3]:    ${ }^{3}$ Here, 1 and 2 refer to the number of stable hadrons present in the asymptotic states.
    ${ }^{4}$ Although to date no calculations of $\pi \pi \gamma^{\star} \rightarrow \pi \pi$ have been obtained via lattice QCD, various nontrivial tests have been presented in the existing formalism [86,87].
    ${ }^{5}$ We point the reader to Ref. [92] for a recent review on these topics.

[^4]:    ${ }^{6}$ Note that we keep the dependence on angular momentum for $\mathcal{T}^{\mu \nu}\left(P ; q_{1}\right)$ implicit.

[^5]:    ${ }^{7}$ Note that the spectrum implicitly depends on the volume and momentum, $E_{n}=E_{n}(L, \mathbf{P})$, as well as other quantum numbers such as those dictated by the representation of the system under the cubic group.

[^6]:    ${ }^{8}$ Infinite-volume single-particle states are normalized as $\left\langle\mathbf{p}^{\prime} \mid \mathbf{p}\right\rangle=(2 \pi)^{3} 2 \omega_{\mathbf{p}} \delta^{(3)}\left(\mathbf{p}^{\prime}-\mathbf{p}\right)$ where $\omega_{\mathbf{p}}=\sqrt{m^{2}+\mathbf{p}^{2}}$.

[^7]:    ${ }^{9}$ Although the process $\pi \gamma^{\star} \rightarrow \pi$ is related to the crossed channel $\gamma^{\star} \rightarrow \pi \pi$, we use different symbols to indicate that in our kinematic region of interest, these amplitudes produce different physical effects.

[^8]:    ${ }^{10} \mathrm{Up}$ to potential trivial barrier factors for higher partial waves, see Refs. [93,95] for discussions.

[^9]:    ${ }^{11}$ We follow the convention of Ref. [91] that operators are associated with a factor of $i$.

[^10]:    ${ }^{12}$ Note, the factor of $i$ appearing in the left-hand side of Eq. (26) is consistent with Eq. (22). It is easy to convince oneself that the diagrammatic representations can be identified with $i \mathcal{C}_{L}$ if one has a factor of $i$ for each vertex shown in the diagrams, including vertices associated with interpolating operators and current insertions.

[^11]:    ${ }^{13}$ Here we choose a more convenient normalization for the residue as compared to Ref. [74], which was denoted by $\mathcal{R}$. The connection between normalizations is $\tilde{\mathcal{R}}_{n}=2 E_{n} \mathcal{R}_{n}$.

[^12]:    ${ }^{14}$ Note that, although in general unphysical, we can write an on-shell representation for $\mathcal{A}$, similar to $\mathcal{H}^{\mu}$ in Eq. (12), in which one would arrive at the two-particle scattering amplitude $\mathcal{M}$ multiplying some smooth function. From this, we find that $\mathcal{M}$ cancels $\mathcal{M}^{-1}$ in the definition of $\stackrel{r}{r}$ given similarly to Eq. (31).

[^13]:    ${ }^{15}$ In principle there can be additional terms that represent pure short-distance objects, such as two currents annihilating the vacuum. We ignore such terms as they do not contribute to the leading finite-volume behavior of the correlation function.

[^14]:    ${ }^{16}$ For ongoing formal developments in this direction using a nonrelativistic effective field theory approach, we point the reader to Refs. [99-101].

