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ANTEROMEDIAL THALAMUS GATES THE SELECTION & STABILIZATION OF

LONG-TERM MEMORIES

Andrew Toader, The Rockefeller University, 2022

The hippocampus is necessary for the initial encoding and recent storage of memories.

Under the standard model of systems consolidation, it is thought that the memory trace

eventually reorganizes from the hippocampus to a distributed cortical network, with the

anterior cingulate cortex playing a central role in remote memory retrieval. However,

little is known about the mechanisms responsible for coordinating this process. Addi-

tionally, the intermediate memory representations in the brain and the circuits that might

gate and select memories for permanent storage remain unknown. To facilitate the lon-

gitudinal tracking of memory circuits in the brain, we first developed a novel virtual

reality-based behavioral task for mice. We used fiber photometry to record neural ac-

tivity from multiple regions across the brain throughout consolidation and identified a

unique and significant neural correlate of memory in anterior thalamus that emerged in

training and persisted for weeks. Inhibition of the anteromedial thalamus to anterior cin-

gulate cortex projections during training resulted in substantial memory consolidation

deficits, whereas excitation of the same projection drove the consolidation of otherwise

unconsolidated memories. To gain mechanistic understanding into the role of anterome-

dial thalamus during consolidation, we developed a technique for imaging three brain

regions simultaneously with single-cell resolution in the behaving mouse. Using this

technology, we uncovered that the anteromedial thalamus rapidly forms preferential tun-

ing to consolidated memories, and establishes inter-regional correlations that are causally

required for synchronizing and stabilizing cortical representations to achieve successful

memory consolidation.
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Chapter 1

Introduction

1.1 The history of memory consolidation

Our lives are built up of a constant stream of information, some of which persists as

memories that can be stored and retrieved for days-to-years later. This remarkable ability

of the brain to create what is an essentially permanent imprint of experience is central

to our lives, and provides stability to our identify. This is glaringly obvious in cases of

individuals that have lost this ability, who are forever stuck in the present. Why is it

though that in most of us, some memories - such as what one had for lunch last Tuesday

- fade, while others - such as the layout of one’s childhood home - may last a lifetime ?

The idea that memory strength changes over time is an old one, dating back at least

to the ancient Romans. In his series of of writings, Institutio Oratoria, rhetorician Quintil-

lian stated: ”. . . the power of recollection. . . undergoes a process of ripening and maturing

during the time which intervenes.” (Quintillian, First Century A.D.) Despite little docu-

mentation, this idea likely persisted through the middle ages and resurfaced occasionally,
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Chapter 1 – Introduction

such as when philosopher David Hartley proposed that dreaming may alter the strength

of associative memories (Hartley, 1791). However, it was not until the late 1800’s when

the field of experimental psychology emerged that memory research became a quantita-

tive science. German psychologist Herman Ebbinghaus believed that memory was the

result of a physical process instantiated by the brain, and that this process could be mea-

sured (Ebbinghaus, 1885). In his experiments, Ebbinghaus generated a list of hundreds

of syllabus which he then recited and attempted to recall in a consistent fashion. Among

other things, he quantified the number of repetitions needed to attain a high accuracy,

and identified what is known as the ”forgetting curve”, describing the decline in mem-

ory retention over time. With this approach, Ebbinghaus laid the foundation for future

experiments on memory in both humans and animals.

One such set of experiments was carried out soon after Ebbinghaus by Müller and

Pilzecker around the turn of the 19th century (Müller and Pilzecker, 1900). Similar to

Ebbinghaus, Müller and Pilzecker used a list of nonsense syllables, this time in pairs,

and tested subjects on their accuracy for syllable-pair recall after a fixed number of tri-

als. When testing recall at specific time intervals, they found that errors made by subjects

tended to be other syllables from the same list, rather than unrelated syllables. Notably,

this effect appeared strongest in the first 10 minutes after training, but not later. Subjects

also reported anecdotally that syllable pairs entered their mind intrusively in the time be-

tween trials. Müller and Pilzecker labeled this effect ”preservation”, and suggested that it

may be caused by transient activity in the brain that is necessary to strengthen the formed

associations in memory. To test this claim, they designed a new set of experiments aimed

at disrupting preservation. First, subjects were to memorize a list of syllable pairs (List

A). After a short delay, a second list of syllable pairs was presented (List X). After a longer

interval of 6 minutes, memory for list A was tested. Separately, subjects were trained on

a third list (List B), and then tested after 6 minutes without an intervening list. Memory

2



Chapter 1 – Introduction

recall for list A was significantly worse than for list B, suggesting that engaging with list

X while list A had recently been learned disrupted the memory for list A, an effect they

termed ”retroactive inhibition” (Figure 1.1). They found evidence for retroactive inhibi-

tion even if list X was instead replaced with a completely unrelated set of stimuli. To

explain these effects of preservation and retroactive inhibition, Müller and Pilzecker con-

cluded that in the minutes following a learned association, the memory is ”consolidated”

to strengthen the association, and during consolidation, memory is particularly sensitive

to disruption.

Figure 1.1 | Retroactive Inhibition. General principle of retroactive inhibition. There is a
critical window in the minutes after an event where intervening stimuli can disrupt recall
for the original event, suggesting that memories are ”consolidated” during this time.

Other researches soon realized that memory consolidation could explain certain cases

of retrograde amnesia following brain injury or electroconvulsive shock (Ribot, 1883,

Duncan, 1949). As William Bunham in his 1903 article suggested, “The fixing of an im-

pression depends upon a physiological process. It takes time for an impression to become

so fixed that it can be reproduced after a long interval; for it to become part of a perma-

nent store of memory considerable time may be necessary” (Burnham, 1903). Thus, the

field of psychology had opened the door to understanding what we call ”memory con-

solidation”, but what of the biological underpinnings of this process?

3



Chapter 1 – Introduction

1.2 The biological basis of memory consolidation

It is now believed that memory consolidation occurs in two phases: synaptic consolida-

tion in the minutes-to-hours after memory formation, and systems consolidation in the

days, weeks, and even years after. Evidence for synaptic consolidation first started with

the early studies on the cellular basis of memory. At the turn of the 20th century, San-

tiago Ramon Y Cajal first hypothesized that memories are formed at the connections, or

synapses, between cells (Ramón y Cajal, 1894). This idea gained much support, but it was

not until mid century and the works of Jerzy Konorski (Konorski, 1948), Donald Hebb,

and others, that the field had a working model for learning and memory in biological

networks. Hebb proposed the dual-trace theory, whereby short term memory was held

in reverberations in the connections between neurons (echoing Müller and Pilzecker’s

preservation theory), and structural changes in these connections led to long-term mem-

ory (Hebb, 1949). Evidence for these structural changes came from studies demonstrat-

ing the necessity of protein synthesis after learning for memory formation (Flexner et al.,

1963, Barondes and Cohen, 1966). In the 1970’s Eric Kandel and colleagues meticulously

described the sequence of molecular and cellular changes occurring during behaviorally

relevant memory formation in invertebrates (Bailey and Kandel, 1993) which would end

up being the predominate model for synaptic plasticity across the animal kingdom. Sev-

eral key proteins have been identified as central to the induction and maintenance of

long-term memory such as CREB (Dash et al., 1990), CaMKII (Lisman et al., 2002), and

PKMζ (Serrano et al., 2008). Synaptic consolidation thus refers to these processes, which

involve a cascade of transcriptional and translational programs occurring in neurons, and

which are particularly sensitive to disruption in these early moments. However, as stated

above, there is a second, slower form of consolidation that is thought to occur in the brain,

which will be the focus of the remainder of this thesis.

4



Chapter 1 – Introduction

Evidence for a slow consolidation initially came from brain-injury patients with a

temporally-graded retrograde amnesia (Burnham, 1903). These patients reported pre-

served memory for remote events, but were unable to recall from experiences occurring

close in time to the lesion. This pattern suggested to neurologists that memory might be

localized to a particular area of the brain, and that these memories take a while (months,

sometimes years) to consolidate. However, the diffuse nature of these injuries and the

otherwise resilience of memory to lesions (Lashley, 1950) made identifying the site of

memory storage difficult to localize.

A major breakthrough came in the 1950’s when Brenda Milner and William Scoville

published a report on patient H.M. who had a curious case of amnesia (Scoville and Mil-

ner, 1957). H.M. had had a bilateral removal of his hippocampus, along with surrounding

parts of his medial temporal lobe, for treatment of intractable epilepsy. Despite the ben-

efit toward his epilepsy, the surgery left patient H.M. with severe memory deficits. Just

as the patients mentioned above, he had a temporally-graded retrograde amnesia as well

as a profound anterograde amnesia - he was unable to form new memories. Due to the

focal nature of his lesion, Scoville and Milner were able to attribute his memory deficits

with the hippocampus and associated structures for the first time. Through their care-

ful psychological testing, they and others were able to conclude that the hippocampus

is required for the initial formation and temporary recall of episodic memories, but af-

ter some time (months to years), these memories appear to become independent of the

hippocampus and are consolidated elsewhere in the brain. These findings were repli-

cated in other cases of patients with hippocampal damage (Russell and Nathan, 1946,

Zola-Morgan et al., 1986, Sanders and Warrington, 1971, Teng and Squire, 1999). Further-

more, the role of the hippocampus in the initial encoding of memory was generalizable to

other mammals such as rodents in the case of such tasks as contextual fear conditioning

(Kim and Fanselow, 1992), socially acquired food preference (Winocur, 1990), and spatial
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Chapter 1 – Introduction

learning (Morris et al., 1982), as well as in nonhuman primates with object discrimination

(Salmon et al., 1987). This role was further bolstered by functional studies such as the dis-

covery of long-term potentiaion in the rabbit hippocampus by Bliss and Lomo (Bliss and

Lømo, 1973), and the local identification single-neuron signals for learned associations

(Wirth et al., 2003, 2009, Rutishauser et al., 2006). However, if memories only initially

depend on the hippocampus, where do they end up?

1.3 Models of systems consolidation

The neuroscientist David Marr was among the first to propose a theory for systems con-

solidation in the early 1970’s (Marr, 1970, 1971). Under this model, the hippocampus

forms rapid associations as memories, and over time trains the neocortex to store the

memory more permanently. Through the process of consolidation, the cortex is thought

to extract semantics and schema from memories (Winocur et al., 2010). This model was

further developed by Larry Squire and others (Squire and Alvarez, 1995), and grew into

what is now referred to as Standard Systems Consolidation Theory. The primary purpose

of this model was to explain the temporally graded retrograde amnesia exhibited by pa-

tient H.M. and others with selective hippocampal lesion, though where exactly memory

resided in the longer-term remained an open question.

Research in animal models revealed that remote memory retrieval appeared to acti-

vate a widely distributed cortical network in both animals and humans (Bontempi et al.,

1999, Wiltgen et al., 2004, Maviel et al., 2004, Smith et al., 2010). Certain areas, such as

the prefrontal and retrosplenial cortices reliably showed increased responsiveness to the

recall of remote but not recent memories. Within a cortical region, the activity pattern

also shift from layers V-VI to more the superficial layers II-III, where most cortico-cortico
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projections terminate. One area in particular seemed to have the strongest reactivation to

remote memories - the anterior cingulate cortex (ACC) (Frankland et al., 2004). The ACC

is reciprocally connected to sensory, motor, and limbic areas of the brain, supporting its

role in integrating information from many sources. The role of the ACC in remote mem-

ory retrieval was confirmed by several inactivation or lesion studies in animals (Takehara

et al., 2003, Vetere et al., 2011). Though likely working in concert with other areas, the

ACC appears to be a major site of memory recall after systems consolidation.

Under standard systems consolidation theory, memory is thought to reach the cor-

tex through repeated activations of hippocampal-cortical networks (O’Reilly and Rudy,

2000, Buzsáki, 1989). This can happen through active recall, but also likely happens dur-

ing sleep, spefically during non-rapid eye movement sleep (Rothschild, 2019). During

this period of time, it has been found that the hippocampus exhibits patterns of strong,

synchronous activation of many neurons. This firing can be detected in the local electrical

field potential and is referred to as a sharp-wave ripple (SWR), a high amplitude, 150-250

Hz depolarization (Joo and Frank, 2018). Though the SWR occurs most frequently during

sleep, though it can occur in the awake state, usually during periods of quiet rest. Inter-

estingly, SWRs contain sequences of neural activity that repeat those seen during a prior

experience. During a SWR, hippocampal “place cells” that represent a path traversed

through space during wake are compactly reactivated in sequence, either forward or re-

verse (Pfeiffer and Foster, 2013, Foster and Wilson, 2006, Wu and Foster, 2014). Thus they

represent a neural correlate of hippocampal replay. Crucially, disrupting SWRs during

sleep impairs memory performance (Girardeau et al., 2009), but cortical stimulation im-

mediately following a SWR improves hippocampal-cortical coordination alongside mem-

ory performance (Maingret et al., 2016). In fact, the SWR co-activates extrahippocampal

cortical regions (including the ACC), suggesting a neural mechanism for the reorgani-

zation of information during systems consolidation (Siapas and Wilson, 1998, Wang and
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Ikemoto, 2016, Remondes and Wilson, 2015, Atherton et al., 2015).

Direct connections between the hippocampus and ACC are sparse (Jay et al., 1992),

so which circuits might be involved during systems consolidation? The entorhinal cor-

tex, part of the medial temporal lobe structure, functions anatomically as one of the

main input-output gateways between the hippocampus and the rest of the cortex (Wit-

ter et al., 2017), and thus may play a role in facilitating consolidation. Disrupting the

entorhinal cortex during memory encoding produces a temporally-graded amnesia simi-

lar to hippocampal lesions, disrupting the recall of remote but not recent memories (Cho

et al., 1993). This region also appears to facilitate long-term cortical memory encoding

by strengthening hippocampal-cortical communication (Cho et al., 1993, Robinson et al.,

2017). Furthermore, recently formed memories are associated with increased functional

connectivity between hippocampus and entorhinal cortex, while older memories are as-

sociated with increased entorhinal cortex – ACC connectivity(Takehara-Nishiuchi et al.,

2012). A recent study showed that cortical memory representations and remote recall

were disrupted if entorhinal input to ACC was inhibited during training (Kitamura et al.,

2017). While a major step forward, the small effect sizes suggest contributions from other

areas as well. Thus many open questions remain (Takehara-Nishiuchi, 2014), but clearly

much can be learned by analyzing circuits intermediate to the hippocampus and cortex.

It should be noted that significant evidence suggests that the cortex is likely engaged

not just late but also early on during memory formation (Barker and Warburton, 2008,

Bero et al., 2014, Rajasethupathy et al., 2015, Ito et al., 2015), especially when integrat-

ing prior knowledge into existing information (Tse et al., 2011). In these cases, the rate

of memory consolidation may be facilitated by binding information to connecting neu-

rons representing existing ”schemas”. Additionally, learning is thought to ”tag” certain

cortical neurons that may eventually become part of the consolidated memory trace (Les-
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burguères et al., 2011). Thus, models of standard system consolidation theory typically

state that early memory representations are stored in both the hippocampus and cor-

tex, and the hippocampal-dependency fades, while the cortical representations are main-

tained or strengthed (Figure 1.2).

Figure 1.2 | Standard systems consolidation theory. Under the standard theory of sys-
tems consolidation, the hippocampus rapidly forms the associations necessary for the
initial encoding and retrieval of memories. Over time through repeated interactions, the
cortex is eventually able to recall memory independently of the hippocampus

Alternatives to standard systems consolidation theory have also been proposed. The

most prominent of these being Multiple Trace Theory (MTT), put forward by Nadel and

Moscovitch (Nadel and Moscovitch, 1997). MTT proposes that the hippocampus is al-

ways involved in memory retrieval, particularly in the case of detail-rich episodic mem-

ories. In this model, the hippocampus acts as a pointer and each reactivation of a mem-

ory creates a new pointer (hence “multiple trace”). This model evolved in response to

multiple clinical cases of patients exhibiting a flat (equal loss of remote and recent mem-

ory), or a particularly prolonged retrograde amnesia after hippocampal lesions (Tulv-

ing et al., 1988, Rempel-Clower et al., 1996, Kapur, 1997, Viskontas et al., 2002, Cipolotti

et al., 2001). MTT further posits that the cortex is particularly specialized for retaining

semantic memory (versus episodic), and thus the memory for facts may persist despite

hippocampal damage. Aside from MTT, other theories are still regularly put forward to

explain variations in the amnesias exhibited by patients (Yonelinas et al., 2019). How-

ever, the many cases of temporally graded retrograde amnesia observed in both humans
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and animal studies are undeniable (Zola-Morgan and Squire, 1990, Winocur, 1990, Kim

and Fanselow, 1992, Anagnostaras et al., 1999, Kitamura et al., 2017, Gilmore et al., 2021,

Vetere et al., 2021).

1.4 Summary

Decades of work have led us to a model of systems consolidation, whereby the initial en-

coding and recent storage of memories occurs in the hippocampus, but long-term mem-

ory eventually becomes hippocampal-independent, likely relying on particular regions

of the neocortex for retrieval. What though, are the cellular and circuit-level mechanisms

that drive this process? This question remains to be explored in longitudinal studies uti-

lizing both large-scale neural recordings and circuit manipulations. Little is still known

about the mechanisms enabling the reorganization of information from the hippocampus

to the cortex, or how specific memories are selected to enter permanent storage. A new

approach is needed to look across and beyond hippocampal-cortical circuits to identify

intermediate brain regions that might play a role in gating and facilitating the process of

consolidation. The aim of the present work is to apply these novel techniques to study

distributed dynamics of memory across the brain, from their inception through to remote

timepoints, and identify key nodes in the brain during systems consolidation.

One such node we identified was a subnucleus of the anterior thalamus, namely the

anteromedial thalamus, of which little is still known functionally. However, converging

anatomical, physiological, and behavioral data suggest it may be ideally positioned to

mediate memory consolidation. In the next section I will briefly review this evidence to

provide context and biological plausibility to our findings.
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Chapter 2

The anteromedial thalamus and its role in

memory

2.1 Anatomy and connectivity

The anteromedial thalamus (AM) is an anatomically and functionally defined region ly-

ing along the midline of the anterior nucleus of the thalamus. The anterior thalamus

itself has been long known as part of what is called the ”limbic system” of the brain, first

described by Thomas Willis in 1664 (Willis, 1664). Historically thought to regulate the

experience and expression of emotion, its structure and function was further character-

ized by anatomist James Papez, who traced out a complete circuit that would eventually

bear his name (Papez, 1937). This circuit (Figure 2.1) begins at the hippocampus and fol-

lows its main output, the fornix, from the subiculum to both the mammillary bodies at

the base of the brain, and the anterior thalamic nuclei. The mamillary bodies themselves

send further strong axonal projections to the anterior thalamus in the form of the mam-
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millothalamic tract. The anterior thalamus (specifically the AM) then sends projections to

the ACC, which in turn projects back to the entorhinal cortex through the cingulum bun-

dle. Finally, the entorhinal cortex interacts strongly with the hippocampus, completing

the circuit. The Papez circuit and its intermediate components (between the hippocam-

pus and cingulate cortex) have received little attention in recent decades, though they are

now believed to be involved more in memory and spatial processing rather than emotion

(Vann and Nelson, 2015, Jankowski et al., 2013). This section will thus focus on reviewing

what is currently known about the anterior thalamus - with a focus on AM.

Figure 2.1 | The Papez Circuit. Overall anatomical structure and connectivity of the
Papez circuit

In addition to the AM, the anterior nucleus of the thalamus also consists of an an-

terodorsal (AD) and anteroventral (AV) region. As stated above, primary inputs to the

anterior thalamic nuclei primarily come either directly from the hippocampus (specif-

ically, the subiculum subregion) through the fornix, or indirectly from the hippocam-

pus via the dense mammillothalamic tract. Additional input is received from the pre-

and post- subiculum as well as the retrosplenial cortex (Wright et al., 2010). Within the

mammillothalamic tract, medial mammillary bodies project to AM and AV while lateral

mammillary bodies project to AD, suggesting complementary functional roles along the

medial-lateral axis (Vann and Aggleton, 2004). The primary outputs of the anterior nu-
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clei are reciprocal projections back to the hippocampal formation and retrosplenial cortex

(Jankowski et al., 2013). Additionally, the AM thalamus appears to uniquely send and

receive strong, reciprocal projections to ACC (Shibata and Naito, 2005).

2.2 Functional role in memory

In the 1880’s Sergei Korsakoff described a series of cases of patients with severe mem-

ory dysfunction, the majority of which were associated with chronic alcohol abuse (Kor-

sakoff, 1887, 1889). It is now known that this syndrome occurs due to an encephalopathy

brought on by thiamine deficiency, often in alcoholics. In all cases, damage to the mam-

millary bodies was implicated. Interestingly, patients who experienced a persistent mem-

ory deficit had further damage to the anterior thalamic nuclei (Harding et al., 2000). Other

lesions of the anterior thalamic nucleus in particular seem to cause a severe and persistent

anterograde amnesia (Aggleton and Sahgal, 1993).However, it is difficult to find cases in

patients where the lesion is focally located to just the anterior thalamus and lesions are

also likely to damage passing fiber tracts.

More precise studies in animals have allowed us to get a more complete picture of its

function. For example, it has been shown that in rodents, the anterior thalamus is active

during both encoding and recall of contextual memories (Roy et al., 2022) (corroborated

by functional imaging studies in humans, see Geier et al., 2020 and Pergola et al., 2013),

and it is required for the remembering of the temporal order of events (Wolff et al., 2006).

Furthermore, stimulation of AM thalamus in particular enhances both short and long-

term memory (Liu et al., 2021, Chamaa et al., 2021). Other studies have also found a role

for spatial processing and spatial memory in the anterior thalamus (Moreau et al., 2013,

Mair et al., 2003), often to an even greater degree than the hippocampus. Interestingly, one
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recent study found that the AM-ACC is required for attention, specifically in cases with

high-interference information (Bubb et al., 2021). Thus, it appears the anterior thalamus -

the AM in particular - is well positioned to gate the selection of memories for long-term

storage in the cortex, though this remains to be tested.

Little is currently known about individual cellular responses in any of the anterior

nuclei during behavior and/or memory formation. From what has been observed, there

seems to be coherence with hippocampal theta rhythm, with roughly 40%, 22%, and 6% of

AD, AV, and AM cells, respectively, exhibiting theta synchrony (Albo et al., 2003). Theta

oscillations are fluctuations in the local field potential in the brain around 6-10 Hz and

most frequently observed in the hippocampus, and are thought to be associated with

memory and spatial processing. Recordings of theta oscillations in surgical patients from

the anterior thalamus suggest they play a role in memory retrieval (Bauch et al., 2018,

Tsanov et al., 2011). The other major finding in anterior thalamus is the presence of spatial

coding. Though primarily located in AD versus the other two nuclei, ”head direction”

cells can be found that code for the direction an animal is facing and might act as an

internal compass during navigation (Taube, 1995, 2007). These cells play a causal role in

supporting other navigation-related signals in the brain such as head direction cells and

grid cells in the parahippocampal cortex, and act independently of hippocampal place

cells. (Goodridge and Taube, 1997, Winter et al., 2015, Golob and Taube, 1997).

2.3 Summary

The anteromedial thalamus is a region of the thalamus located intermediately between

the hippocampus and prefrontal cortex. Thus, it is unsurprising that converging evidence

from multiple sources suggests that it and surrounding nuclei play a role in both memory
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processing and spatial navigation. However, much of what we know about this region

comes from relatively nonspecific lesion studies in humans and animal models. There

is still little-to-no research on the function of the AM thalamus on the level of cells and

circuits during behavior. In chapters 3-4, I discuss the exploratory experiments that led

us to further investigate activity in the anterior thalamus during memory encoding and

retrieval. In chapter 5, I will provide causal evidence for the role of AM thalamus in

memory consolidation. Finally, in chapter 6, I detail the first simultaneous live imaging of

AM cells alongside hippocampus and cortex, and propose a mechanism for the selection

and stabilization of long-term memories in cortex by AM.
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Chapter 3

A virtual reality-based task to study memory

consolidation

3.1 Introduction

Several different types of behavioral tasks have been used to study hippocampal-

dependent memory in animal models, each with their advantages and limitations. In

rodents, these are typically divided into two main categories - contextual fear condition-

ing (for examples, see Kim and Fanselow, 1992, Anagnostaras et al., 1999, Shimizu et al.,

2000) and spatial learning (Morris et al., 1982, Cho et al., 1993, Remondes and Schuman,

2004). The primary advantage of these approaches is the ease with which animals are

able to learn the tasks, as well as the straightforward behavioral readouts of memory re-

call (for example, percent freezing as a measure of conditioned fear memory). However,

these readouts can be highly variable and typically do not allow for repeated probing of

memory strength over the duration of consolidation (Tipps et al., 2014). Building on these
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efforts, we sought to develop a new task that is complex and explicitly hippocampus-

dependent, undergoes consolidation, and that would allow us to simultaneously manip-

ulate and record from circuits across the brain during behavior.

Virtual reality-based behaviors offer a way to precisely control sensory stimuli and

record behavioral outputs time locked to neural events (Holscher et al., 2005). Rodents

are able to explore virtual environments effectively, and the neural activity responses

evoked mimic those seen in freely navigating animals (Harvey et al., 2009, Radvansky

and Dombeck, 2018). Here, I will detail the development and testing of a novel virtual

reality-based behavior for mice in order to study memory consolidation. We then val-

idated that the task is both dependent on the hippocampus for initial acquisition and

recall, and furthermore, that the task undergoes consolidation.

3.2 Results

3.2.1 Virtual reality-based behavior

We designed a 1-dimensional virtual reality environment for head-fixed mice, adapted

from previous approaches (Rajasethupathy et al., 2015, Harvey et al., 2012). This task

requires self-initiated trials, special navigation, and contextual discrimination using mul-

tiple sensory modalities (Figure 3.1A). The setup consists of a styrofoam ball rotating

around an axial rod, with motion tracked by an optical computer mouse. The mice were

head-restrained with a headplate mount directly above the ball. In front of the mouse

was a rounded screen onto which the virtual environment was projected. The mice had

free access to a lick port through which reward was selectively delivered, and to which

was connected a capacitive touch sensor for recording lick events. A plastic tube blew a
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constant flow of air into the nostrils of the mouse, with solenoids gating the delivery of

odorants - alpha-pinene or isoamyl acetate. A speaker was used to deliver either a 7 kHz

or 13 kHz tone. Finally, an additional plastic tube connected to a solenoid-gated high

pressure air source was pointed at the eye of the mouse to selectively deliver an aver-

sive air puff. The entire setup was built within a light- and sound-proofed container to

minimize any influence from external stimuli. The virtual environment was designed in

MATLAB using ViRMEn (Virtual Reality MATLAB Engine, 2016 release).

The mice were trained to run down a linear virtual track, beginning in a “start zone”.

Once they initiated running, they entered a “cue zone”, drawn from one of two pseudo-

randomly selected contexts (Reward or Aversive). In the cue zone, the mice would be

presented a combination of visual, auditory, and olfactory cues, with each set of cues

unique to a given context (e.g. blue triangles, alpha-pinene scent and 13kHz tone for the

Reward context). If the mice reached the end of the cue zone ( 50 cm) within a time limit,

they were placed in the “outcome zone”, receiving either sucrose water (Reward context)

or an aversive puff of air (Aversive context). Thus, mice would learn to run in the Reward

context to receive sucrose reward and stop in the Aversive context to avoid punishment

(Figure 3.1B). To quantify learning and memory retrieval, we tracked both run speed dur-

ing cue presentation and lick rate. Mice were first habituated to running on the ball in a

cue-free track for one week (Figure A.1A). They were then trained over five days and then

subsequently probed with “retrieval” sessions, where neither reinforcement outcome was

given, at weekly sessions up to seven weeks following the end of training. Re-training

sessions followed each retrieval sessions to minimize memory extinction. On each day,

once a session was initiated, the task was entirely automated, requiring no human inter-

vention.

Mice were successfully trained in this paradigm and were able to maintain high per-
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Figure 3.1 | Virtual reality behavior setup and task design. (A) Schematic of virtual
reality experimental setup. (B) Timeline of behavioral task from preexposure (day 0),
through training (days 1-5), and retrieval (probe trials on days 6, 13, 20, 27, 41, and 55). A
single retraining session occurs after each retrieval session. (C) Virtual reality linear track
with start, cue, and outcome zones, and example behavioral parameters (speed, lick rate)
tracked. Reinforcements are provided in the outcome zone during training but omitted
during retrieval probes.

formance on a months-long timescale. By employing appropriate shaping procedures,

we observed high task engagement, learning, and memory that persisted for weeks to

months (Figures 3.2A-C). While in the cue zone, animals demonstrated learning and

memory by reliably decreasing their speed and anticipatory licking when cues predicted

aversive airpuff, while increasing speed and anticipatory lick rate when cues predicted

sucrose reward (Figures 3.2A-B, A.1C and A.1F). On average, mice demonstrated a high

degree of learning and memory, quantified by their discrimination of anticipatory lick

behavior between the two contexts (2.5Hz vs 0.2 Hz lick rate in reward vs aversive con-

text on day 55, discrimination index of 0.85; p<0.01, two-way ANOVA with repeated

measures; see Methods for calculation of discrimination index).
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Figure 3.2 | Performance on VR memory task. (A) Raster of individual trials and plot
of trial averages. Anticipatory lick rate (Hz) is described as the lick rate prior to the
outcome zone. Also shown is lick rate 3 seconds into the outcome zone. N=5 mice,
8 trials/context/session during training, 4 trials/context/session during retrieval. (B)
Left: average anticipatory lick rate (Hz) in each context during preexposure, training,
and weekly retrieval sessions throughout consolidation. Right: quantification of discrim-
ination index (difference of anticipatory lick rates in reward and aversive context divided
by their sum). N=5 mice, **p<0.01, Two way ANOVA with repeated measures, data are
mean ± s.e.m. (C) Same as (B), but without weekly retrieval sessions, and testing only
recent (day 6) and remote (day 34) retrieval, N=4 mice, *p<0.05, Two way ANOVA with
repeated measures, data are mean ± s.e.m. ***p<0.001 for R34, Bonferroni corrected for
multiple comparisons, data are mean ± s.e.m.
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Importantly, neither sets of cues, in the absence of paired reinforcement were inher-

ently rewarding or aversive (Figure 3.2A, Day 0). To minimize extinction due to repeated

longitudinal retrieval sessions, we performed minimal retraining, which we confirmed

yields comparable performance to a single remote retrieval session (Figure 3.2C), without

loss of motivation when reward is again provided (Figure A.1D). To determine whether

mice use all three of the different sensory modalities when learning the task, we trained

a cohort as described above, and then tested them on a version of the task where ev-

ery combination of one, two, or all three sensory cues were presented on a given trial.

We found that context discrimination reliably increased with increasing number of cues

(Figure A.1E), suggesting mice integrate sensory cues to optimize performance.

3.2.2 Learning and recent memory recall require the hippocampus

We next wanted to verify that memory for this task is indeed dependent on the hippocam-

pus initially. To do so, we expressed the inhibitory opsin stGtACR2 (Mahn et al., 2018) in

excitatory neurons of the hippocampus in a cohort of mice and trained them on the task

while light was delivered throughout the cue and outcome zone (Figure 3.3A). We found

that inhibiting the hippocampus prevented the normal learning of context discrimination

through five training days and when memory was tested one day after training with a re-

trieval session (Figures 3.3B-C). Furthermore, when mice were trained without inhibition,

but then tested with a retrieval session with inhibition (Figure 3.3D), mice were unable to

successfully recall (Figures 3.3E-F). Thus, the hippocampus is required for both normal

memory acquisition and recent memory retrieval.
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Figure 3.3 | Learning and recent memory recall require the hippocampus. (A) Schematic
of experimental design: stGtACR2-based optogenetic inhibition during training (T1-T5),
followed by a test of recent memory. (B) Raw lick rate traces for mCherry (left control,
N=8) and GtACR (right; HPC with opsin, N=8) in each context during training and recent
retrieval sessions, data are mean (solid line) ± s.e.m (shaded area).(C) Quantification of
discrimination between reward and aversive lick rates per mouse cohort on preexposure,
training, and recent retrieval sessions. *p<0.05 between pre-exposure and recent. (D)
Schematic of experimental design: GtACR-based optogenetic inhibition during recent
memory in animals that were trained without optogenetic inhibition.(E) Raw lick rate
traces for mCherry (left) and GtACR (right) in each context during training and recent
retrieval sessions, data are mean (solid line) ± s.e.m (shaded area). (F) Quantification of
discrimination between reward and aversive lick rates per mouse cohort on preexposure,
training, and recent retrieval sessions. **p<0.01 for between pre-exposure and recent.
Statistical tests are one-way repeated measures ANOVA with post-hoc Tukey’s multiple
comparison test. Individual data points shown, with mean ± s.e.m.
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3.2.3 Remote recall depends on anterior cingulate cortex, but not hip-

pocampus

Finally, we sought to determine whether the memories formed for this task are cortically

consolidated to the ACC and become HPC-independent (Frankland and Bontempi, 2005).

To do this, we habituated and trained three separate cohorts of mice on the task. One

cohort would express the inhibitory chemogenetic receptor hM4D(Gi) (Armbruster et al.,

2007) in excitatory cells of the hippocampus, another would express hM4D(Gi) in the

ACC, and the third would express a control fluorophore tag in either HPC or ACC (Figure

3.4A). After 3 weeks, we tested the mice on retrieval for the task after injecting CNO

(the biologically inert ligand for hM4D(Gi) ) 45 minutes prior to testing. We opted for a

chemogenetic approach (rather optogenetic) to ensure broader anatomical coverage and

sustained inhibition throughout the retrieval.

When tested, we found that only inhibition of ACC, but not HPC or control, resulted in

a significant decrease in contextual discrimination for the remote time point (Figure 3.4B-

C). Thus, combined with the prior result of hippocampal dependence during training and

early retrieval, we can conclude that memory for this task undergoes consolidation.
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Figure 3.4 | Remote recall depends on ACC but not HPC. (A) Schematic of experimental
design: DREADDS-based chemogenetic inhibition during remote memory in trained an-
imals. CNO was administered 45 minutes prior to the remote retrieval session. (B) Raw
lick traces for mCherry (left; ACC or HPC with no hM4Di, N=8), HPC hM4Di (middle;
HPC with hM4Di, N=8), ACC hM4Di (right; ACC with hM4Di, N=8) in each context dur-
ing training and recent retrieval sessions, data are mean (solid line) ± s.e.m (shaded area).
(C) Quantification of discrimination between reward and aversive lick rates per mouse
cohort on preexposure, training, and remote retrieval sessions. **p<0.01 for mCherry
between preexposure and remote, *p<0.05 for HPC hM4Di, p=0.945 for ACC hM4Di,
one-way repeated measure ANOVA with post-hoc Tukey’s multiple comparison test. In-
dividual data points shown, with mean ± s.e.m..24
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3.3 Discussion

In this section I discussed the development of a novel virtual reality-based contextual

memory task that is 1) dependent on the hippocampus for acquisition and early retrieval,

2) consolidated to cortex over weeks to become independent of the hippocampus, and

3) allows us to reliably track memory recall repeatedly and up to 55 days after initial

training.

Our findings that hippocampus is required for the initial acquisition and recall of

memory is in line with prior studies in rodents studying different modalities such as con-

textual fear conditioning (Kim and Fanselow, 1992) and the Morris water maze (Morris

et al., 1982). Additionally, the finding that after about a month, memory recall becomes in-

dependent of the hippocampus lends support for standard systems consolidation theory,

versus competing theories such as multiple trace theory.

Though we cannot rule out the involvement of other regions of the brain, we did

confirm a role for the ACC in remote memory retrieval, as has been reported previously

(Takehara et al., 2003, Vetere et al., 2011). In addition to memory retrieval, the ACC is

known to serve multiple other functions relating to integrating sensory, motivational,

decision-making, and higher-level cognitive signals from across the brain (Devinsky et al.,

1995). It is possible that through its highly central role in cognition, ACC is capable of

driving recall by activating a widely distributed cortical network (Frankland et al., 2004),

rather than containing the entirety of the memory trace.

How does the ACC acquire the ability to drive recall independently of the HPC after

weeks? In the next section, I will discuss potential pathways from HPC to ACC, and an-

alyze their responses to long-term memory acquisition and retrieval to identify potential

sites of gating and interaction with cortex.
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Longitudinal fiber photometry recordings reveals

a neural correlate of memory in anterior thalamus

4.1 Introduction

How do the hippocampus and anterior cingulate cortex interact throughout memory con-

solidation? The ACC receives few direction projections from dorsal HPC (Jay et al., 1992)

(though the reverse projections exist (Rajasethupathy et al., 2015)), while the ventral HPC

(involved more in emotional processing rather than memory) provides the majority of

connections between the structures. Thus, it might be insightful to search for intermedi-

ate brain regions that could gate the flow of memory-related information between dorsal

HPC and ACC. To do this, we opted for a retrograde viral tracing approach (Xu et al.,

2020) to identify candidate circuits to investigate.

To search for neural correlates of memory consolidation, we used fiber photometry to

record ongoing neural activity from genetically defined cell populations (Cui et al., 2013).
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The technique uses fiber optics to collect neural-activity-dependent fluorescence changes

within a local area of the brain, and can be used with either head-fixed or freely-moving

behavior. A major strength of the technique is its temporal resolution and scalability to

multiple simultaneous regions (Kim et al., 2016). The aim of this chapter is thus to identify

a brain region that is both intermediate to HPC and ACC anatomically, and also contains

memory-associated activity that aligns with the timeline of consolidation.

4.2 Results

4.2.1 Anatomical tracing from ACC using retrograde tracers

To identify brain regions that send projections to ACC, we injected a retrograde tracer,

AAVrg-tdTomato unilaterally in ACC. This virus is taken up by synaptic terminals and

travels retrogradely by axonal transport to express the fluorophore (tdT) in the cell bodies

(Figure 4.1A). We scanned the brain through the rostral-caudal axis and identified regions

with prominent tdT expression. From this, we found three well-defined candidate re-

gions: basolateral amygdala (BLA), entorhinal cortex (EC), and anterior thalamus (ANT)

(Figure 4.1B). Each of these has known inputs from hippocampus (BLA, (Yang and Wang,

2017); EC, (Naber et al., 2001); ANT, (Wright et al., 2010) ). With these three candidate

regions identified, we next sought to record from this entire HPC-ACC network (Figure

4.1C) simultaneously during behavior in order to identify neural correlates of memory.

27



Chapter 4 – Longitudinal fiber photometry recordings reveals a neural correlate of
memory in anterior thalamus

Figure 4.1 | Retrograde tracing from anterior cingulate cortex. (A) rgAAV-CAG-
tdTomato was injected into ACC, (B) revealing retrogradely labeled neurons in anterior
thalamus (ANT), basolateral amygdala (BLA), and entorhinal cortex (ENT) among other
regions. (C) Each of ANT (via mammillary bodies), BLA, and ENT receive input from the
dorsal hippocampus (HPC). Scale: 1mm.
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4.2.2 Multi-region fiber photometry during behavior reveals mixed

coding of task-relevant features

We injected the genetically encoded calcium indicator GCaMP6f in ACC, HPC, ANT,

BLA, and ENT, implanted optical fibers above each region, and recorded neural activ-

ity during the task daily during training or weekly thereafter by multi-fiber photometry

(Kim et al., 2016). The injection coordinates (Methods) were optimized to target the area

of ANT, BLA, and ENT that contained direct projections to ACC. Neural activity record-

ings from each brain region of a given animal were then frame projected onto a camera

sensor (Figure 4.2A), and custom MATLAB scripts (Methods) were used to extract time-

series data, regress out motion-related artifacts and align to behavioral data at 100-ms

resolution (Figure 4.2B, Methods).

Several steps were taken to ensure high-quality data. There are many factors that

might affect signal quality such as GCaMP expression, distance from implant to express-

ing cells, and motion artifacts. Examples of recordings with different levels of noise are

provided in Figure A.3B. Because the photometry signal tends to contain large, slow (<1

Hz) activity, signal fidelity can be estimated by dividing the peak amplitude by the power

contained in the high frequency content of the signal. First we characterized the distri-

bution of all of the recordings’ peak-to-noise ratios and excluded recordings below a sta-

tistically defined threshold (Figures A.3C; Methods). The total number of ”high quality”

signals included in all analysis from each region is shown in figure A.3D.
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Figure 4.2 | Approach for multi-region fiber photometry during virtual reality behav-
ior. (A) Photometry setup. Excitation light is delivered through fiber optic cables placed
above the five implanted cannulas, and emitted fluorescence is projected back onto a
CMOS camera. The calcium-dependent fluorescence from GCaMP6f is normalized by
the calcium-independent fluorescence to correct for movement artifacts and calculate
ΔF/F. (B): Example traces of ΔF/F from one mouse on training day 1 from all five re-
gions aligned to task and behavioral variables.
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We then asked whether we could identify neural signals in these regions that were

tuned to task-relevant features. We observed several types of neural responses includ-

ing those that were time locked to onset of reinforcement, including air puff and sucrose

(Figure 4.3A). Given that most brain regions encoded multiple variables simultaneously,

we developed an encoding model, a generalized linear model (see Methods), to isolate

signals related to each measured task variable, including task zone, sensory cues, rein-

forcement, elapsed time, as well as the continuous behavioral variables including run

speed and lick rate. The model reliably predicted neural activity time series on held-out

trials across regions and across days (Figures 4.3B and A.4A). Using this model, we calcu-

lated the variance explained in the predicted activity by each task variable (Methods). We

observed that multi-modal information existed in all regions, some of which were modu-

lated by learning and time. For instance, air puff representations diminished in all five re-

gions across days, while sucrose representations increased in BLA (Figure 4.3A). Notably,

a significant cue representation, relative to the start zone inter-trial interval, and indepen-

dent of running or licking, uniquely emerged in ANT on days 3-5 of training (Figure 4.3C,

arrows). Further characterization revealed that these changes in task-related tuning were

not due to changes in the overall magnitude or rate of neural population activity (Figures

A.4B-D), but rather changes in the relative timing to contextual and behavioral variables.
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Figure 4.3 | Longitudinal photometry recordings with distributed and mixed coding of
task-relevant features. (A) Robust trial-averaged responses to reinforcement (airpuff or
sucrose) on training day 1 (T1) and 5 (T5). N=7 mice. Data are mean (dark line) and s.e.m.
(shaded area). Photometry scale: x/y: 2s/1z. (B) Schematic of the generalized linear
used to predict bulk neural activity from task and behavioral variables, with example
model outputs from each region shown below (see methods). (C) Percentage of variance
explained in the model by each variable throughout training (T1-T5) for each region. N=7
mice. Arrows: One-way ANOVA with Tukey’s multiple comparison test between inter-
trial interval (start zone) and cue zone for T3 (****p<0.0001), T4 (***p<0.001), and T5
(*p<0.05). Data are mean ± s.e.m.
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4.2.3 A neural correlate to conditioned stimulus and response in ANT

We proceeded to identify the emergence and evolution of “memory-related” neural ac-

tivity patterns by focusing on neural activity that tracks both the conditioned stimulus,

i.e., cues, and conditioned response, i.e., anticipatory lick rate. We found that neural

activity in ANT contained prominent signals for both (Figure 4.4). Specifically, ANT con-

tained cue-related signals that were distinct for each context, which emerged in training

and persisted through consolidation, and which were not explained by changes in animal

speed (Figures 4.4A and B). Importantly, these signals emerged late in training, around

T4-T5, demonstrating that they are not a sensory signal, but rather a representation of the

learned association. Strikingly, ANT also contained a prominent neural activity signal

tracking the conditioned response, i.e., anticipatory lick, when aligned to outcome zone,

that persisted through consolidation (Figures 4.4C and 4.4D). Again, of note, these neu-

ral signals emerged on later sessions than the learned anticipatory lick behavior (Figure

A.4E), and within the cue zone preceded the onset of licking (Figure 4.4C), which together

support that it represents the cognitive process of memory retrieval rather than the motor

process of licking. Such memory related signals tracking the conditioned stimulus and

conditioned response were not observed in BLA and ENT.
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Figure 4.4 | A neural correlate of memory in anterior thalamus throughout the consol-
idation window.. (A) Top: schematic of VR track with cue zone entry in red. Bottom:
Mean dF/F in ANT, BLA and ENT aligned to cue zone entry for both contexts (blue vs
orange). Bottom row: animal speed aligned to cue zone entry. Red arrow signifies AM
signals quantified in 4B (see Methods). N=7 mice. Data are mean (dark line) with s.e.m.
(shaded area). Photometry scale: x/y: 2s/1z. Speed scale: x/y: 2s/0.5z. (B) Quantifica-
tion of mean change in dF/F at 1s vs. 0s in cue zone, assessed separately for each context.
N=7 mice, *p<0.05, paired t-test. (C) Same as (A), but aligned to outcome zone entry.
Photometry scale: x/y: 2s/1z. Lick rate scale: x/y: 2s/5Hz. Red arrow signifies AM
signals quantified in 4D (see Methods). (D) Quantification of the mean difference in dF/F
between contexts prior to outcome zone entry (anticipatory) compared to cue zone entry
(baseline). N=7 mice, *p<0.05, paired t-test.
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4.3 Discussion

In this chapter, I detailed the identification of three different brain regions that lie inter-

mediate to hippocampus and anterior cingulate cortex - the basolateral amygdala (BLA),

the entorhinal cortex (EC), and the anterior thalamus (ANT). Each of these regions have

been implicated in memory processing and may serve parallel roles in memory consoli-

dation. The BLA is involved in both fear and reward memory formation as well as deci-

sion making (Ghods-Sharifi et al., 2009, Wassum and Izquierdo, 2015), and has previously

implicated in mediating synaptic plasticity across the brain during memory consolida-

tion (Paré, 2003). The EC is thought to facilitate long-term cortical memory encoding

by strengthening hippocampal-cortical communication (Cho et al., 1993, Robinson et al.,

2017). The ANT is also thought to play a role in long-term memory (reviewed in Chapter

2), though this is the first time its activity during memory formation and retrieval has

been recorded longitudinally.

These findings highlight two neural signatures in ANT that together represent a

learned association, which is cognitive in nature, rather than sensory or motor. These sig-

nals consist of reliably divergent neural activity patterns at different times throughout the

trial, suggesting two different representations emerged through learning. I do not dismiss

functional roles of BLA and ENT in memory consolidation because bulk neural activity

recordings often obscure fine scale computations; however, given the unique and promi-

nent signals identified in ANT, we proceeded to further characterize its yet unknown

contributions during memory consolidation through causal manipulations (Chapter 5)

and cellular resolution neural activity recordings (Chapter 6).
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Chapter 5

Bi-directional gating of memory consoldiation by

AM thalamus

5.1 Introduction

Within the anterior thalamus, we conjectured that the anteromedial thalamus (AM) is

anatomically positioned to function in consolidation because it receives direct inputs from

the hippocampus (Wright et al., 2010), and indirect inputs via the mammillary bodies (i.e.,

Papez circuit), in turn sending the most prominent direct projections to anterior cingulate

cortex. If AM is necessary for systems consolidation, we expect that inhibition of this

circuit prior to or during consolidation should prevent the eventual recall of remote, but

not recently formed memories. In this chapter, we will test this hypothesis directly with

an optogenetic approach.

In addition to assessing the necessity of AM during consolidation, we also wanted

to determine whether AM activity was sufficient to drive the consolidation of memories.
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To test this, we needed a way to modulate the degree to which a memory was consol-

idated. We opted to do this by varying the salience of contextual memories. Whether

aversive or rewarding, more salient experiences are more likely to be stored in long-term

memory (Hamann et al., 1999). This is thought to occur through dopaminergic signaling

at the time of learning (Lisman et al., 2011, Shohamy and Adcock, 2010). For example,

one study found that dopaminergic activity at the time of encoding predicted successful

memory retrieval three weeks out (Wittmann et al., 2005). The AM receives input from

neuromodulatory regions of the brain (Harris et al., 2019), lending plausibility to its role

in salience selection. Thus, we chose to adapt our virtual-reality based task to include a

context that has low salience, such that a mouse is less likely to recall successfully it at re-

mote time points. If AM can selectively support the consolidation of memories to cortex,

increasing its activity during encoding of a low-salience context should enhance eventual

recall after weeks.

5.2 Results and Discussion

5.2.1 AM-ACC is necessary for memory consolidation

We first confirmed that AM in particular anatomically connects hippocampal circuits with

ACC using a transsynaptic viral tracing technique (Schwarz et al., 2015) and identified

cells in the mamillary bodies that are directly pre-synaptic to AM-ACC projecting cells

(Figure A.2A). To assess whether the AM thalamus is required for memory consolida-

tion, we performed projection-defined optogenetic inhibition of the AM-to-ACC circuit

during training. We expressed the soma-targeted inhibitory opsin stGtACR2 by inject-

ing retroAAV- Cre in ACC and floxed-stGtACR2 (or floxed-mCherry for control) in AM
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thalamus and implanted optical fibers bilaterally above AM thalamus. Importantly, at

this dorsal location, no other anterior thalamic nuclei project to ACC, and thus we can

confirm an AM-to-ACC specific manipulation. Expression and accurate implantation at

the injection site were verified by histology (Figure A.5A). We observed that bilateral in-

hibition of AM-to-ACC during the cue and outcome zone of training sessions (Figures

5A) resulted in no significant learning or recent memory deficit, but a significant deficit

in remote memory retrieval in the stGtACR cohort compared with the control mCherry

cohort (Figures 5B-5D). This was not due to significant changes in how the mice valued

the reward or were motivated to lick, because in a subsequent re-training session follow-

ing memory retrieval, the amount of licking in the reward context outcome zone matched

that of the control cohort (Figure A.5C).

To ensure our results were not confounded by the intervening early retrieval with re-

training, we repeated this experiment while only testing the mice at remote time (Figure

A.6A). We found no learning impairment in mice inhibited during training, but again

observed impaired memory recall at remote timepoints (Figures SB-D). To test whether

this disruption of consolidation generalizes to other types of hippocampal-dependent

memory, we subjected mice to contextual fear conditioning, while inhibiting the same

AM-to-ACC projections during conditioning (Figure 2E). We again found a deficit during

remote, but not recent memory retrieval in the inhibited mice when compared to control

mice (Figure 2F). Taken together, these optogenetic and behavioral results are consistent

with a sustained requirement for AM-to-ACC activity beginning at the time of learning

to ensure consolidation and memory recall at remote time.
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Figure 5.1 | Inhibition of AM-ACC during training disrupts recall for remote, but not
recent memory. (A) Schematic of experimental design: stGtACR2-based optogenetic inhi-
bition during training (T1-T5), followed by a test of recent (R6) and remote (R27) memory.
Light was delivered during cue and outcome periods of the trial. See also Fig. A.6 for op-
togenetic inhibition during training followed by a direct test of remote memory. (B,C) In-
jection strategy for targeting anteromedial thalamus (AM) projections to ACC (AM-ACC)
in mCherry control and stGtACR2 opsin cohorts. Raw lick traces are shown for each
mouse in each context on recent and remote retrieval sessions, data are mean (solid line)
± s.e.m (shaded area). (D) Quantification of discrimination between reward and aver-
sive lick rates per mouse on preexposure, recent, and remote retrieval sessions; mCherry
(AM-ACC no opsin control, N=13), GtACR (AM-ACC with opsin, N=9). ****p<0.0001 for
mCherry between Preexposure and Remote, p>0.05 for GtACR, one-way repeated mea-
sures ANOVA with post-hoc Tukey’s multiple comparison test. Individual data points
shown, with mean ± s.e.m.
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Figure 5.2 | Inhibition of AM-ACC during contextual fear conditioning disrupts con-
solidation. (A) Contextual fear conditioning protocol. Mice are placed in the condition-
ing chamber on day one where they receive foot shocks while laser light is delivered to
AM. They are subsequently returned and tested for freezing behavior after 1 day (Re-
cent) or 3 weeks (Remote) (B) Quantification of freezing behavior in training and remote
retrieval sessions in mCherry (AM-ACC no opsin control, N=11) and GtACR (AM-ACC
with opsin, N=9). **p<0.01 between mCherry and GtACR cohorts on remote, unpaired
t-test. Individual data points shown, with mean ± s.e.m.

We next asked whether enhancing the natural excitability of the AM-to-ACC circuit

during training could facilitate consolidation of a memory that otherwise would not be

consolidated. To test this, we extended the current behavioral task to include two reward

contexts, with non-overlapping sets of sensory cues, where one was associated with high

reward and the other with a less salient, low reward outcome (Figure 5.3, Methods). Sev-

eral rounds of pilot studies were run in order to optimize this task so that, on average,
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mice would learn the two context-associations equally (and recall early) but consolidate

only the high reward context.

Figure 5.3 | Updated virtual reality behavior to test consolidation.

To facilitate activity in the AM-ACC circuit in a manner that modulates the excitabil-

ity of ongoing activity without exogenously driving spiking activity, we used a stabilized

step function opsin (SSFO) (Yizhar et al., 2011). We injected retroAAV-Cre bilaterally in

ACC, and floxed-SSFO-eYFP (or floxed-eYFP for control) bilaterally in AM thalamus, fol-

lowed by implantation of optical fibers bilaterally in AM (Figure 5.4B-C). As an additional

control, we expressed floxed-SSFO in another memory-related circuit with direct projec-

tions to ACC, the retrosplenial cortex (RSP), in an analogous manner. Blue light was

delivered for 5 seconds immediately prior to beginning the task on training days. After

each training session was completed, yellow light was delivered for 5 seconds to ensure

inactivation of the SSFO.

Strikingly, we found that enhancing AM-ACC excitability during training uniquely

and significantly enhanced remote memory retrieval of the low reward context, effec-

tively recalling both HR and LR at remote time (Figures 5.4E-F; AM SSFO DI = 0.7368 in

low reward, p=0.0111; RSP DI = 0.0164 in low reward, p=0.4833, n.s.; YPF DI = 0.0304 in

low reward, p = 0.8835, n.s,) We repeated this experiment without testing mice at an early

timepoint and again found sustained memory recall for the low reward context in SSFO-
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activated but not control mice (Figures SE-G). Taken together, these results demonstrate

that the AM-to-ACC projection is not only required for successful memory consolidation,

but that activity enhancement at the time of learning can profoundly facilitate consolida-

tion of otherwise unconsolidated memories.
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Figure 5.4 | Excitation of AM-ACC enhances recall for an otherwise unconsolidated
memory. (A) Schematic of experimental design: SSFO-based enhancement of neural
excitability during training (T1-T5), followed by testing of recent and remote memory.
470nm light was delivered at the start of each training session to activate the SSFO and
then 560nm light delivered at the end to deactivate the SSFO.(B-D) Top: Injection strategy
for targeting projections to ACC in YFP control (YFP; I) and SSFO cohorts for the retros-
plenial cortex (RSP) projections (RSP-ACC; J) or AM projections (AM-ACC; K). Bottom:
Raw lick traces are shown for each mouse in each context on recent and remote retrieval
sessions, data are mean (solid line) ± s.e.m (shaded area). (E) Quantification of discrimi-
nation between high reward (HR) and aversive (A) contexts on preexposure, recent, and
remote sessions for each cohort; YFP (no opsin control, N=14); RSP (RSP-ACC SSFO exci-
tation, N=7); AM (AM-ACC SSFO excitation, N=7). *p<0.05 for YFP, RSP and AM cohorts
between preexposure and remote, one-way repeated measures ANOVA with post-hoc
Tukey’s multiple comparison test. Individual data points shown, with mean ± s.e.m. (F)
Same as in (E), but for discrimination between LR and A contexts. *p<0.05 only for AM
cohort between preexposure and remote, one-way repeated measures ANOVA with post-
hoc Tukey’s multiple comparison test. Individual data points shown, with mean ± s.e.m.
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Anteromedial thalamus stabilizes contextual

representations in cortex

6.1 Introduction

To gain mechanistic insight into how AM thalamus facilitates memory consolidation, we

aimed to perform real-time cellular resolution neural activity imaging of AM thalamus,

together with hippocampus and ACC simultaneously during learning and throughout

memory consolidation. Existing cellular resolution imaging approaches powerfully en-

able single region deep brain imaging (Dombeck et al., 2007, Hofer et al., 2009, Ghosh

et al., 2011, Aharoni and Hoogland, 2019) or large-scale cortical imaging (Sofroniew et al.,

2016, Weisenburger et al., 2019, Yang and Yuste, 2017), but do not provide capabilities for

imaging multiple cortical and sub-cortical regions spanning different depths (i.e., thala-

mus, hippocampus, and cortex) simultaneously during behavior. To provide a solution,

we leveraged fiber bundle-based imaging approaches (Helmchen et al., 2001), where the
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inherent distance created between the animal and the objective offered a scalable solution

toward multi-site imaging. In this section I will detail how we were able, for the first time,

to image from three separate brain regions simultaneously in a behaving mouse. I then

leveraged this technology to image and manipulate HPC, AM, and ACC, to gain mecha-

nistic understanding into how these regions interact to support memory consolidation.

6.2 Results and Discussion

6.2.1 A fiber bundle-based method for simultaneous multi-region

imaging at cellular resolution

We designed a multi-region imaging system where light from multiple fiber bundles (Fu-

jikura, 600 um Diameter, 3.3 um core to core distance) is collected onto a common objec-

tive (Nikon 10x, 0.5 NA) and frame projected onto a camera sensor (Photometrics Prime

95b, 95% QE), while optimizing sensitivity, resolution, and robustness to motion-related

artifacts from a head-fixed or freely moving animal (Figure 6.1A, Methods). The resulting

system was first characterized by imaging sub-diffraction size beads, where reconstruc-

tion of the PSF revealed a lateral resolution of 5-10um, comparable to the widely used

mini-scope approach (Figure A.7A) (Glas et al., 2019). We further validated the ability

of our system to resolve individual cells using resolution test targets (Thorlabs, Figure

A.7B). To image in the behaving mouse, we optimized GCaMP injection titers, GRIN-lens

based surgical implantations, and the design of an adapter between the animal/GRIN

lens and the fiber bundle system (Autodesk Fusion 360, Figure 6.1B).
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Figure 6.1 | Longitudinal, simultaneous multi-region imaging design with cellular res-
olution. (A) Fluorescence emission from implanted GRIN lenses is imaged by the fiber
bundle and collected into a common objective and projected onto a CMOS camera (B)
Custom-built apparatus for stabilizing and aligning the fiber bundle-to-GRIN lens con-
nection.(C) Neural sources are tracked simultaneously in anterior cingulate cortex (ACC),
hippocampus (HPC), and anteromedial thalamus (AM) for up to 34 days. Shown are neu-
ral sources from one mouse, same field of view tracked across preexposure (Pre), train-
ing day 5 (T5) and remote retrieval (R34). Sources captured on all days are highlighted
in green. Right: Individual and mean z-scored dF, recorded for the same cells in ACC
(top), AM (middle), and HPC (bottom), aligned to cue zone entry, and tracked from pre-
exposure through training and remote retrieval. Dashed lines represent the source from
(C) of which the dF traces are tracked. Scale: 1 df/f (z-scored).
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Put together, our technology provided stable cellular resolution imaging, from the

AM, HPC and ACC for up to 34 days (Figures 6.1C). We further assessed and found that

the signal-to-noise of neural activity detected from the fiber bundle system was compa-

rable with state-of-the art wide-field recordings using matched sources from the same

field-of-view (Figure A.7C). Finally, although we recorded in head-fixed rodents due to

the nature of our task, our adaptors provide a stable connection between the GRIN lens

and the fiber bundle, and is thus compatible with studies in freely-moving animals. Thus,

we developed an optical system, that interfaces seamlessly with the behaving animal, to

enable high resolution imaging from multiple brain regions simultaneously and chroni-

cally during behavior.

We generated a cohort of mice that were injected with GCaMP6f and implanted with

GRIN lenses in AM, HPC, and ACC (Figure A.7D, Methods), and confirmed normal phys-

iological activity of neurons in all regions (Figure A.7E). For targeting ACC, we ensured

a field of view primarily consisting of cingulate cortex, rather than the nearby M2 motor

cortex, by targeting a field of view as close to the midline as possible, and confirming that

motor related signals from neurons in this region are minimal (Figure A.8A). For targeting

AM, we ensured that ACC projecting neurons were contained within the imaging field

of view, thus minimizing imaging of nearby thalamic nuclei. Implanted mice learned the

previously described memory consolidation task well and showed no significant behav-

ioral deficits compared to surgically naı̈ve mice (Figure A.6F). We recorded from all three

regions simultaneously during pre-exposure (Pre), early and late training (T1, T5), early

retrieval (R6) and intermediate and remote timepoints (R20, R34).

First, looking across all recorded neuronal responses, we observed that even as early as

T1 and T5, AM preferentially encodes the HR compared to the LR context, a trend which

was noticeably absent in HPC and ACC cells (Figure 6.3A-B). However, by R34, ACC,
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but not HPC or AM, showed preferential tuning to HR. We then looked across brain re-

gions for coordinated activity that might suggest interactions occurring on the timescales

of systems consolidation. Interestingly, when examining inter-regional activity patterns,

we found that context-specific AM-to-ACC activity correlations progressively increased

across days, but peaked by R20, and decreased by R34 (Figure 6.2C). We identified the

population of ACC cells that were highly correlated with at least one AM cells on R20

(Figure 6.2D; n = 56 cells, 60% of correlated to one AM cell, 20% correlated to two AM

cells, and 14% correlated to three or more AM cells). Contextual responses in both re-

gions tended to be higher in the consolidated HR context when compared to the LR con-

text (Fig 6.2D, top and bottom left). When followed out to R34, the same ACC cells tended

to significantly increase their preferential tuning to the consolidated memory above that

of the remaining cells (Figures 6.2D, bottom right, and Figure 6.2E, Wilcoxin rank-sum

P<0.01,). Notably, this effect was not observed with ACC cells correlated to HPC cells on

R20 (Figure A.8F, Wilcoxin rank-sum p=0.6175).
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Figure 6.2 | Contextual tuning shifts across weeks.
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Figure 6.2 (cont.) (A) Mean z-scored dF/F for every recorded cell, aligned to cue-zone
entry in high reward (HR; left) and low reward (LR; right) through training (N=3 mice).
Number of neurons for Pre, T1, and T5, respectively: ACC: n=426, n= 334, and n=477;
AM: n= 94, n=75, and n=111; HPC: n=461, n=457, and n=464. (B) Tuning to high reward vs
low reward contexts (see methods) for every recorded cell in ACC, HPC, and AM across
days. ***p<0.001 for T1 and **p<0.01 for T5 and R34, one sample t-test. (C) Cumulative
distribution of the best match correlation of ACC cells paired with AM cells across days.
***p<0.001, Wilcoxin rank-sum between R6 and R20. (D) AM and ACC correlations on
R20 predict tuning in ACC on R34. Top left: cue-zone-aligned mean z-scored dF/F of all
AM cells on R20 (n=111 cells). Bottom left: Mean z-scored response of ACC cells which
form highly correlated pairs with at least one AM cell. Bottom right: mean response
of these same tracked ACC R20 cells on R34. For each mean dF/F trace, representative
cells selected from one animal are shown to the left. (E) Distribution of tuning for ACC
cells correlated to at least one AM cell on the previous recording session compared to the
tuning of all remaining cells. ** p<0.01, Wilcoxin rank-sum test.
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In addition to increased tuning, we found that within ACC, the intra-region cell-cell

correlations increased significantly throughout consolidation (R6 to R34) in HR trials

but not LR trials (Figure 6.3A). Interestingly, only on R20 (when AM-ACC correlations

peaked), we observed that ACC cells correlated to AM cells tended to be highly correlated

with a greater number of other ACC cells than would be expected by chance (Figure 6.3B).

These inter-regional correlation structures were not observed with the HPC-to-ACC net-

work (Figure A.8F), and were not due to any appreciable changes in overall event rates

in either AM or ACC (Figures A.8A and A.8B). Thus, not only do ACC cells become indi-

vidually more tuned toward consolidated memories at remote time, but these cells tend

to fire more synchronously, with AM-ACC interactions peaking in the days prior to these

changes.
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Figure 6.3 | Network timing in AM and ACC. (A) Top: Representative correlation matri-
ces within ACC for either HR or LR context, taken from a single animal. Bottom: Cumula-
tive distribution of best match correlation of ACC cell pairs across recording sessions for
HR (left) and LR (right).(B) Top: Example from one animal of undirected network graphs
of ACC cell correlations. Each node represents an individual ACC cell, and connecting
edges represent significant correlations in HR (Pairwise Pearson’s r>0.3). Red nodes are
the ACC cells most temporally correlated with AM cells (top 5% of Pearson’s r) shown in
red. Bottom: Quantification of the proportion of pairwise correlations (number of edges
for a given cell normalized by the total number of cells for a given recording secession) in
ACC for either red nodes (ACC cell that is highly correlated to at least one AM cell) and
blue cells (all remaining ACC cells), compared to chance (in black, see methods). Shaded
area represents the 95% confidence interval around chance distribution. Significance is
indicated by bins above this level.
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Taken together, these results suggest a model in which AM performs early selection

of salient memories (by T5), and facilitates their re-organization to cortex via progressive

increases in inter-regional connectedness with ACC (that peaks by R20), thus coordinat-

ing the stability and intra-regional connectedness of memory ensembles within ACC (that

peaks at R34). Interestingly, this provides an explanation for how optogenetic manipu-

lations (either inhibition or excitation) during training may still impact circuits at remote

time points.

We next sought to prove this relationship through causal manipulation via optoge-

netics. We developed another cohort of mice with bilateral stGtACR2-based inhibition

of AM-to-ACC projections during training (T1-T5) while we imaged in ACC during con-

solidation (R6 and R34) (Figures 6.4A, A.9A). We found indeed that disruption of AM-to-

ACC activity during training again disrupted memory recall at remote but not recent time

points (Figure A.9C), and this was associated with loss of contextual responses to the HR

context in ACC (Figures 6.4B). Furthermore, inhibition of this projection disrupted the

emergence context-specific intra-ACC correlations (Figure 6.4C), which had been a hall-

mark of consolidation.
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Figure 6.4 | AM is required to stabilize the tuning and timing of long-term contex-
tual representations in cortex. (A) Experimental design for optogenetic inhibition and
imaging experiment. rgAAV1-hSyn-Cre and AAV1-CKII-GCaMP6f was injected into an-
terior cingulate cortex (ACC) and AAV1-SIO-stGtACR2 was injected into anteromedial
thalamus (AM). Imaging was performed on preexposure, recent and remote retrieval ses-
sions, whereas inhibition occurred during each training session. (B) Mean z-scored dF
for context-tuned neurons, aligned to cue-zone entry, compared between mCherry and
GtACR mice on preexposure, recent (R6) and remote (R27) retrieval. *p<0.05, two-sample
t-test. (C) Top: Examples of undirected network graphs of ACC cell correlations in HR
from mCherry (left) and GtACR (right) mice during recent and remote retrieval. Each
node corresponds to a cell in ACC and each edge is a highly correlated cell pair (Pairwise
Pearson’s r>0.3) Bottom: Cumulative distribution of the best-match correlation for every
cell in HR from recent to remote retrieval. N=5 mCherry vs 7 GtACR mice. **p<0.01,
Wilcoxin Rank-Sum test.
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Conclusion and Future Directions

The idea of memory consolidation first emerged as a way to explain why certain mem-

ories change in strength over minutes, days, weeks, and years. In past decades, much

progress has been made in detailing the location and timing of the memory trace in the

brain. The standard theory of systems consolidation was put forth to explain the curious

fact that memories initially depend on the hippocampus, but can eventually be recalled

without it (Squire et al., 2015). Much of what is known about systems consolidation re-

lies on lesion studies or observations of the distribution of cell activity markers (such

as immediate early genes) in post-mortem brains. Several studies have tracked the lon-

gitudinal dynamics of memory representations in individual brain regions (Ziv et al.,

2013, Kitamura et al., 2017), an approach that can be made all the powerful by imag-

ing multiple circuits simultaneously as mice consolidate learned contextual associations.

Additionally, studies of memory consolidation have historically used fear conditioning

paradigms for a behavioral readout of memory retrieval. While powerful, it is important

to develop other behavioral models to ensure these results generalize to other forms of

hippocampal-dependent memory. The current work makes significant contributions to
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the field to address these limitations in several ways.

First, we established an approach to study memory consolidation longitudinally. By

using a virtual reality setup, we could precisely align sensory stimuli and behavior with

ongoing neural activity or optogenetic interventions. Our task was particularly novel

in that rather than using a single start or end point, we successfully probed memory-

associated behavior repeatedly across weeks. This allowed us to characterize the state

of tuning and functional associativity in neural responses across the brain as the mem-

ory trace evolved. The task also required integration of multiple sensory cues, as well as

active engagement in virtual space in order to make the appropriate cue-outcome associa-

tions. These factors make it much more likely to engage the hippocampal memory system

(Squire, 1992), which we confirmed with optogenetic inhibition (Chapter 3). One concern

of our behavioral approach might be that by running repeated retrieval trials followed by

re-training sessions, we might be inducing extinction or re-consolidation (Nader, 2016).

To minimize this effect, we ensured that retrieval and re-training sessions were as short

as possible. We also validated that behavior, optogenetic, and imaging experimental out-

comes remained the same whether there were intervening retrieval sessions or not (Fig-

ures 3.1C, A.1, A.6). Thus we are confident that our results speak to the mechanisms oper-

ating during memory consolidation, rather than just extinction or reconsolidation. Using

multiple retrieval trials specifically enabled certain findings that required the tracking of

neural activity across multiple days (Figure 6.2).

As mentioned in Chapter 1, there is significant ongoing debate in the field of memory

consolidation about the role of the hippocampus in remote memory retrieval (Sutherland

et al., 2020). On one extreme is the standard model of systems consolidation, which sug-

gests a time-limited role for the hippocampus with no involvement for remote memories

(Squire et al., 2015). On the other end is multiple trace theory (MTT), which posits that
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the hippocampus is always required for the retrieval of episodic-like memories (Nadel

and Moscovitch, 1997). The present work primarily supports the standard model by con-

firming a time-limited role for the hippocampus in recall for our contextual memory task

(Figures 3.3-3.4). In this thesis, I chose to focus my analysis on primarily the AM-ACC

circuit. The hippocampus held equally weighted representations of each context (Figures

6.2B, A.8E), but it was difficult to make claims about whether these representations were

capable of supporting recall. In future work, it will be necessary to analyze the role of

HPC-AM interactions through both casual manipulations and longitudinal recordings to

better understand the timing of hippocampal dependency.

In this thesis, I also provided evidence that the AM thalamus acts as a critical gate-

way for the consolidation of early hippocampal-dependent memories to long-term corti-

cal storage. The AM thalamus is thought to play a role in long term memory based on

lesion and inactivation studies (Aggleton and Sahgal, 1993), but the nature of that role

has remained somewhat unclear. By tracking neural representations longitudinally over

weeks, we were able to identify a memory-related signal in the anterior thalamus which

emerged and persisted in the intermediate time window of systems consolidation. Fur-

thermore, inactivation of cortical projections from AM thalamus specifically disrupted

consolidation, demonstrating a functional role for that signal. What computations might

AM thalamus be performing in order to facilitate consolidation?

AM thalamus plays a known role specifically in modulating attention in memory tasks

(Bubb et al., 2021), and may play a more general role in salience selection (Zhu et al., 2018).

AM receives input from neuromodulatory and other value-assigning regions of the brain,

suggesting it is capable of integrating signals associated with high-value contextual infor-

mation (de Lima et al., 2017, Harris et al., 2019, Sampathkumar et al., 2021). More salient

stimuli are more likely to be remembered in long-term memory (Lisman et al., 2011), so
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perhaps AM acts to selectively gate the encoding or preservation of high-value associa-

tions in cortical circuits. We provide evidence for this in several ways. First, we demon-

strate that enhancement of AM-ACC activity facilitated remote recall for a low-valence

contextual memory that would otherwise have not been consolidated (Figure 5.4). A re-

cent study mechanistically supports this finding, by demonstrating that driving AM-ACC

projecting cells activates dopaminergic neurons to support learned goal-directed behav-

ior (Yang et al., 2022). Furthermore, our results demonstrate that AM has early prefer-

ential tuning to high-valence contexts, even on the first day of exposure (Figure 6.2A-B).

Interestingly, inter-regional correlations between AM and ACC cells at intermediate time

points (two weeks after training) predicted reliable tuning for the consolidated memory in

ACC at the remote timepoint (a ”tuning effect”). This supports the idea that AM ”tags”

certain cortical neurons that are eventually selected to support memory retrieval (Les-

burguères et al., 2011). Finally, ACC cells became significantly more correlated with one

another by the remote timepoint, and AM cells tended to be correlated with ACC cells

that were highly central within the local network (a ”synchronicity effect”). Both the tun-

ing and synchronocity effects were crucially dependent on early AM-ACC activity, when

salience selection was likely occurring. Thus, AM-to-ACC interactions during training

are required for establishing the eventual tuning and synchronicity of cortical neurons

associated with successful consolidation and recall (Figure 7.1).

Under this proposed model, representations for both high and low valence memories

are formed in HPC and ACC. Selection for consolidation happens at the level of the thala-

mus, possibly with coincident neuromodulatory input. This preferential encoding drives

and shapes cortical ensembles through feed-forward thalamocortical projections, to even-

tually stabilize and drive recall independently of the hippocampus. Inhibition at the time

of learning disrupts the propagation of high-salience contextual information from AM to

ACC. On the other hand, excitation via SSFO increases the probability and rate of AM
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Figure 7.1 | Proposed model. AM selects and stabilizes consolidated memory represen-
tations in cortex. Selection of information about salient cues by AM during training leads
to coordinated responses in ACC at the time of remote retrieval, eventually allowing for
recall that is independent of HPC at remote timepoints. Blue: cells tuned to high reward.
Green: cells tuned to low reward.

cells firing in response to the low-salience context, leading to associated downstream ac-

tivation in ACC. Open questions about this model still remain, however. For one, it is still

unclear where exactly the memory trace resides in the intermediate window, between the

times of hippocampal and cortical dependencies. Is it a gradual transition from the hip-

pocampus to the cortex, or does the AM itself store all the information necessary to drive

recall? Based on cell density and distribution of projections in AM (Wright et al., 2010), the

latter seems somewhat unlikely. However, future studies should test this by disrupting

or enhancing synaptic transmission in AM at various timepoints during the consolidation

window; ideally this would be done chronically during wake or sleep (Armbruster et al.,
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2007). Sleep is crucial for consolidation (Rothschild, 2019), and the present work only

measures neural dynamics during online retrieval. In addition to inhibition experiments,

it will be necessary to measure ongoing activity in thalamus during sleep (perhaps with

chronically implanted high-density electrode probes, Juavinett et al., 2019) to see whether

there is a correlate of hippocampo-cortical reactivation in the thalamus. Though AM dis-

plays synchronicity with hippocampal oscillations (Albo et al., 2003), to date no study

has chronically studied these interactions, especially during sleep. Does the sharp-wave

ripple (Joo and Frank, 2018) pass through the thalamus? If it did, this might provide

a pathway for supporting the hippocampo-cortical interactions that occur during sleep

and reinforce associations made during learning (Maingret et al., 2016).

Even once the role of AM in consolidation during offline periods is resolved, a major

question still remains: why is systems consolidation so slow? In computational models of

consolidation, the hippocampus is typically modeled as a ”fast learner” while the cortex is

a ”slow learner” (McClelland et al., 1995). It turns out there are beneficial reason for draw-

ing such a distinction. If new information is acquired with too fast a learning rate across

the whole system, new associations will disrupt or even eliminate existing ones. Thus it is

advantageous computationally to have one network that can rapidly form and eventually

forget new memories, and which trains (through reactivation) a separate, slowly-learning

network in order to minimize interference between relevant associations. Of note, incor-

porating an AM-like structure into this model would involve adding a salience signal

to each learned association and a prioritization rule (or ”tag”) based on salience for slow

learning by the cortex. However, how this slow learning algorithm is enacted in biological

systems remains elusive. An explanation for this might come from studying what hap-

pens to synaptic connections in offline periods. One theory suggests that during sleep,

cortical synaptic weights initially strengthened from learned experiences during waking

hours are weakened, in order to achieve homeostatic balance in the excitability of net-
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works (Tononi and Cirelli, 2014). If this is the case, cortical learning is constantly working

against itself in a competitive fashion. Only those learned associations that are strong

enough (or reactivated frequently) will resist overnight synaptic pruning (Li et al., 2017).

Perhaps as AM interacts with highly active cortical cells that are central within their local

network (Figure 6.3C), marginal differences in synaptic strength are eventually magnified

over repeated bouts of sleep. Future studies might use electrophysiological techniques in

cortico-thalamic circuits over weeks to understand plasticity changes over time in ACC

cells receiving thalamic input versus those that do not.

Furthermore, it will be important to study the roles of the other brain areas, includ-

ing the other nuclei in the anterior thalamus. Though AD and AV thalamus do not

send strong projections to ACC, they do interact through reciprocal connections back to

hippocampus-associated structures (Jankowski et al., 2013). What role does the anterior

thalamus play as a whole in maintaining memory representations and supporting recall

throughout the timeline of systems consolidation? A growing literature also suggests the

retrosplenial cortex (RSC) is involved in the long-term storage of hippocampal-dependent

memories (Todd and Bucci, 2015). The RSC is particularly interesting anatomically, as it

has broad reciprocal connectivity with the hippocampus, ACC, and anterior thalamus

(Van Groen and Wyss, 2003). While we found that RSC does not appear to support con-

solidation for low-salience memories (Figure 5.4), others have shown that is necessary for

post-encoding recall of contextual (Keene and Bucci, 2008) and spatial memories (Cza-

jkowski et al., 2014). Other regions of interest include the basolateral amygdala (Paré,

2003) and the entorhinal cortex (Takehara-Nishiuchi, 2014). How can we integrate these

previous findings with ours to better understand memory consolidation? One option is

the the cortex receives parallel information from each of these circuits, and redundancy

is a feature to ensure long-term stability of memory. Another option is that each region

provides different information necessary for the eventual binding of memory represen-
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tations. In this work, I primarily analyzed the responses to rewarding contextual mem-

ories, so the role of AM in fear memories specifically remains unclear; perhaps different

memory types are processed through different circuits. The BLA in particular is required

for the long-term retention of stress-induced memory retention (Fanselow and LeDoux,

1999). A third option is that these regions (and others) act as sequential gates, with the

timing varying over hours, days, and weeks. Future studies should investigate the cross-

talk between these regions simultaneously and longitudinally to dissociate the different

circuits involved in what is surely a brain-wide phenomenon.

The establishment of our model would not have been possible without the develop-

ment of a technique for simultaneously imaging multiple regions across the mouse brain.

Though imaging techniques utilizing high-resolution fiberoptics have been established

(Helmchen et al., 2001), this is the first time multiple fibers have been utilized to gain

reliable access to image circuits separated by significant distance across the mouse brain.

A major difficulty was minimizing motion artifacts and attaining reliable registration of

cells across days. A combination of hardware (Figure 6.1B) and software (see Methods)

solutions were required to achieve such stable recordings. Other approaches now exist

for multi-region imaging utilizing meso-scale imaging techniques (Sofroniew et al., 2016,

Yadav et al., 2022), but our fiber-bundle technique has several benefits. For one, the com-

ponents are cost-effective and relatively simple to assemble on top of an existing fiber

photometry setup. Furthermore, the approach is extremely scalable, with the main limit

being the number and size of lenses being surgically implanted inside of the mouse’s

brain. I estimate that upwards of 6 different regions at various distances and depths

across the brain could be imagined simultaneously while the mouse behaves. Addition-

ally, while we opted to use a head-fixed paradigm in order to precisely control the onset

of sensory stimuli, our design is compatible with freely-moving animals.
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Limitations do exist, and future experiments should work to build on this approach.

For one, our microscope uses single-photon epifluorescence for excitation, which has

lower spatial resolution and lacks the ability for recording from multiple z-planes com-

pared to state-of-the-art two-photon imaging. Though our goal was to build a simple,

scalable technique for multi-region cell-resolution imaging, it is not unfeasible to imagine

a two-photon version of this technology that scans rather than epifluoresces (Helmchen

et al., 2001). Our imaging experiments were also limited by the sample size (n=3 mice for

most results) and the number of cells that could be reliably tracked across days. This latter

point could be improved with a larger field of view, and improved hardware and software

solutions for reliable registration across days. Future improvements to the design of this

technology would allow for better tracking of the stability of memory representations in

all three regions; i.e. what percentage of cells remain active in response to memory recall

across days, and whether cortical representations are ”tagged” by the early AM selec-

tion. The temporal resolution of this technique is also limited by the dynamics of GCaMP.

As it stands, the technique likely would not be able to detect precisely-timed neural in-

teractions. This could be solved in the future with rapid voltage sensors (Bando et al.,

2019), or by pairing imaging with in vivo electrophysiological recordings. Future studies

using such an approach with higher temporal recordings will help address outstanding

questions such as 1) the plasticity rules between HPC-to-AM that enable gating and se-

lection of salient representations in AM; 2) The modes of firing in thalamic neurons (tonic

vs bursting) that may preferentially select feed-forward inhibition vs excitation in cortex

(Mukherjee et al., 2021) and 3) the role of cortical feedback in tuning these responses.
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Methods

8.1 Experimental model and subject details

8.1.1 Mice

All procedures were done in accordance with guidelines derived from and approved by

the Institutional Animal Care and Use Committees (protocol 19112H) at The Rockefeller

University. Animals used were 8-10 weeks-old wild-type male and female (counterbal-

anced across experimental conditions when applicable) C57BL/6J mice (Jackson Labora-

tory, Strain 000664) at the time of surgery. Mice were group housed (3-5 per cage) with ad

libitum food and water unless mice were water restricted for behavioral assays, in which

case they were given 1 mL water a day. Body weight was monitored daily to ensure it was

maintained above 80% of the pre-restriction measurement. Surgical procedures and viral

injections were carried out in mice under protocols approved by Rockefeller University

IACUC and were performed in mice anesthetized with 2% isoflurane using a stereotactic
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apparatus (Kopf).

8.2 Method details

8.2.1 Surgical procedures

Puralube vet ointment was applied to the eyes and 0.2mg/kg meloxicam was adminis-

tered intraperitoneally using a 1mL syringe. Hair from the scalp was trimmed, and the

area was sterilized using povidone-iodine swabs and subsequently ethanol swabs. An

incision covering the anteroposterior extent was made to allow access to the skull. Injec-

tion sites were accessed using a dental drill which made 0.5mm holes through the skull.

All virus was injected using a 35G beveled needle in a 10ul NanoFil Sub-Microliter In-

jection syringe (World Precision Instruments) controlled by an injection pump (Harvard

Apparatus) at a rate of 100nl/min. After all viral delivery, an additional 5-10 mins delay

was applied to avoid backflush before slowly removing the injection needle. Animals

that required cannulas or GRIN lenses were implanted immediately following viral injec-

tion. Following surgery, mice were allowed to recover in a single housed cage for up to

12 hours, and were given meloxicam tablets. Mice were typically housed for three weeks

to allow for adequate expression before behavioral testing or histology.

Viral injections

• In retrograde tracing experiments, mice were unilaterally injected in ACC (A/P

+1.0, M/L, ±0.35, D/V -1.4) with rgAAV-CAG-tdT at a volume of 500 nl (1.0 x 1013

vg/mL).

• For multi-fiber photometry experiments, 1µl of AAV1-CaMKIIa-GCaMP6f (UPenn
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Viral Core, diluted to 5 x 1012 vg/mL) was injected into ACC, HPC (A/P: -1.5, M/L:

±1.5, D/V: -1.6), ENT (A/P: -4.35 , M/L: ±3.75, D/V: -4.0), and BLA (A/P: -1.23,

M/L: 2.75, D/V: -4.7) while AAV1-CAG-GCaMP6f was injected into ANT. One week

after virus injection, mice were unilaterally implanted with 1.25 mm ferrule-coupled

optical fibers (0.48 NA, 400 µm diameter, Doric Lenses) cut to the desired length so

that the implantation site is 0.2 mm dorsal to the injection site.

• For cellular imaging, AAV1-CaMKIIa-GCaMP6f (5.0 x 1012 vg/mL) was injected

into ACC and HPC while AAV1-hSyn-GCaMP6f was injected into AM (5.0 x 1012

vg/mL)

• For optogenetic inhibition of HPC, pAAV1-CaMKIIa-stGtACR2 (1 x 1013 vg/mL)

was injected into HPC bilaterally. For controls, pAAV1-CaMKIIa-mCherry (7 x 1012

vg/mL) was injected.

• For chemogenetic inhibition of HPC and ACC, pAAV9-CaMKIIa-hM4D(Gi) (1 x 1013

vg/mL) was injected into ACC or HPC bilaterally. For controls, pAAV9-CaMKIIa-

mCherry (1 x 1013vg/mL) was injected bilaterally in either region.

• For optogenetic inhibition of AM-ACC projections, rgAAV-hSYN-Cre (1.20 x 1013

vg/mL)was injected into ACC bilaterally and either AAV1-hSyn1-SIO-stGtACR2

(1.50 x 1013 vg/mL) or AAV9-hSyn-DIO-mCherry (9.0 x 1012 vg/mL) for controls

was injected bilaterally into AM.

• In SSFO experiments, rgAAV-hSyn-Cre (1.3 x 1013 vg/mL) was injected bilaterally in

ACC and pAAV-Ef1a-DIOhChR2(C128S/D156A)-EYFP (Vector BioLabs, 1.0 x 1013

vg/mL) bilaterally in AM or RSP (A/P: ±0.40, M/L:-2.0, D/V: -0.7) for behavioral

control and pAAV-DIO-eYFP (1.0 x 1013 vg/mL) into AM for experimental control.
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8.2.2 TRIO tracing

For the “tracing of input-output” (TRIO) tracing of AM-ACC, CAV-Cre (500 nL, 2.5 x 1012

vg/mL) was injected into ACC, and a combination of AAV8-CAG-FLEX-TCB/ AAV8-

CAG-FLEX-oG-WPRE-SV40 (500 nL each, 2.5x1012) was injected into AM. After two

weeks, Env-RV-dG-eGFP (500 nL, 1 x 109 vg/mL) was injected into AM. Five days later,

mice were perfused and tracing was confirmed via histology.

8.2.3 Cannula implants

One week after viral injections, mice undergoing photometry or optogenetic experiments

were implanted with fiber optic cannulas (Doric Lenses). For photometry, mice were uni-

laterally implanted with 1.25 mm ferrule-coupled optical fibers (0.48 NA, 400 µm diame-

ter, Doric Lenses) cut to the desired length so that the implantation site is 0.2 mm dorsal

to the injection site. For optogenetics, mice were implanted bilaterally with 1.25mm can-

nulas (0.22 NA, 200µm diameter, Doric Lenses). In both cases, cannula implants were

slowly lowered using a stereotaxic cannula holder (Doric) at a rate of 1 mm/min until it

reached the implantation site, 0.2 mm dorsal to the injection site. In the case of bilateral

AM optogenetic inhibition, one cannula was implanted at a 10 degree angle laterally to

the skull in order to prevent stereotactic hindrance. Optic glue (Edmund Optics) was then

used to seal the skull/cannula interface and a custom titanium headplate was glued to

the skull using adhesive cement (Metabond).
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8.2.4 GRIN lens implants

Immediately following viral injections, mice undergoing calcium imaging were im-

planted with gradient-index (GRIN) lenses. An incision covering the anteroposterior ex-

tent was made, and the skin overlying the skull was cleared. The skull was then cleared

and textured using a scalpel. Using a dental drill, 1mm diameter holes were made at

stereotactically determined sites of implantation. Site of drilling was immediately cov-

ered using chilled 1x PBS, and using a sterile 28 G x 1.2” insulin syringe and low pres-

sure vacuum suction, the underlying dura was removed. GRIN lenses (0.6 mm diameter,

7.2mm length, 0.5 NA from Inscopix) were wrapped in a 0.68mm wide custom length

stainless steel sleeve (McMaster, catalog 8987K54) using optic glue, made to cover only

the part of the lens held external to the brain. With a 0.5mm burr (Fine Science Tools)

attached to a stereotaxic cannula holder, the GRIN was slowly lowered into the brain at

a rate of 1mm/min, ending 0.2mm dorsal to the injection site. The skull was constantly

flushed with chilled 1x PBS. Every time the lens moved 0.8 mm more ventral, it was tem-

porarily retracted 0.4 mm dorsally at the same rate, before continuing down again. We

found this especially helpful to maximize the number of observed cells when imaging

in very deep regions. The skull-sleeve connection was then sealed with glue, and fur-

ther secured with adhesive cement. For multi region imaging, the two other GRIN lenses

were implanted in the same manner, with consideration to stereotactic hindrance from

each additional lens (First AM, then ACC, and finally HPC). A custom titanium head-

plate was glued to the skull using adhesive cement. Immediately following surgery, mice

were injected with 0.2mg/kg dexamethasone subcutaneously to reduce inflammation.
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8.3 Histology

Animals were deeply anesthetized with 5% isoflurane before transcardial perfusion with

ice-cold PBS and 4% paraformaldehyde in 0.1M PB. Brains were then post-fixed by im-

mersion for 24 hours in the perfusate solution followed by 30% sucrose in 0.1M PB at 4°C.

The fixed tissue was cut into 40 µm coronal sections using a freezing microtome (Leica

SM2010R), free-floating sections were stained with DAPI (1:1000 in PBST), and mounted

on slides with ProLong Diamond Antifade Mountant (Invitrogen). Images were taken

on a Nikon Inverted Microscope Eclipse Ti-E with a 4x/0.2 NA objective lens. Whole-

slide-images were stitched with NIS-Elements imaging software and further analyzed in

ImageJ and MATLAB.

8.4 Virtual Reality Behevior

8.4.1 Design

We used a custom built virtual reality environment, modified from a previously reported

version (Rajasethupathy et al., 2015). In brief, a 200-mm-diameter styrofoam ball was

axially fixed with a 6-mm-diameter assembly rod (Thorlabs) passing through the center

of the ball and resting on 90° post holders (Thorlabs) at each end, allowing free forward

and backward rotation of the ball. Mice were head-fixed in place above the center of

the ball using a headplate mount. Virtual environments were designed in the virtual

reality MATLAB engine ViRMEn (Aronov and Tank, 2014) . The virtual environment was

displayed by back-projection onto white fabric stretched over a clear acrylic hemisphere

with a 14-inch diameter placed 20 cm in front of the center of the mouse. The screen
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encompasses 220° of the mouse’s field of view and the virtual environment was back-

projected onto this screen using a Vamvo Ultra Mini Portable projector. The rotation of

the styrofoam ball was recorded by an optical computer mouse (Logitech) that interfaced

with ViRMEn to transport the mouse through the virtual reality environment. A National

Instruments Data Acquisition (NIDAQ) device was used to send out TTL pulses to trigger

the CMOS camera, laser for optogenetics, and the various Arduinos controlling tones,

odors, airpuff, lick ports. Additionally, the NIDAQ recorded the capacitance changes of

the lick port when licking occurred and the CMOS camera exposures to align lick rate

and neural recording/imaging to trial events.

8.4.2 Behavioral shaping

Starting approximately 3 weeks after mice recovered from surgery, they were put on a

restricted water schedule, receiving 1 mL of water in total per day. Body weight was

monitored daily to ensure it was maintained above 80% of the pre-restriction measure-

ment.

After a week of water deprivation, mice were habituated to the styrofoam ball for 2

days by receiving their 1 mL of water per day head-fixed. Then mice were put onto a

linear track (vertical gray bars) where water release was contingent on walking a short

distance to the outcome zone (white horizontal bars) where they received 5 seconds of

water delivery. Over the course of a session, and in subsequent days, the distance needed

to travel to enter the outcome zone increased. If a mouse took longer than 10 minutes to

receive their 1 mL of water on a given day, the distance needed to travel to get water was

repeated on the following day until they could reliably walk on the ball for water under 10

minutes. Once mice could walk down the full length of the linear track used in training,
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we introduced the inter-trial interval and a timer (5 seconds for photometry experiments,

8 seconds for optogenetics and single-cell imaging experiments) to encourage mice to

actively engage with the task. Once all mice from a cohort were able to complete at least

80% of initiated trials, training began.

8.4.3 Behavioral task

In the final version of the task that was used during photometry, optogenetics, and imag-

ing experiments, mice ran down a virtual linear track to reach an outcome zone and used

contextual cues presented along the track to predict the reinforcement they will receive

( 4ul of sucrose water or airpuff). At the beginning of the linear track, mice self-initiate

sessions by running through a start zone above a set speed of 12 cm/s, ( 20% of the ball

perimeter in a second). Visual, auditory, and olfactory cues were then presented in suc-

cession 1 second after one another. The visual cues consisted of blue stars or yellow trian-

gles designed within the ViRMEN GUI (Aronov and Tank, 2014) and presented along the

walls of the linear track. The auditory cues consisted of 5 KHz or 9 KHz tones outputted

by a thin plastic speaker (Adafruit) and olfactory cues consisting of alpha-pinene or oc-

tanol were diluted with mineral oil to 10% and released by a custom-built olfactometer.

Both auditory and olfactory cues were outputted by Arduino code under the control of

ViRMEN code. The cues for reward context were blue stars, 5KHz tone, and alpha-pinene

while the cues for aversive context were yellow triangles, 9KHz tone, and octanol. For

photometry experiments, all cues were turned off after 5 seconds into the context zone.

For optogenetics and single-cell imaging experiments, the cue zone was extended to last

8 seconds. Entry into the outcome zone was contingent upon running down a linear dis-

tance of 60 cm along the ball within the cue zone time limit. If that distance was not

reached, mice would be placed in a 5 second inter-trial interval proceeding the next trial.
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The outcome zone consisted of free access to 10% sucrose water presented by a lickometer

(reward context) or a 50ms airpuff presented by a pipette tip cut to a fine point 3 inches

away from the snout (aversive context). Both reinforcements were outputted by Arduino

code under the control of ViRMEN code. After the outcome zone mice were transported

to a 5 second inter-trial interval before starting the next trial.

Performance in the task was assessed by average speed (during the first 5 seconds in

cue zone) and average anticipatory lick rate (during the last 2 seconds in the cue zone)

for all reward and aversive context trials in a given session. Prior to training, mice were

given a “pre-exposure” session where they were exposed to each set of cues, with tap

water given upon reaching the outcome zone in both. They were then given 5 days of

training (referred to as T1-T5), where reinforcement was given in the outcome zone. For

the photometry experiment, mice began 5 minutes of retrieval sessions where no rein-

forcement is given on days 6, 13, 20, 27, 41, and 55 since training began. After each

retrieval session, mice underwent 8 trials of each context in a “retraining” session where

reinforcement was given again, to avoid memory extinction and loss of engagement in

the task. For the optogenetics and imaging experiments with early and remote retrieval

sessions, mice were tested with sessions consisting of 4 interspersed trials of each context

type (for a total of 12 trials), followed by a re-training session of the same length. For

experiments with only remote retrieval, mice received a single session again consisting of

4 trials of each context.

8.4.4 Modified behavior with three contexts

Mice undergo behavioral shaping as outlined above. During pre-exposure and training

days, a third low reward (LR) context with non-overlapping cues (green diamond visual
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cues, 11 kHz tone, and orange-scented essential oil diluted in mineral oil) was included

alongside high reward (HR) (same as “R” context in two-context task) and aversive (A)

contexts. Presentation was randomized. In low reward training trials, 10% sucrose wa-

ter was delivered through the lickport at a rate of 1 drop every second for five seconds.

No animal was given more than 1mL of sucrose on a given day, and each session con-

cluded after the completion of 8 trials per context. In SSFO excitation experiments, mice

were trained on the task as outlined above for 5 days, then moved onto retrieval sessions

on days 6 and 27. For multiple-region GRIN imaging experiments, mice had retrieval

sessions on days 6, 20, and 34. Like in other trials, mice exposed given brief re-training

sessions with reinforcement to minimize extinction.

8.4.5 Behavioral analysis

In all behavioral experiments, we assessed learning and memory recall by calculating a

normalized lick rate difference, which we refer to as the discrimination index (DI). The DI

was calculated as follows:

DI = (mean lick rate in reward context - mean lick rate in aversive context )/(mean lick

rate in reward context+mean lick rate in aversive context)

A DI of 1 therefore indicates perfect discrimination, while a DI of 0 indicates chance

performance. For training sessions, the lick rate was only calculated in the window of

time 4 seconds preceding the onset of the outcome zone. On retrieval sessions, we in-

cluded lick rates during the outcome zone, as no reinforcement is provided but mice still

expressed anticipatory licking behavior. Repeated measures ANOVA with Tukey’s post

hoc test was used to assess learning on later days by comparing to discrimination during

pre-exposure.
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8.5 Optogenetic inhibition of hippocampus

Mice were injected with AAV1-CaMKII-stGtACR2 bilaterally in HPC, while control co-

horts were injected with AAV1-CaMKII-mCherry. Cannulas were implanted directly

above the injection sites. After three weeks, mice underwent shaping as described above,

then moved onto training. For inhibition during training, light from a 470 nm laser (15

mW at fiber tip) was delivered through a mono fiber optic patch cord for 13 seconds (cue

zone followed by outcome zone) upon the animal entering the cue zone, throughout the

duration of training ( 15 minutes). For mice with optogenetic inhibition during retrieval,

we administered optogenetic stimulation throughout all retrieval sessions from the be-

ginning of cue zone entry to the end of outcome zone entry.

8.6 Chemogenetic inhibition of hippocampus and ACC

For chemogenetic silencing experiments, we injected AAV9-CaMKIIa-hM4D(Gi) (or

AAV9-CaMKII-mCherry for controls) bilaterally into either hippocampus or ACC. For

a week prior to the remote retrieval session, mice were habituated to handling and in-

traperitoneal injections of saline. A solution of clozapine N-oxide (CNO) was prepared at

a concentration of 0.5 mg/mL, and mice were injected at a dosage of 5 mg/kg. Behavioral

experiments were conducted 45 minutes after injection.
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8.7 In Vivo Multi Site Photometry Recordings

8.7.1 Photometry Setup

A custom multi-fiber photometry setup was built as previously (Kim et al. 2016). with

some modifications that were incorporated to increase signal to noise, detailed below.

Excitation of the 470 nm (imaging) and 405 nm (isosbestic control) wavelengths were pro-

vided by LEDs (Thorlabs M470F3, M405FP1) which are collimated into a dichroic mirror

holder with a 425 nm long pass filter (Thorlabs DMLP425R). This is coupled to another

dichroic mirror holder with a 495 nm long pass dichroic (Semrock FF495-Di02-25x36)

which redirects the excitation light on to a custom branching fiberoptic patchcord of five

bundled 400 mm diameter 0.22NA fibers (BFP(5)-400/430/1100-0.483-m-SMA-5xMF1.25,

Doric Lenses) using a 10x/0.5NA Objective lens (Nikon CFI SFluor 10X, Product No.

MRF00100). GCaMP6f fluorescence from neurons below the fiber tip in the brain was

transmitted via this same cable back to the mini-cube, where it was passed through a

GFP emission filter (Semrock FF01-520/35-25), amplified, and focused onto a high sensi-

tivity sCMOS camera (Prime 95b, Photometrics). The multiple branch ends of a branch-

ing fiberoptic patchcord were used to collect emission fluorescence from 1.25mm diame-

ter light weight ferrules (MFC-400/430-0.48-ZF1.25, Doric Lenses) using a mating sleeve

(Doric SLEEVE-ZR-1.25). The excitation is alternated between 405nm and 470nm by a

custom made JK flip flop which takes the trigger input from the sCMOS and triggers the

two excitation LEDs alternatively. Bulk activity signals were collected using Photometrics

data acquisition software, Programmable Virtual Camera Access Method (PVCAM).
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8.7.2 Photometry Recording

While mice performed the VR-based contextual discrimination task we recorded bulk

calcium signals from five regions: ACC, HPC, ANT, BLA, and ENT simultaneously. We

recorded at 18 Hz with excitation wavelengths alternating between 470 nm and 405nm,

capturing calcium dependent and independent signals respectively, resulting in an effec-

tive frame rate of 9 Hz.

8.7.3 Data Processing

For analysis, the images captured by the CMOS camera were post-processed using cus-

tom MATLAB scripts. Regions of interest were manually drawn for each fiber to extract

fluorescence values throughout the experiment. The 405-nm reference trace was scaled

to best fit the 470-nm signal using least-squares regression. The normalized change in

fluorescence (dF/F) was calculated by subtracting the scaled 405-nm reference trace from

the 470-nm signal and dividing that value by the scaled 405-nm reference trace. The true

baseline of each dF/F trace was determined and corrected by using the Matlab function

msbackadj, estimating the baseline over a 200 frame sliding window, regressing varying

baseline values to the window’s data points using a spline approximation, then adjusting

the baseline in the peak range of the dF/F signal.

In order to ensure signal fidelity, we excluded individual regional recordings with

poor signal-to-noise ratios. A Power Spectral Density (PSD) estimate was calculated for

each recording across the entire session. Because low fidelity signals are associated with

high frequency noise components (Figure A.2A), a noise estimate was calculated as the

PSD in the range of 0.25-0.5x the sampling rate. Peak-to-noise ratio (PNR) was calculated

by dividing the max dF/F of this PSD estimate. Plotting the distribution of all signal PNR
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revealed an empirically defined cluster of low PNR recordings below a value of 7 (Figure

A.2B), which accounted for 6.55% of all recordings, spread out across regions and days.

These were subsequently excluded from further analysis.

8.7.4 Bulk neural responses

The adjusted calcium signals from Photometry were aligned to task events (for example,

cue presentation, airpuff, lick rate, etc) in ViRMEn by time-stamping behavioral frames

captured through the NIDAQ. Photometry signals from all animals from a given region

were Z-scored across the entire session. The mean regional responses to task variables

(Figures 3C, 4A, and 4C), is the mean of these aligned Z-scored signals across all animals,

with s.e.m. calculated across all recorded trials. We then sought to quantify the difference

in temporal divergence activity patterns observed in either context. Such differences have

been previously described to be similar in magnitude whether mice learn a rewarding

and aversive context as to when they learn either in comparison to an otherwise neutral

context (Yadav et al., 2022) To calculate the differential response to context entry (Figure

4.4B), for each reward or aversive trial, we calculated the change in Z-scored signal from

0 to 2 seconds into the cue zone. For example, this differential signal may be significant

if, on average, the photometry signal in one context moves in either direction (more or

less positive) relative to the other context upon entry into the cue zone. To calculate the

differential anticipatory response (Figure 4.4D), the summed mean difference between

the signal across all reward and fear trials in the anticipatory window (2.5 seconds prior

to the end of the cue zone) was compared to the summed mean difference between the

signal across both trial types in the first half of the cue zone (0 - 2.5 seconds into the

control). This measurement would be significant if the relative difference in magnitude

of the context signals diverged as the mouse progressed from context entry toward the
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outcome zone.

8.7.5 Linear encoding model

We used a generalized linear model to estimate the encoding of various task parameters

by bulk neural activity in each recorded region. In our model, Z-scored dF/F is predicted

by a combination of external stimuli, trial-long events, and continuous behavior. External

stimuli include the trial-start zone, context-specific cues (reward/fear visual, auditory,

and olfactory cues), and training feedback (sucrose or air puff). The predictors for these

stimuli were generated by convolving the time course of each with a set of 6 gaussian

kernels of various sizes (2-σwidth ranging from 1 to 6 seconds, see figure below)

This was to allow for variability in the dynamics of neural responses. This range was

determined by assessing the distribution of calcium event widths across all mice and

regions (Figure A.3C and A.3D). The trial-long predictor, context identity of the current

trial, were either 1 or 0 for all time points in the trial. Continuous behavioral predictors

(speed, lick rate, and trial time) were input directly into the model. Finally, we included

an L2 penalty (ridge regression) to prevent overfitting. The full equation for the model
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was:

where F is dF/F for a given region, βki
S and Xki

S are the encoding weights and pre-

dictors, respectively, for gaussian kernel k and external stimulus i; βi
T and XiT are the

weights and predictors for the ith trial-long variables; and ε represents the error. We fit

the model on each session using 1000 rounds of 3-fold cross-validation, where the model

was trained on a random split of 80% of trials. Accuracy was assessed by calculating the

R2 between the predicted and true dF/F on the held-out trials, after concatenating across

each fold.

The proportion of variance explained for a given variable was calculated adapted from

previously described methods (Engelhard et al., 2019). Briefly, we first calculated the

explained variance of the full model, R2
f. Then, a partial model was built with a given

variable, i, excluded as a predictor and the variance explained for this partial model was

calculated R2
p,i. The contribution of the selected variable to the variables explained is then

calculated as: (1 – R2
p,i / R2

f)/ Σn
j=1(1 - R2

p,j / R2
f)

8.8 Optogenetic inhibition of AM Projections to ACC

Mice were injected with rgAAV-hSyn-Cre bilaterally in ACC and AAV1-hSyn1-SIO-

stGtACR2 bilaterally in AM for projection specific expression of GtACR2 in AM. Control

cohorts were injected with rgAAV-hSyn-Cre in ACC and AAV9-hSyn-mCherry in AM.

Optical cannulas were implanted directly above the injection sites. Mice were trained
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on our task as described above while light from a 470nm laser (15 mW at fiber tip) was

delivered through the cannulas during the cue and outcome zones of the track.

8.9 Contextual fear conditioning

Mice were injected with rgAAV-hSyn-Cre bilaterally in ACC and AAV1-hSyn1-SIO-

stGtACR2 bilaterally in AM for projection specific expression of GtACR2 in AM. Con-

trol cohorts were injected with rgAAV-hSyn-Cre in ACC and AAV9-hSyn-mCherry in

AM. Optical cannulas were implanted directly above the injection sites. On training day,

mice were placed in Context A for a total of 6 minutes while 470nm light was delivered

throughout. In that time, they received 4 interspersed foot shocks. Mice were subse-

quently tested without light the following day and after 3 weeks. Freezing behavior was

quantified as the percentage of time immobile in the first minute in Context A as recorded

by a near-infrared camera in the conditioning chamber.

8.10 Optogenetic activation of AM projections to ACC

Mice were injected with rgAAV-hSyn-cre bilaterally in ACC and pAAV-Ef1a-

DIOhChR2(C128S/D156A)-EYFP bilaterally in AM for projection specific expression of

SSFO in the AM. For RSP control mice, pAAV-Ef1a-DIOhChR2(C128S/D156A)-EYFP was

injected into RSP and rgAAV-hSyn-cre in ACC. For optical control mice, rgAAV-hSyn-Cre

was injected into ACC and pAAV-CAG-DIO-eYFP was injected into AM. Dual fiber op-

tic cannulas were implanted in AM or RSP for the respective cohorts. At the beginning

of each training session, a blue 470nm light was on for 5 seconds (at a power of 15 mW
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measured at the fiber tip). At the end of 30 minutes, or at the end of 10 completed trials

for each context (whichever came first), a secondary pulse of yellow light at 589 nm was

administered to deactivate the SSFO and return the membrane potential of transfected

neurons to resting values.

8.11 In Vivo Multi-Region Calcium Imaging

After surgical implants of GRIN lenses in ACC, HPC and AM, mice were given one month

to recover in their home cage. Mice were selected for behavior and imaging only if mul-

tiple clear transients were identifiable in all three regions 3 weeks post surgery.

Microscope A bundle of three imaging fibers with individual diameters of 0.6mm and

core-to-core distance of 3.3 µm (Myriad Fibers, FIGH-30-650s) was coupled to the imaging

objective (Nikon, CFI Fluor 10X, NA=0.5). The objective path was then passed through a

dichroic filter (Semrock FF01-520/35-25) and then frame-projected through a 165mm focal

length tube lens (Zeiss) onto the CMOS camera (Photometrics Prime 95B). The excitation

arm consists of a 473 nm laser (OptoEngine, BL-II-473/1 100mW) coupled to a collimator

(Thorlabs, F230FC-A). A 50 mm lens was then used to focus the beam through an dichroic

mirror (Semrock, FF495-Di02-25x36) onto the back focal plane of the objective. The path

was manually aligned to ensure uniform illumination of the three fiber bundles. The laser

power was adjusted so that 0.25 mW was emitted, measured at the end of each fiber tip,

in order to minimize photobleaching over multiple extended recording sessions.
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8.11.1 Optical Characterization:

Point spread function estimation: Five microliters of stock solution 0.2-µm-diameter flu-

orescent beads (Invitrogen, FluoSpheres Sulfate Microspheres, 0.2 µm, yellow-green flu-

orescent (505/515)) was mixed in a solution of 1.5% aqueous agarose (Sigma). This mix-

ture was then poured onto a glass-bottomed petri dish and was allowed to solidify at

room temperature. A single imaging fiber was held above the dish and manually low-

ered using a linear translation stage (Thoralbs, MT1A) and used to acquire images of the

illuminated beads at 5 µm intervals (Figure A.5A). Intensity along X, Y, and Z dimensions

were quantified using ImageJ. Linear resolution: A single fiber was used focused above a

standardized 1951 USAF Resolution Test Target (Thorlabs). After acquiring, the smallest

pair of three lines was identified and linear intensity quantified in ImageJ (Figure A.5B).

8.11.2 SNR comparison

To ensure that the use of multiple fiber cores did not diminish the SNR of recorded Ca2+

transients in vivo, a single mouse was injected with AAV1-CaMKIIa-GCaMP6f in ACC

and a 0.6mm GRIN lens (Inscopix) was implanted 0.2mm above the injection site, as de-

scribed above. After 3 weeks, the mouse was head fixed and imaged using our fiber

bundle system at 34 Hz over 5 minutes. The mouse was then imaged through the same

objective and imaged with a CMOS camera placed in the widefield path of a Bruker mi-

croscope, illuminated with the same laser power and wavelength (0.25 mW, 473nm) again

for five minutes. Individual sources were extracted and registered across the fiber bun-

dle and the standard widefield recordings (Figure A.5C, top; see Data Acquisition Post-

processing). Recordings of the same cells were overlaid and qualitatively appeared to be

similar in quality (Figure A.5C, bottom left). Peak-to-noise ratio was calculated for each
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cell for each imaging method and found to be quantitatively similar (R = 0.61) (Figure

A.5C, bottom right).

8.11.3 Image acquisition

Prior to each session, mice were headfixed and each GRIN lens was carefully cleaned with

70% ethanol. Custom 3D printed adaptors were first affixed to each lens, and then fibers

were manually adjusted vertically while acquiring images until cells were maximally fo-

cused. Because both the fibers and lenses had the same diameter of 0.6mm, the design

of the adaptors ensured that minimal horizontal adjustments were required to attain the

same field-of-view across multiple recordings. Images were collected during behavior

at 34 Hz (exposure time 17 ms) using the Photometrics data acquisition software, Pro-

grammable Virtual Camera Access Method (PVCAM) at a resolution of 920 pixels/mm.

8.11.4 Paired Optogenetic Inhibition during training and GCaMP

imaging during retrieval

During training, bilateral optogenetic inhibition of AM was paired with GCaMP6f imag-

ing through a unilaterally-placed GRIN lens in the ACC (Figure A.7A) during train-

ing sessions, using our previously described fiber bundle microscope. Inhibition was

achieved with a 473 nm laser (OptoEngine) via a mono fiber patch cord with a minimum

power of 15 mW, and was targeted through the bilateral implanted cannulas in AM for

the entire time the mouse was in the cue zone (8 seconds). Imaging was performed during

the pre-exposure session, R6 and R27 sessions. Imaging laser power was maintained at

0.25 mW to minimize distal inhibition of GtACR. To validate expression and observe the
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online effects of AM inhibition on ACC neural activity, an additional recording session

was performed after the first pre-exposure session, where imaging was paired simulta-

neously with inhibition. The mouse was head-fixed in the behavior box in the dark, and

eight separate 8-second optogenetic laser pulses occurring 30 seconds apart were deliv-

ered while imaging occurred concurrently through the GRIN lens (Figure A.9B).

8.11.5 Source extraction

Each field of view was cropped and motion-corrected using NoRMCorre (Pnevmatikakis

and Giovannucci, 2017). A combination of custom scripts and existing packages for 1-

photon excitation source extraction (CNMF-E, Zhou et al., 2018) were used to identify

and isolate individual cell ROIs and dF/F signals from all three regions separately. Cell

identification was verified by manually validating every extracted source. Cell registra-

tion across sessions was performed with a combination of custom scripts and existing

packages (Cell Reg, Sheintuch et al., 2017).

8.11.6 Calculation of single cell dF/F and transient identification

For each cell detected via automated source extraction, a normalizedΔF/F was calculated

and individual Ca2+ transients were identified as previously described (Rajasethupathy

et al., 2015). Briefly, ΔF/F was defined as: (F - Fbaseline)/Fbaseline, where F is the raw

output (“C raw”) from the CNMF-E algorithm, and where Fbaseline is the baseline fluo-

rescence, calculated as the mean of the fluorescence values for a given cell, continuously

acquired over a 20 s sliding window to account for slow time-scale changes observed in

the fluorescence across the recording session. For all analysis, this dF/F was then normal-
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ized by z-scoring the entire time series across a session. To identify statistically significant

transients, we first calculated an estimate of the noise for each cell using a custom MAT-

LAB script, with a previously described method. In essence, we identified the limiting

noise cutoff level for a given cell using time periods that are unlikely to contain neural

events, and then defined a transient as significant if it reached above at least 3σ of this es-

timated noise level. A custom MATLAB script using the function findpeaks was used to

identify any remaining obvious tranisnets not identified by this method (typically when

multiple transients occurred in rapid succession). Additional specifications required tran-

sients to persist above this noise level for at least 300 ms (roughly twice the duration of the

half-life decay time of GCaMP6f). The transient duration was defined as the first and last

frames where the dF/F reached 3σ. The value of dF/F was set to zero outside the duration

of every identified transient to minimize effects of residual background fluorescence.

8.11.7 Regional context discrimination

To determine the extent to which population activity from regional single-cell recordings

could represent contextual information on a given day, we used a linear support vector

machine (SVM) to separate population activity between high reward and aversive con-

texts. First, we aligned the dF/F from every recorded cell from a region and/or exper-

imental condition (for the inhibition and imaging experiments) to the onset of each cue

zone of both contexts on each trial. At every frame, the input is an T x N matrix where

T is the total number of trials, and N is equal to A nc,r where A is the total number of

animals for that day and condition, nc,r is the number of cells for that region and ses-

sion. The target output at every frame was a T x 1 vector with the context label. An SVM

was trained to predict context on each frame from 2 seconds before the cue zone onset

until 5 seconds after, using 10-fold cross-validation using the MATLAB function fitcsvm
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to calculate model accuracy. The SVM identifies a hyperplane that maximally separates

the neural responses between high reward and aversive contexts. The perpendicular to

this hyperplane was calculated using coefficients from the model (model.Beta in fitcsvm

in MATLAB). For measuring distances between contexts by region (Figure Sx), we cal-

culated the average distance along this perpendicular line, normalized to the baseline

distance at zero seconds. For quantifying discrimination during the inhibition and imag-

ing experiments, we selected the maximum value achieved by the decoder at any point

in the 8 second cue zone (Figure 7B and 7C).

8.11.8 Correlations

To calculate cell-to-cell correlations (either inter- or intra-regional), we calculated Pear-

son’s R for each pair of time series. To minimize unwanted correlations that may occur

from long-tailed Ca2+ transients, we only included the dF/F values from a cell during the

rise time and one second after the peak for each transient. We defined the transient rise as

the frames from when the dF/F value first rises above the noise threshold (see Calculation

of single cell dF/F and transient identification) until the frame when the dF/F reaches a

maximal value within the identified transient time window. The rest of the time series

was set to zero. When correlations were calculated for a given context (i.e., high reward

correlations), the time series for each cell was concatenated to only include the frames that

were captured during the cue zone for that context. For calculating correlations of HR-

tuned cells, the cue zones of both contexts were concatenated before calculating Pearson’s

R.

A cell pair was defined as highly-correlated if R>0.3. Correlation network graphs

were displayed using the MATLAB function graph with a line connecting correlated
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cells, and the layout set to force-directed. Best match correlation was defined as the

maxmimum R value achieved for a given cell in one region when correlated to cells in

another region or with other cells in that same region. To measure the distribution of in-

terconnectedness within a region during a recording session, we calculated the number of

intra-regional correlated cell pairs achieved by each cell (network degree/cell) and then

normalized by dividing the total number of cells in that recording. When selecting cells

that were highly correlated with cells in a different region (AM – ACC or HPC – ACC),

we selected cells from the top 5% R-values from each intra-regional cell pair on that day.

Chance distributions for Figure 6K were calculated by randomly selecting the same num-

ber of cells as there are red cells from the network graph and re-calculating the number

of highly correlated cell pairs per cell 1000 times. Significance corresponds to a propor-

tion of the distribution outside of the 95% percentile of this chance level. Distributions

include values from all cells from all animals within a given region and/or experimental

condition.

8.11.9 Single cell contextual tuning

To calculate the tuning of an individual cell to the high reward over the low reward con-

text for a given session we calculated the difference in number of significant transients

occurring during the cue zone in concatenated high reward trials and low reward trials,

each normalized by the total time spent in the cue zone. Thus the units are events/second

and a positive value corresponds to increased average event rate in the high over the low

reward context. For each cell, we also calculated a “shuffled” tuning, where the time

between transients across the entire session was randomly shuffled and tuning was re-

calculated for a given cell a total of 1000 times. A cell was considered high reward-tuned

if the magnitude of its un-shuffled tuning was at least 1 standard deviation above its
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shuffled distribution of tunings.

8.12 Statistical Analyses

Sample sizes were selected based on expected variance and effect sizes from the existing

literature, and no statistical methods were used to determine sample size a priori. Prior to

experiments being performed, mice were randomly assigned to experimental or control

groups. The investigator was blinded to all behavioral studies. Data analyses for calcium

imaging (in vitro and in vivo datasets) were automated using MATLAB scripts. Statisti-

cal tests were performed in MATLAB 2017a, 2021b, or Graphpad Prism. Animals were

excluded from experiments using the following criteria: For all behavioral experiments,

mice were excluded if by T5, they had a greater rate of anticipatory licking in the aversive

condition compared to reward conditions (indicating they had not properly learned the

task).
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Figure A.1 | Individual mouse performance and speed contextual discrimination.
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Figure A.1 (A) Lick rate modulation of mice implanted with GRINs in reinforced and
probe trials, n=16 mice, (A. Virtual reality linear track design showing starting position
of the mouse for each phase of the shaping protocol. Plots for three representative mice
during shaping showing percentage of trials complete, time (s) spent prior to engage-
ment, speed (z-score) during engagement, and anticipatory lick rate (Hz) upon entry to
outcome zone. (B) Raster of individual trials and plot of trial averages. Speed prior to
and during cue zone. Data in heatmaps are normalized to peak speed in the trial. N=5
mice. (C) Average speed in cue zone in each context during preexposure, training, and
weekly retrieval sessions throughout consolidation. N=5 mice, ***p<0.001 for speed, Two
way ANOVA with repeated measures, data are mean ± s.e.m. (D)Anticipatory lick rate
(Hz) prior to outcome zone in reward trials at the start of each training session (light
blue) is comparable to that of the remainder of the trials in that session (dark blue). Also
shown is lick rate on retraining sessions between reward (dark blue) and aversive (or-
ange), following each retrieval session, which have comparable behavioral performance
to training sessions. N=5 mice, ***p<0.001, Two way ANOVA with repeated measures,
data are mean ± s.e.m. (E) Speed (z-score) and lick rate (Hz) in cue zone between reward
and aversive, shown individually for each mouse for preexposure and training day 5.
***p<0.001, unpaired t-test, data are mean ± s.e.m. (F) Quantification of discrimination
between reward and aversive anticipatory lick rates per mouse when 1, 2 or 3 cue modal-
ities are presented after training day 5. N=4 mice. *p<0.05 between 1 cue and 3 cues,
Dunn’s multiple comparison, data are mean ± s.e.m.
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Figure A.2 | Hippocampus place cell activity and histology for ACC and HPC optoge-
netic cohorts. (A) Recorded dF/F from hippocampal cells (see Methods, In Vivo Multi-
Region Calcium Imaging) binned by location on the virtual track. (B) Proportion of cells
exhibiting spatially-tuned responses, as defined by mean dF/F on the track when binned
by spatial location exceeding one standard deviation above mean dF/F during the inter-
trial interval (n=3 mice) (C) Coronal sections from animals virally injected with AAV1-
CamKii-stGtACR2 bilaterally in HPC. White tracts denote location of fiber optic implants.
DAPI is shown in blue and stGtACR2 in red. Scale: 1mm. (D) Schematic showing light
for optogenetic inhibition was delivered during cue and outcome periods of the trial.
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Figure A.3 | TRIO tracing and signal-to-noise of photometry data. (A) Strategy for trans-
synaptic tracing of input to AM-ACC neurons. CAV-cre was injected into ACC along
with AAVs expressing Cre-dependent TVA–mCherry (TC)/rabies glycoprotein (G) into
AM, followed by glycoprotein deleted and GFP-expressing rabies viruses (RVdG). Ex-
pression in mammillary bodies (MM) is shown. Scale: 1mm or 200um for inserts. (B)
Left: Examples of a photometry recording with a high (black) or low (gray) peak-to-noise
ratio (PNR). Right: The high PNR recording consists of high amplitude, low-frequency
fluctuations lasting several seconds, while the low PNR recording consists of sharp, high-
frequency fluctuations.(C) Distribution of PNR for all recording sessions, and empirically
selected noise threshold shown in red. (D) Total number of recordings (i.e., number of
mice) included from each region and for each session in the final analyses.
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Figure A.4 | Event rates and regression data for photometry signals. (A) Mean full-
model R2 calculated for photometry recordings from each region during training (see
methods). N=7 mice. Data are mean ± s.e.m. (B) Example photometry signal demonstrat-
ing large, slow calcium events lasting tens of seconds. (C) Distribution of all photometry
signal event durations from ANT on the first (T1) and last (T5) day of training. N=7
mice. (C) Mean calcium event width across mice for each region and recording session.
N=7 mice. Data are mean ± s.e.m. (E) Photometry signals (dF/F, z-score) and behavioral
variables speed (z-score) or lick rate (Hz) aligned to cue zone or outcome zone entry, re-
spectively for day 3 of training (T3). N=7 mice, dark lines and shaded regions represent
mean ± s.e.m.
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Figure A.5 | Histology and retraining behavior for optogenetic cohorts.
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Figure A.5 (A) Coronal sections from animals virally injected with rgAAV-hSyn-Cre bilat-
erally in ACC and either AAV1-SIO-stGtACR2-FusionRed or AAV1-DIO-mCherry bilat-
erally in AM. White tracts denote location of fiber optic implants. Insert is a zoomed in
image of viral expression. DAPI is shown in blue and mCherry or stGtACR2 is shown in
red. Scale: 1mm or 200um for insert. (B) Coronal sections from animals virally injected
with rgAAV-hSyn-Cre bilaterally in ACC and either Ef1a-DIO-SSFO-EYFP or hSyn1-DIO-
eYFP bilaterally in AM or Ef1a-DIO-SSFO-EYFP bilaterally in retrosplenial cortex (RSP).
White tracts denote location of fiber optic implants. Insert is a zoomed in image of viral
expression. DAPI is shown in blue and YFP or SSFO is shown in yellow. Scale: 1mm or
200um for insert. (C) Behavioral data from AM-to-ACC inhibition during training exper-
iment, quantifying performance on each retraining session following retrieval for all mice
in Figures 5A-D, shown as lick rate differences (Hz) in reward vs aversive contexts. N=12
mice for mCherry vs 10 mice for stGtACR2, all p>0.05, unpaired t-test. Individual data
points shown, as well as mean ± s.e.m.
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Figure A.6 | Optogenetic perturbations of AM-ACC activity without recent retrieval
and retraining.
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Figure A.6 (A) Schematic of experimental design: stGtACR2-based optogenetic inhibition
during training (T1-T5), followed by a test of remote (R27) memory. Light was delivered
during cue and outcome periods of the trial.(B,C) Injection strategy for targeting antero-
medial thalamus (AM) projections to ACC (AM-ACC) in mCherry control and stGtACR2
opsin cohorts. Raw lick traces in each context on training day 5 and remote retrieval ses-
sions. (D) Quantification of discrimination between reward and aversive lick rates per
mouse on preexposure, training day 5, and remote retrieval sessions; mCherry (AM-ACC
no opsin control, N=10), GtACR (AM-ACC with opsin, N=9). ****p<0.0001 for mCherry
between preexposure and remote, one-way repeated measures ANOVA with post-hoc
Tukey’s multiple comparison test. Individual data points shown, with mean ± s.e.m. (E,F)
Injection strategy for targeting AM projections to ACC in YFP control and SSFO opsin co-
horts. Raw lick traces in each context on training day 5 and remote retrieval sessions.
(G) Quantification of discrimination between low reward (LR) and aversive (A) contexts
on preexposure, training day 5, and remote sessions for each cohort; YFP (no opsin con-
trol, N=10); SSFO (AM-ACC SSFO excitation, N=6). *p<0.05 for YFP and SSFO cohorts
between preexposure and remote, one-way repeated measure ANOVAs with post-hoc
Tukey’s multiple comparison tests. Individual data points shown, with mean ± s.e.m.
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Figure A.7 | Fiber bundle microscope characterization, in-vivo imaging histology and
behavior. (A) Projections and quantification of a three-dimensional stack of observed
fluorescence from a sub-resolution fluorescent microbead acquired using the fiber bun-
dle microscope. (B) Left: Fiber bundle-acquired image of a USAF imaging target. Right:
Quantification of intensity along the group with the finest resolved spatial frequency. (C)
Top: Snapshot of an in vivo recording of ACC with the fiber bundle microscope (left)
and a standard widefield microscope (right), with registered cells circled in green. Bot-
tom left: Overlayed dF/F time series from 5 example cells recorded with the two micro-
scopes. Bottom right: Comparison of estimated Peak-to-Noise ratio (from CNMF-E) of
each cell plotted against itself from the two methods. (D) Brain histology from a repre-
sentative mouse in the 3-way multi-region imaging cohort showing GCaMP6f expression
and GRIN lens implantation site in ACC, HPC, and AM. Scale: 1mm. (E) Spontaneous
event rate of GCaMP6f-expressing neurons as a function of baseline fluorescence intensity
in each region. N=3 mice. Dotted line: best fit line. Lack of correlation suggests that cal-
cium buffering (i.e., increasing levels of baseline GCaMP) in these regions does not affect
physiological event rates. (F) Discrimination between high reward (HR) or low reward
(LR) and aversive (A) contexts. N=3 mice. *p<0.05 for HR between preexposure and
remote, one-way repeated measure ANOVA with post-hoc Tukey’s multiple comparison
test. Individual data points shown, with mean ± s.e.m.
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Figure A.8 | Cross-region event rates, functional correlations, and synchronous activity.
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Figure A.8 (A) Event rate (transients per second) of ACC cells which are highly correlated
to AM cells (red, top 5%), and all remaining ACC cells (blue) during context-specific cue
zones in the task. For “running” or “licking”, transients are counted any time run speed
or licking, respectively, are greater than zero. N=all cells from 5 mice. Data are mean ±
s.e.m. (B) Same as A.6A, but for the AM cells identified in the top 5% highly correlated
AM-to-ACC pairs, compared to all remaining AM cells. N=all cells from 5 mice. Data
are mean ± s.e.m. (C) Cumulative distribution of the best match correlation of HPC cells
paired with AM cells across days (left) and ACC cells paired with HPC cells (right). N=5
mice. p>0.05, two-sample KS test between R6 and R20. D. Left: Cue-zone-aligned mean
z-scored dF of all ACC cells on R20 not correlated to an AM cell (n=242 cells). Right: mean
response of these same tracked ACC cells on R34. (E) Cue-zone-aligned mean z-scored
dF of all HPC cells on R20 (n=518 cells). Bottom left: Mean z-scored response of ACC
cells which form highly correlated pairs with at least one HPC cell (n=171, cells across
3 animals. Bottom right: mean response of these same tracked ACC cells on R34. (F)
Distribution of tuning for ACC cells correlated to at least one HPC cell on the previous
recording session compared to the tuning of all remaining cells. The difference was not
significant on R34, R20 or R6. (G) Top: Example from one animal of undirected network
graphs of ACC cell correlations (Lines are Pairwise Pearson>0.3) in the reward context
across days with ACC cells most correlated with HPC cells (top 5%) shown in red (see
methods). Bottom: Distribution of proportion of pairwise correlations in ACC for red
cells and blue cells, compared to chance shown in black (see methods). N=5 mice, Shaded
area represents 95% confidence interval around chance distribution.
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Figure A.9 | Histology and characterization of paired inhibition and imaging cohort,.
(A) Brain histology from a representative mouse undergoing paired inhibition (AM-to-
ACC) and imaging (ACC). Coronal sections show GCaMP6f expression and GRIN lens
implantation site in ACC, and stGtACR2-FusionRed expression and fiber optic tracts in
AM. Insert is a zoomed in image of viral expression. DAPI is shown in blue, GCaMP6f
is shown in green, and stGtACR2 is shown in red. Scale: 1mm or 200um for insert. (B)
Percentage of cells having a significant transient event at every frame, averaged across
mice, for mCherry and stGtACR2 cohorts. Red denotes time points with synchronous
firing greater than 1 s.d. above the mean across 8 pulses. Purple highlights duration
of laser on (470nm) for stGtACR2 activation. (C) Discrimination between reward and
aversive contexts. ***p<0.001 for mCherry between preexposure and remote, one-way
repeated measure ANOVA with post-hoc Tukey’s multiple comparison test. Individual
data points shown, with mean ± s.e.m.
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tive suppression of hippocampal ripples impairs spatial memory. Nature neuroscience,

12(10):1222–1223.
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a lasting structural trace in cortical circuits. Nature, 457(7227):313–317.

Holscher, C., Schnee, A., Dahmen, H., Setia, L., and Mallot, H. A. (2005). Rats are able to

navigate in virtual environments. Journal of Experimental Biology, 208(3):561–569.

Ito, H. T., Zhang, S.-J., Witter, M. P., Moser, E. I., and Moser, M.-B. (2015). A

prefrontal–thalamo–hippocampal circuit for goal-directed spatial navigation. Nature,

522(7554):50–55.

Jankowski, M. M., Ronnqvist, K. C., Tsanov, M., Vann, S. D., Wright, N. F., Erichsen, J. T.,

Aggleton, J. P., and O’mara, S. M. (2013). The anterior thalamus provides a subcortical

circuit supporting memory and spatial navigation. Frontiers in systems neuroscience, 7:45.

Jay, T. M., Thierry, A.-M., Wiklund, L., and Glowinski, J. (1992). Excitatory amino acid

pathway from the hippocampus to the prefrontal cortex. contribution of ampa recep-

tors in hippocampo-prefrontal cortex transmission. European journal of neuroscience,

4(12):1285–1295.

Joo, H. R. and Frank, L. M. (2018). The hippocampal sharp wave–ripple in memory re-

trieval for immediate use and consolidation. Nature Reviews Neuroscience, 19(12):744–

757.

109



Chapter B – Bibliography

Juavinett, A. L., Bekheet, G., and Churchland, A. K. (2019). Chronically implanted neu-

ropixels probes enable high-yield recordings in freely moving mice. Elife, 8:e47188.

Kapur, N. (1997). How can we best explain retrograde amnesia in human memory disor-

der? Memory, 5(1-2):115–130.

Keene, C. S. and Bucci, D. J. (2008). Contributions of the retrosplenial and posterior pari-

etal cortices to cue-specific and contextual fear conditioning. Behavioral neuroscience,

122(1):89.

Kim, C. K., Yang, S. J., Pichamoorthy, N., Young, N. P., Kauvar, I., Jennings, J. H., Lerner,

T. N., Berndt, A., Lee, S. Y., Ramakrishnan, C., et al. (2016). Simultaneous fast measure-

ment of circuit dynamics at multiple sites across the mammalian brain. Nature methods,

13(4):325–328.

Kim, J. J. and Fanselow, M. S. (1992). Modality-specific retrograde amnesia of fear. Science,

256(5057):675–677.

Kitamura, T., Ogawa, S. K., Roy, D. S., Okuyama, T., Morrissey, M. D., Smith, L. M.,

Redondo, R. L., and Tonegawa, S. (2017). Engrams and circuits crucial for systems

consolidation of a memory. Science, 356(6333):73–78.

Konorski, J. (1948). Conditioned reflexes and neuron organization.

Korsakoff, S. S. (1887). Disturbance of psychic function in alcoholic paralysis and its

relation to the disturbance of the psychic sphere in multiple neuritis of non-alcoholic

origin. Vestnik Psichiatrii, 4(2):1–102.

Korsakoff, S. S. (1889). Etude médico-psychologique sur une forme des maladies de la
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