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6]. In these vignettes, we also analyzed the effects of using 
different health persuasive framings (gain or loss) in com-
bination with an ethical decision, in which the healthcare 
agent has accepted the patient decision to refuse medica-
tion (respecting the patient autonomy) or has not accepted 
(by prioritizing the beneficence and nonmaleficence of the 
patient health). These principles have also been considered 
the most relevant in bioethics [7]. The autonomy principle 
refers to respecting the patient’s right to freely control his/
her own health outcomes, whereas the beneficence principle 
involves the healthcare actions intended to maximize the 
patient’s health, and nonmaleficence refers to the duty to 
not cause harm nor impose risks of harm to patients [7, 8]. 
In our study, we combined the beneficence/nonmaleficence 
principles, since not accepting the patient’s refusal to take 
medication is expected to lead to health benefits and the 
avoidance of harm [7].

Our study extends previous research [9], focusing on a 
potential healthcare situation in which a patient refuses to 
take medication. We tested how different health framing 
messages to persuade patients to take medication in combi-
nation with distinct ethical decisions impact people’s moral 

1 Introduction

Imagine that you are responsible for the healthcare of a 
patient who refuses to take medication. Would you accept or 
decline the patient’s decision? Would you try to persuade the 
patient to take medication by framing your argument about 
the health gains of taking the medication or the health losses 
of refusing the medication? What if the health caregiver was 
a socially assistive robot? To explore these questions, we 
developed a set of vignettes with different solutions to this 
dilemma and asked participants to judge a healthcare agent 
(human or robot) regarding the moral acceptance of her/
its behavior, attributions of moral responsibility, warmth, 
competence [1, 2], and trustworthiness [3, 4] attributes, 
which are considered central for healthcare interactions [5, 
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judgments and perceptions of the healthcare agent traits 
(warmth, competence, trustworthiness).

1.1 Artificial Intelligence & Social Robots in 
Healthcare

The field of Artificial Intelligence (AI) is concerned with 
understanding and building intelligent machines, capable of 
estimating how to act effectively and safely in a wide variety 
of situations [10], including healthcare settings, in which AI 
is expanding into areas such as treatment selection, patient 
monitoring, and targeting drug prioritization at the support 
level. There is the prospect that automation in medicine 
may increase productivity by streamlining human routines 
and decisions [11], and that robots will be used in this field 
and will soon be able to operate fully autonomously [12]. 
Robots are embodied agents that can be equipped with pro-
cessors, sensors, and effectors (e.g., legs, wheels, claws) to 
be able to operate in the environment, manipulate the physi-
cal world and perform tasks [10]. In addition, social robots 
can be equipped with AI to interact socially with humans 
through features such as recognition of emotional prototypi-
cal configurations, social learning, imitation, verbal, and 
nonverbal communication [13]. Some authors have sug-
gested that routine healthcare requiring only standardized 
procedures could be better performed by a robot [14], while 
others have also pointed out that nurses might be replaced 
by social humanoid robots with AI, taking over prediction 
and prescription in healthcare [15]. There is also evidence 
that the physical presence of a social robot can have a social 
facilitation effect [16].

The systematic review by Esterwood and Robert [17] 
suggests that studies investigating how robots in health-
care settings are perceived tend to focus on performance, 
acceptance, and social/emotional outcomes, while percep-
tions of a robot’s traits or anthropomorphism have been less 
examined. Thus, focusing on how humans perceive robotic 
traits by also considering the context and the tasks they were 
programmed to perform are relevant because this may bring 
insights for design recommendations. Some authors rec-
ognize that performing nursing activities requires specific 
human attributes, such as feelings of concern, sympathy, 
and empathy [15], but other authors sustain that technol-
ogy already simulates such attributes, by building robots 
with theory of mind that enable them to express feelings 
[for a review [18]]. In this sense, it is possible that embod-
ied robots may represent a new ontological category [19], 
based on the idea that people tend to ascribe attributes such 
as mental states, sociability, and even moral traits to embod-
ied robots. Thus, will people attribute warmth, competence, 
and trustworthiness to robots in healthcare as they do to 
human beings?

1.2 Agent-Patient Relationship in Healthcare, 
Bioethics and Adherence

Interventions to encourage patient adherence to medical 
recommendations are the most likely path to positive patient 
outcomes. However, there is a great variability in medical 
diagnosis and therapeutic interventions which may lead 
patients eventually to non-adherence to prescribed medi-
cations. Non-adherence to medication is often related to 
patients not following the complete prescribed regiment or 
not taking the medication in the proscribed dosage, with the 
consequence of not receiving full benefits [20], such as the 
cases of chronic patients, who are often the beneficiaries of 
home healthcare [21].

Indeed, patients seem to be taking more active roles [20, 
22] in their treatments, which also raises new concerns about 
some of the ethical dilemmas in healthcare practice, such 
as the case between autonomy and beneficence/nonmalefi-
cence [8]. The conflict with the principles of beneficence/
nonmaleficence arises when the duty of respect for auton-
omy may result in harm, or lack of benefit, to the health of 
the person in reference.

The communication between healthcare agents and 
patients and the role each plays in decision-making may 
impact the patient’s health outcomes. Between healthcare 
agent and patient, there are three relationship types: pater-
nalism, mutuality, and consumerism. Paternalism is the par-
adigm in which the healthcare agent makes most decisions, 
whereas in mutuality the healthcare agent and the patient 
have a balanced status in decision-making. In contrast, in 
consumerism the decision-making is the sole responsibility 
of the patient [20]. These relationship models (paternalism, 
mutuality, and consumerism) may have implications for the 
judgement of moral acceptance and attribution of respon-
sibility, especially regarding the authority status vis-à-vis 
the ethical principles of respect for autonomy and benefi-
cence/nonmaleficence. Thus, a central problem in bioeth-
ics is whether the respect for the patient autonomy should 
take priority over beneficence and/or nonmaleficence for 
those patients. To solve some ethical dilemmas, healthcare 
professionals must follow to the ethical code of conduct of 
their profession and take an Oath stating that they will fol-
low their professional ethical standards. Doctors take the 
Hippocratic Oath, and nursing schools in many countries, 
including Portugal and Brazil, take the Florence Nightin-
gale Pledge [23, 24], whose values include the interests of 
patients over medical orders [25]. The International Coun-
cil of Nurses (ICN) has also developed the ICN Code of 
Ethics for Nurses which defines and guides nurse’s ethical 
decision-making practices worldwide [26]. In particular, 
according to the autonomy principle, patients have the right 
to make decisions about their medical care, including the 
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refusal of any type of medical treatment; thus, nurses should 
respect their choices and not attempt to go against their will. 
However, nurses should also consider if the patient has 
cognitive or affective impairments that might compromise 
his/her capacity to make decisions, suggesting that self-
determination may not be absolute in all cases. In addition, 
nurses should provide the information needed to allow any 
patient to make the best decision [26]. According to the 
guidelines of the National Institute for Health and Clinical 
Excellence on medication adherence, non-adherence should 
be recognized as a very common phenomenon [27]. More-
over, information about the risks and benefits of the patient 
choices should be provided by the healthcare, and shared-
decision making is very valued by patients [27]. Therefore, 
effective communication between healthcare professionals 
and patients is considered very important to address these 
situations.

One approach to communication in healthcare is the 
message framing perspective, proposed by Rothman 
and Salovey [28]. Gain framed messages emphasize the 
advantages of compliance, whereas loss-frame messages 
highlight the disadvantages of non-compliance. Message 
framing draws from the framework provided by prospect 
theory [29], suggesting that in low-risk situations potential 
gains can be more motivating than potential losses, whereas 
in situations involving high-risk, potential losses may be 
more motivating. Translating this to health, behaviors about 
enhancing or maintaining health (preventive behaviors) 
should be easier to promote with messages highlighting 
potential gains and benefits. On the other hand, behaviors 
that lead to stopping or reducing health problems (detec-
tion behaviors) should be easier to promote with messages 
emphasizing potential losses. However, the findings of meta-
analytic reviews showed a more complex picture. Although 
meta-analytic studies found that gain messages were better 
at promoting prevention behaviors [30], and in some stud-
ies loss messages better promoted detection behaviors [31], 
the results also seem to depend on specific health-domains 
[30], the outcome measure (e.g., behavioral intention, actual 
behavior) [32], and, in general, the effect sizes have been 
small. Empirical studies have also shown that individuals’ 
choices, when faced with messages in a setting involving 
some gain, are generally oriented toward the safer alterna-
tive, whereas a setting involving some loss tends to evoke 
a riskier option. Furthermore, a given loss may be weighted 
by individuals as more significant than an equivalent gain, 
that is, people’s response and displeasure associated with 
potential losses may be greater than the pleasure and reac-
tion in the face of the likelihood of similar gains, a principle 
known as risk aversion [29]. Thus, it will be important to 
investigate the perceived judgments of a healthcare agent 

when using a persuasive gain versus a loss framed argument 
to a patient who explicitly does not want to adhere to pre-
scribed medication.

The ethical virtue theory sustains that the agent’s attri-
butes are important to identify and perform morally correct 
actions [8]. The importance of how individuals perceive cer-
tain attributes of another individual has also been highlighted 
by the stereotype content model [1, 2], which emphasize 
two dimensions: warmth and competence. Indeed, among 
the traits more frequently studied, the attributes associated 
with warmth (e.g., sensibility, patience) and competence 
have been considered the most relevant. Dai and MacDor-
man [33], for example, have shown that the higher the per-
ception of warmth and competence in a healthcare agent, 
the higher the individual’s intention to adhere to the health-
care. Also important is to be perceived as trustworthiness 
since it is essential to establish of a relation [6].

1.3 Dilemmas with Robotic Agents

To the best of our knowledge, sacrificial dilemmas in sce-
narios involving robots have been the most frequently stud-
ied. Malle et al. [34], for example, compared people’s moral 
judgments of permissibility, wrongness, and blame about 
the actions of a robotic agents in comparison to a human 
agent in a moral dilemma involving acting and sacrificing 
one person to save four people, or do nothing and let them 
get hit by a trolley. Participants considered robots to be 
more expected to sacrifice one person for the good of oth-
ers (“utilitarian” choice) when compared to human agents, 
although utilitarian sacrifice was considered generally per-
missible for human agents. However, human agents were 
assigned greater blame when they decided to sacrifice than 
when they chose to do nothing. In contrast, greater blame 
was attributed to robots than to human agents under the con-
dition in which the agent decided to do nothing. In another 
study, also using the trolley dilemma and different picto-
rial robotic prototypes (mechanical, humanoid, and AI), 
Malle et al. [35] found that mechanical robots that made an 
utilitarian decision were less blamed than those who choose 
inaction. In contrast, humans were blamed more for action 
than for inaction. Moreover, agents who decided to act in a 
utilitarian way were rated more positively than those who 
did not act, and human agents were rated more positively 
than any of the artificial agents, regardless of the agents’ 
decisions.

The increasing use of assistive robots in healthcare 
requires studies to gauge people’s judgments regard-
ing situations in which their ethical decisions may impact 
patients’ well-being. However, there is scant moral psycho-
logical research about nursing robotics. Anderson and col-
leagues [36, 37] has been one of the few authors discussing 
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some modifications were made, including the way ethical 
decisions were made (i.e., we chose not to force the patient 
to medicate), and by adding a gain-loss framing message 
explaining to the patient about the consequences of not 
accepting the medication, which to our knowledge, had 
not yet been investigated in these dilemmas. We examined 
whether these independent variables influence participants’ 
judgments about the moral acceptability of the decision 
made, the moral responsibility of the healthcare agent, and 
the perception of her attributes of warmth, competence, and 
trustworthiness.

Because several individual variables, such as negative 
attitudes towards robots [39], moral concerns [40], and 
engagement with one’s own health [41], might be correlated 
with the dependent variables, we use them as covariates. 
In addition, since the data were collected in two different 
countries, Portugal and Brazil, we will consider the coun-
try as a potential covariate if the results suggest country 
differences on some of the outcomes. However, we do not 
expect cultural differences, given that these two countries 
have historical roots, share the same language and other 
cultural affinities (e.g., historically catholic, traditional 
values) [42]. Both countries also seem to report relatively 
similar acceptability judgments towards sacrificial dilem-
mas such as the trolley problem [43]. In addition, based on 
the dataset shared by the Wellcome Global Monitor [44], 
which addresses how people think about major science and 
health challenges worldwide, most participants from both 
countries also expressed high levels of trust in doctors and 
nurses, and in their medical and health advice, although the 
percentages were slightly higher for the Portuguese respon-
dents (88%) than for the Brazilians (71–72%). In addition, 
a recent study [45] indicates that people’s first impressions 
about the attributes of others, such as trustworthiness, com-
petence, and caring, seem to be more affected by the per-
ceiver’s own individual characteristics than by their culture 
background.

In addition, we will explore the degree of human likeness 
attributed to the robotic healthcare agent and examine which 
robot would be considered suitable to perform the profes-
sional health work. We will also analyze how the degree of 
human likeness of the imagined robotic nurse relates with 
perceived attributes and moral judgments, given that previ-
ous research suggests that robot appearance affects moral 
judgments [46] and user’s perceptions of the robot’s quali-
ties [47, 48].

Since our line of work is relatively recent, we base our 
hypotheses on the recent findings of Laakasuo et al. [9], by 
anticipating the following:

H1. Participants in the human agent condition will 
attribute higher levels of moral acceptability (H1a), moral 
responsibility (H1b), warmth (H1c), competence (H1d), and 

dilemmas applied to healthcare robots, mainly involving 
the ethical principles of beneficence, nonmaleficence, and 
respect for the patient autonomy. These dilemmas typically 
involve a healthcare agent recommending medication to a 
patient, although the human patient rejects the treatment. 
Similarly, Sasson [38] also discussed ethical decisions 
involving an institutionalized patient with preserved mental 
faculties that require healthcare assistance but also resisting 
the treatment. However, to the best of our knowledge only 
Laakasuo et al. [9] have empirically studied how people 
judge these ethical dilemmas in healthcare. In six studies 
(five experiments and one field study), participants were 
exposed to hypothetical scenarios in which an agent (human 
or robot) is instructed to forcefully medicate a patient who 
refuses medication, and then decides to either respect the 
patient autonomy or to forcefully medicate the patient. They 
measured participants’ judgments of moral acceptance, the 
attributions of responsibility and the trustworthiness of the 
healthcare agent, in relation to the ethical decision. It was 
found that moral acceptance attributed to respecting auton-
omy did not vary as a function of the type of agent, although 
robots were judged to be significantly less morally accept-
able than humans when forcefully medicating the patient. 
Their results also showed significantly higher attribution 
of moral responsibility to the human relative to the robotic 
agent, regardless of the ethical decision. In addition, they 
found that human agents were rated as more trustworthy 
than robots and no differences were found for trustworthi-
ness as a function of the ethical decision. However, other 
questions remain unanswered: Since the patient’s auton-
omy should be respected by healthcare professionals, even 
in cases of non-adherence to prescribed medication, how 
should the healthcare agent communicate the need to take 
the medication to a patient? Should the healthcare agent 
emphasize either the gains of taking the medication or the 
losses of non-adherence? Finally, how do people imagine 
the physical appearance of a robotic healthcare agent who 
needs to make an ethical decision?

2 Aims and Hypothesis

Our study addresses how people judge a healthcare agent’s 
reaction to a patient who refuses to take medication, as a 
function of the healthcare agent (human vs. robot), the health 
framing argument (gain vs. loss), and the ethical decision 
(respect for autonomy vs. beneficence/nonmaleficence). We 
adapted the scenario used in Laakasuo et al. [9] study, which 
was also discussed previously by Anderson et al. [36, 37], in 
which the ethical principles of beneficence, nonmaleficence, 
and respect for patient autonomy were considered, involv-
ing a patient who does not adhere to medication. However, 

1 3



International Journal of Social Robotics

77 years (M = 38.73, SD = 14.22), with a predominance of 
women (n = 350, 70%). Most participants were either single 
(45.70%) or married/in a stable union (42.10%), mostly 
with a bachelor’s degree (n = 348, 69.46%). Several par-
ticipants reported being students as their main occupation 
(23.44%), followed by professionals in the fields of health 
(19.09%), education (10.58%), administration (9.13%), and 
law (5.39%). The majority reported their general health as 
good (60.1%) or very good (19.8%). Many participants 
(43.9%) stated that they had already provided home health-
care assistance to someone, while only 11.5% stated that 
they had already needed healthcare assistance for them-
selves (see Table 1).

3.2 Measures

3.2.1 Independent Variables

Participants were randomly assigned to one of eight differ-
ent vignettes, with each vignette being shown to between 
60 and 72 participants. We adapted the Laakasuo et al. [9] 
vignettes by manipulating the healthcare agent (human vs. 
robot) and the ethical decision (respect for autonomy vs. 
beneficence/nonmaleficence) in a situation where a patient 
refuses medication. In addition, we manipulated the health 
framing (gain vs. loss). Thus, three variables were manipu-
lated with a 2 (healthcare agent) X 2 (health framing) X 2 
(ethical decision) between-subjects factorial design. These 
variables were dummy coded as follows: healthcare agent 
(-1 = human; 1 = robot), ethical decision (-1 = respect for 
autonomy; 1 = beneficence/nonmaleficence), and health 
framing (-1 = gain; 1 = loss). Each survey included one of 
these eight combinations of the manipulated variables. 
The healthcare agent was female and named “Lena” in 

trustworthiness (H1e) than participants in the robot agent 
condition.

H2. Participants in the robot agent condition will attri-
bute higher levels of moral acceptability to the robot that 
respects the patient’s autonomy than to the robot that does 
not accept this autonomy.

The remaining analyses, including the effects of the gain-
loss framing on the outcomes will be exploratory given the 
inconsistency of prior results in healthcare, and the absence 
of prior experimental manipulation in scenarios using 
robots.

We have preregistered the main aim and hypothesis of 
the current study at AsPredicted.org (https://aspredicted.
org/cq8gw.pdf).

3 Method

3.1 Participants

Sample size was estimated using GPower3.1.9.4 [49]. The 
estimated minimum sample size was 469 participants, con-
sidering medium to low effect sizes (f = 0.15), power of 
90%, and alpha 0.05 for the analysis of covariance (ANCO-
VAs) with three between-subjects variables.

Participants were recruited through convenience and 
snowballing procedures, via social networks and among 
acquaintances. A total of 841 participants voluntarily partic-
ipated in the study, of which 317 participants were removed 
from the analysis because they missed more than 50% of the 
responses (n = 223, 26.50%), and failed the attention check 
question (n = 94, 11.20%). The final sample was composed 
of 524 participants of whom 316 were Brazilians and were 
179 Portuguese. The participants’ age ranged from 18 to 

Table 1 Sociodemographic Characteristics of the Participants
n % n %

Sex Educational level
Female 350 66.8 Middleschool 5 1
Male 150 28.6 Highschool 61 11.6
Not reported 24 4.6 Bachelor / University degree 206 39.3

Nationality Post-graduate degree 142 27.1
Portuguese 179 34.2 Masters’ degree 67 12.8
Brazilian 316 60.3 Doctoral degree 20 3.8
Not reported 29 5.5 Not reported 23 4.4

Marital status Health
Married / Stable relationship 211 40.3 Very good 99 18.8
Widower 8 1.5 Good 300 57.3
Divorced / Separated 46 8.8 Resonable 94 17.9
Single 229 43.7 Bad 5 1
Other 7 1.3 Very bad 1 0.2
Not reported 23 4.4 Not reported 25 4.8

Note. N = 524. Participants were on average 38.7 years old (SD = 14.2). Age varied between 18 and 77 years.
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[50, 51]. Four items were initially used to measure warmth: 
warm, kind, friendly, and well-intentioned, however, the 
item “well-intentioned” was excluded from analysis since 
it showed an inter-item correlation < 0.40 [52]. The 3-item 
of the warmth measure showed good internal reliabil-
ity (α = 0.89). Competence was measured with six items: 
competent, capable, intelligent, efficient, skillful, and con-
fident, obtaining an α = 0.90. The measure of trustworthi-
ness was adapted from [3, 4] studies and consisted of three 
items: reliable, sincere, and honest, achieving an α = 0.78. 
All the responses were provided on the same 7-point scale 
(1 = Completely disagree, 7 = Completely agree). The aver-
age for each attribute was used to calculate each measure, 
with higher scores indicating higher perceptions of the 
agent’s warmth, competence, and trustworthiness.

3.2.3 Additional Measures

We used the Portuguese 12-item version of the Nega-
tive Attitudes towards Robots (NAR) Scale[53]. The 
responses to each item (e.g., “I would feel relaxed talking 
with robots”) were made on a 7-point scale (1 = Completely 
disagree, 7 = Completely agree) and achieved an α = 0.88. A 
composite was calculated by averaging the 12-items, with 
higher scores indicating higher negative attitudes towards 
robots.

Moral concerns of harming or treating others unfairly 
are the most widespread and often included in measures of 
morality. Thus, we measured these two individual-focused 
concerns of the moral relevance domain from the Moral 
Foundations Questionnaire [54]: harm (e.g., “Whether 
or not someone suffered emotionally”) and fairness (e.g., 
“Whether or not someone acted unfairly”), each dimen-
sion with three items. Both dimensions were measured 
using a 6-point scale (1 = not at all relevant, 6 = extremely 
relevant) and achieved acceptable internal reliability scores 
(α = 0.79 for harm and 0.78 for fairness). The items for 
each measure were averaged, with higher scores indicating 
higher relevance attributed to harm or fairness concerns.

To measure participant’s engagement in own’s health, 
we relied on the following three dimensions of the Altarum 
Consumer Engagement Measure [55]: “Commitment”, cor-
responding to proactive self-care behaviors by adhering to 
a healthy lifestyle (6 items, e.g. “I take an active role in my 
own health care”); “Navigation”, corresponding to the abil-
ity to participate in decisions related to own’s health treat-
ments (5 items, e.g. “I have lots of experience using the 
healthcare system”), and ownership, corresponding to the 
responsibility for one’s health (5 items, e.g. “My health is 
my responsibility, not someone else’s”), which were com-
bined into a single composite of health engagement with 16 
items, obtaining an α = 0.83. Each item was responded to 

all conditions. The patient was also a woman (Mrs. M.). 
The manipulations are in square brackets in the following 
vignette, but can also be found in detail at the Open Science 
Framework project page (https://doi.org/10.17605/OSF.
IO/2F9QJ):

“We are in the year 2035. Lena is a [nurse | nursing 
robot] who follows medical instructions, programmed 
through an Artificial Intelligence (Health-AI) system. 
Lena has been hired to provide homecare for a patient 
who has a physical health problem (without any 
intellectual/cognitive problems). One day the patient 
refuses to take a medication because it is unpleas-
ant. The [nurse | nursing robot] Lena emphasizes the 
[gains | losses] of [taking | not taking] the prescribed 
medication, saying: - It is [beneficial | harmful] for 
your health [to take | not to take] all the medication 
because it [benefits | harms] your immunity and physi-
cal stamina. [However, I respect your decision not to 
take the medication | Therefore, I do not accept your 
decision, you will have to take the medication].“

3.2.2 Dependent Variables

Moral acceptance of the healthcare agent behavior 
was measured with 16 items, based on the items used by 
Laakasuo et al. [9]. The item “the nurse | nursing robot is a 
relied upon member of the medical staff” was not included 
because our vignettes did not mention a medical team. In 
addition, we split the item “the nurse | nursing robot is sym-
pathetic or nice” into two, as follows: “Lena is sympathetic” 
and “Lena is nice”, because they might be interpreted dif-
ferently in our vignettes. The 16 items were answered on 
a 7-point scale (1 = Completely disagree, 7 = Completely 
agree). In our study an α = 0.90 was obtained. Thus, a moral 
acceptance composite score was calculated by averaging 
16 items. Higher scores indicate strong acceptance of the 
agent’s behavior.

Attribution of moral responsibility to the healthcare 
agent was measured with three items (e.g., “Lena is respon-
sible for the decision it/she made.“) based on Laakasuo et al. 
[9]. These items were answered on a 7-point scale (1 = Com-
pletely disagree, 7 = Completely agree) and achieved a good 
internal reliability (α = 0.81). A composite of moral respon-
sibility was calculated by averaging the three items, with 
higher scores indicate more attribution of moral responsibil-
ity to the healthcare agent.

To measure the perceived warmth and competence 
attributes of the healthcare agent we relied on the Stereo-
type Content Model [1, 2], and adapted the items already 
used in previous studies conducted in Portuguese samples 
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two items were answered on a 7-point scale (1 = strongly 
disagree, 7 = strongly agree).

3.3 Procedure

The study received approval from the University’s Ethics 
Committee before starting to collect the data. Data was 
collected online through the Qualtrics platform. Partici-
pants could choose to respond either to the European or the 
Brazilian Portuguese versions of the survey. After agree-
ing with the informed consent, participants were randomly 
assigned by the platform to one of the eight vignettes, guar-
anteeing allocation concealment. The questions regarding 
our dependent variables were presented immediately after 
the participant’s exposure to the vignette, in the following 
order: moral acceptance and attribution of responsibility, 
perceived agent’s attributes (warmth, competence, trustwor-
thiness), imagined robot and suitable robot, followed by the 
instruments about the variables that we aimed to control for 
(i.e., the potential covariates, such as NAR, moral concerns, 
and health engagement). For each of these measures the 
presentation order of the items was randomized for all par-
ticipants, except for the question addressing the imagined 
robot, which was only shown to participants who received 
the vignettes including the robot as the healthcare agent. 
The sociodemographic information and perceived general 
health were requested at the end, followed by a debriefing 
explaining the aims of the research in more detail. Data col-
lection occurred between 01/25/2021 and 03/06/2021. Par-
ticipants took approximately 15 min to complete the survey.

on a 5-point scale (1 = strongly disagree, 5 = strongly agree). 
The items were averaged, with higher scores corresponding 
to higher levels of health engagement.

General health was measured with the item “How is 
your health in general?” on a 5-point scale (1 = very good, 
5 = very bad) taken from the Portuguese version of the 
European Social Survey (Round 9) [56], with higher values 
indicating lower levels of health. In addition, we asked par-
ticipants if they had provided home healthcare assistance, 
and if they already needed healthcare assistance for them-
selves (See Table 1).

In the conditions of a robotic healthcare agent, partici-
pants were additionally asked to select the robotic model 
that seemed closest to what they imagined while reading the 
vignette. In addition, in all conditions they were asked to 
select the robot most suitable for the nursing task. For these 
evaluations, six pictures of robots were presented, taken 
from “The Anthropomorphic Robot Database” [46]. These 
models were displayed in ascending order regarding the 
Human-Likeness score. Only one of these six robots could 
be chosen for each question (see Fig. 1).

Sociodemographic information included age, sex, 
marital status, main occupation, nationality, country of resi-
dence, and education (middle school, high school, bache-
lor’s degree, postgraduate degree, masters’ degree, doctoral 
degree).

To screen for attentive responding, participants were 
asked to choose one among three short descriptions of 
the vignette, with only one being correct. We also asked 
whether participants understood the vignette with the item 
“I understood well the situation involving the patient and 
Lena”, and whether the scenario was perceived as being 
realistic, with the item “I found the description of the situ-
ation involving the patient and Lena quite realistic”. These 

Fig. 1 Response Format for the Selection of the Robotic Healthcare Agent Imagined and considered Suitable for the Nursing Task
Note. The images were selected from the “Anthropomorphic Robot Database” [40]. In parentheses, the name and scores of human-likenesses.
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variables (sex, nationality), Kruskal-Wallis Test (H) for 
education level and general health, and analyses of variance 
(ANOVAs) for the composite measures. After selecting the 
potential covariates for each model, we additionally exam-
ined the assumption of homogeneity of regression slopes for 
the ANCOVAs, to make sure that the slope of the relation-
ship between the covariates and the outcome variable are 
similar in all conditions. Finally, we ran 3-way ANOVAs to 
understand whether the statistically significant results of the 
independent variables on our outcome measures remained 
without including the covariates.

4 Results

4.1 Descriptive Analysis

Most participants indicated that they understood the situ-
ation described in the vignette (93.5%) and considered 
the vignette realistic (84.1%). A summary of the descrip-
tive statistics is presented in Table 3. The eight group 
conditions were similar in terms of their distribution by 
gender, χ2(7, N = 500) = 5.62, p = .585, and nationality, χ2(7, 
N = 495) = 3.33, p = .853, age, F (7, 516) = 1.64, p = .121, 
education level, H(7) = 5.38, p = .613, perceived general 
health, H(7) = 5.76, p = .567, and also on negative attitudes 
towards robots, harm and fairness concerns, and health 
engagement, all F < 1.21, ps > 0.23. Correlational analyses 
between these potential covariates and the dependent vari-
ables are displayed in Table 2.

3.4 Data Analysis

The data was analyzed using the IBM SPSS Statistics soft-
ware (v. 26) and is available online at the Open Science 
Framework project page (https://doi.org/10.17605/OSF.
IO/2F9QJ).

To test our hypotheses, 3-way Analyses of Covariance 
(ANCOVAs) with a factorial design 2 (healthcare agent) X 
2 (health framing) X 2 (ethical decision) were conducted 
for each of the dependent variables. In each model, we only 
included as covariates the sociodemographic and individual 
variables showing statistically significant correlations with 
the dependent variable (i.e., p < .05; see Table 2). Thus, we 
first tested whether the potential covariates were statisti-
cally correlated with the outcome variables. To measure the 
strength of these associations we computed point-biserial 
correlation coefficients (rpb) for dichotomous variables (sex, 
nationality), Spearman rank-order correlation coefficients 
(rs) for ordinal variables using single items (education level, 
general health), and Pearson’s product-moment correlation 
(r) for the composite measures (negative attitudes towards 
robots; harm and fairness concerns, and health engagement).

One important assumption is the independence between 
our independent variables and the covariates. Thus, as a 
further check for this selection, we also analyzed whether 
the eight group conditions of the independent variable were 
equivalent in respect to these potential covariates, although 
we were not expecting differences because of the partici-
pant’s random assignment to conditions. For these analy-
ses we used Pearson’s chi-squared test (χ2) for categorial 

Table 2 Psychometric Properties of the Measures
N Range Min Max M DP Cronbach’s α

Moral acceptance 524 6 2 7 4.83 1.10 0.90
Moral responsibility 524 6 1 7 3.87 1.68 0.81
Warmth 524 6 1 7 4.09 1.52 0.89
Competence 524 6 1 7 4.93 1.24 0.90
Trustworthiness 524 6 1 7 5.24 1.19 0.78
Negative Attitudes toward Robots 523 6 1 7 3.79 1.11 0.88
Harm concerns 518 5 1 6 5.04 0.80 0.79
Fairness concerns 517 5 1 6 5.15 0.76 0.78
Health engagement 502 3 2 5 3.83 0.48 0.83

Table 3 Correlations Between the Individual/Sociodemographic and the Dependent Variables
Sexa Nata Ageb Educ Healthc NARb Harmb Fairb Heb

Ma 0.01 − 0.03 0.05 − 0.10* 0.003 − 0.16** 0.04 0.05 0.11*
Mr − 0.03 − 0.11* − 0.08 − 0.11* 0.07 0.02 − 0.06 − 0.02 − 0.05
Wa − 0.07 − 0.07 − 0.03 − 0.06 0.01 − 0.06 0.10* 0.06 0.11*
Co 0.01 − 0.15** − 0.11* − 0.12** − 0.04 − 0.17** 0.02 0.04 0.14**
Tr 0.04 − 0.03 − 0.06 − 0.06 − 0.03 − 0.20** 0.04 0.10* 0.12**
Note. *p < .05, **p < .01 (two-tailed). Ma = Moral acceptance; Mr = Moral responsibility; Wa = Warmth; Co = Competence; Tr = Trustworthiness; 
Sex (1 = Female; 2 = Male); Nat = Nationality (1 = Portuguese; 2 = Brazilian); Edu = Educational level; Health = general health; NAR = Negative 
Attitudes towards Robots; Harm = harm concern; Fair = fairness concern; He = Health engagement. aPoint-biserial correlation coefficient (rpb); 
bPearson’s product-moment correlation (r); cSpearman rank-order correlation coefficient (rs)
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judged the agent’s behavior as more morally acceptable 
(M = 5.16, SE = 0.07) than participants in the beneficence/
nonmaleficence condition (M = 4.54, SE = 0.07; see Fig. 2a). 
In contrast with the H1a, no significant main effect was 
found for the agent, F(1, 489) = 0.79, p = .375, ηp² = 0.002. 
In addition, the main effect of message framing and all the 
interactions among the independent variables, including the 
predicted ethical decision X agent type interaction, were 
statistically nonsignificant (ps > 0.05), indicating that the 
higher moral acceptance for an autonomy decision was sim-
ilar when the agent was a human or a robot. These results 
were additionally confirmed when we ran a planned con-
trast to test H2, which showed that participants accepted the 
robotic agent that respected the patient’s autonomy more 
(M = 5.07, SE = 0.09) in comparison to the robot that pri-
oritized beneficence/nonmaleficence (M = 4.54, SE = 0.09), 
F(1, 489) = 16.33, p < .001, ηp² = 0.032. These results were 
found above and beyond the covariates included in the 
model. The covariates remained statistically related to moral 
acceptance, after adjusting for all the other variables in the 
model, indicating that negative attitudes towards robots, 
F(1, 489) = 14.75, p < .001, ηp² = 0.029, education level, F(1, 
489) = 8.67, p = .003, ηp² = 0.017, and health engagement, 
F(1, 489) = 7.48, p = .006, ηp² = 0.015, are significant pre-
dictors of moral acceptance judgments (R2

adj = 0.12). Also 
relevant, the statistical results of the independent variables 
on moral acceptance remained similar when the effects of 
the covariates were removed, although the explained vari-
ance decreased (R2

adj = 0.06).
The 3-way ANCOVA on attribution of moral responsi-

bility, controlling for education and nationality, showed a 
significant main effect of the agent type, F(1, 485) = 63.94, 
p < .001, ηp² =0.116 (see Table 4). The evaluation of the 
agent’s moral responsibility was higher when the agent 
was a human (M = 4.44, SE = 0.10) than a robot (M = 3.30, 
SE = 0.10), which supports H1b (see Fig. 2b). The main 
effects of the ethical decision and the health-framing, as 
well as the interactions among the variables were all not 
statistically significant (ps > 0.05). Finally, the effects of the 
two covariates remained statistically significant [education, 
F(1, 485) = 5.90, p = .015, ηp² = 0.012, and nationality, F(1, 

Overall, the strength of the correlations was low, not 
exceeding 0.20. For the demographics, we found that nation-
ality was related to competence, rpb (495) = − 0.15, p < .001, 
and attribution of moral responsibility, rpb (495) = − 0.11, 
p = .013. Based on their evaluation, we found that Portu-
guese participants judged the healthcare agent as more com-
petent (M = 5.19, SD = 1.01) than the Brazilians (M = 4.81, 
SD = 1.33), and attributed more moral responsibility to the 
agent (M = 4.12, SD = 1.69 vs. M = 3.73, SD = 1.70). There 
were no gender differences on the outcomes, and age was 
only negatively related with perceived competence, r 
(524) = − 0.11, p = .014. Education level was also found to 
be negatively associated with evaluations of competence, rs 
(501) = − 0.12, p = .006, moral acceptance, rs (501) = − 0.10, 
p = .025, and attribution of responsibility to the agent, rs 
(501) = − 0.11, p = .012. Regarding the individual variables, 
perceived general health status was not significantly related 
to any outcome variable. However, higher health engage-
ment was related to perceiving the agent’s behavior as more 
moral acceptable, r (502) = 0.11, p = .014, and the agent’s 
traits as more competent, r (502) = 0.14, p = .002, warmer, 
r (502) = 0.105, p = .019, and trustworthy, r (500) = 0.12, 
p = .0095. Also, stronger harm concerns was associated 
with higher perceptions of warmth, r (518) = 0.10, p = .028, 
whereas fairness concern was related to perceiving the agent 
as more trustworthy, r (517) = 0.095, p = .031. Finally, partic-
ipants who reported lower negative attitudes toward robots 
expressed higher acceptance, r (523) = − 0.16, p < .001, 
perceived the agent as more competent, r (523) = − 0.17, 
p < .001, and trustworthy, r (523) = − 0.20, p < .001.

4.2 Hypotheses Testing

All the results for the main effects of the 3-way ANCOVA 
for each dependent variable is presented in Table 4 and the 
means for each condition are displayed in Fig. 2.

The 3-way ANCOVA on Moral Acceptance (control-
ling for the attitudes towards robots, education, and health 
engagement) showed a significant main effect of the ethical 
decision, F(1, 489) = 43.91, p < .001, ηp² = 0.082, indicating 
that participants in the autonomy ethical decision condition 

Table 4 Main Effects of the Healthcare Agent, the Health Framing, and the Ethical Decision for each Dependent Variable
Healthcare agent Health framing Ethical decision

df, Error F p ηp² F p ηp² F p ηp²
M. AcceptanceCov1 1, 489 0.79 0.375 0.002 < 0.01 0.960 < 0.001 43.91 < 0.001 0.082
M. ResponsibilityCov2 1, 485 63.94 < 0.001 0.116 0.86 0.353 0.002 0.35 0.554 0.001
WarmthCov3 1, 492 6.78 0.009 0.014 2.25 0.135 0.005 160.12 < 0.001 0.246
Competence Cov4 1, 484 0.77 0.382 0.002 0.04 0.843 < 0.001 7.66 0.006 0.016
Trustworthiness Cov5 1, 487 < 0.01 0.985 < 0.001 0.44 0.509 0.001 6.46 0.011 0.013
Note. Covariates included in each model: Cov1 = education, negative attitudes towards robots, health engagement; Cov2 = nationality, educa-
tion; Cov3 = harm concerns, health engagement; Cov4 = nationality, age, education; Cov5 = education, negative attitudes towards robots, fair-
ness concerns, health engagement.
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significant main effects of the agent, F(1, 492) = 6.78, 
p = .009, ηp² = 0.014, and of the ethical decision, F(1, 
492) = 160.12, p < .001, ηp² = 0.246, but no main effect of 
the health message framing, nor interactions between the 
independent variables (ps > 0.05). Participants perceived the 
human agent as being warmer (M = 4.28, SE = 0.08) than 
the robotic agent (M = 3.98, SE = 0.08), lending support to 
H1c (see Fig. 2c). Furthermore, the agent who chose to 
respect the patient’s autonomy was rated as being warmer 
(M = 4.88, SE = 0.08) than the agent who chose beneficence/

485) = 4.83, p = .028, ηp² = 0.010], with R2
adj = 0.13. Reanal-

ysis of the results without the two covariates yielded similar 
findings, but slightly decreased, R2

adj = 0.10.

4.2.1 Healthcare Agent Attributes: Warmth, Competence, 
and Trustworthiness

Regarding the evaluation of the healthcare attributes, 
the 3-way ANCOVA on warmth, adjusting for the par-
ticipant’s health engagement and harm concerns, showed 

Fig. 2 Adjusted Means for each Dependent Variable as a function of 
Healthcare Agent, Ethical Decision, and Health Framing
Note. In each graph, all the values correspond to the adjusted means in 
the ANCOVAs as a function of the agent, ethical decision and health 
framing, adjusting for the following covariates included in each model: 

(a) education, negative attitudes towards robots, health engagement; 
(b) nationality, education; (c) harm concerns, health engagement; (d) 
nationality, age, education; (e and f) education, negative attitudes 
towards robots, fairness concerns, health engagement. Error bars cor-
respond to the standard error of the means.
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F(1, 487) = 7.06, p = .008, ηp² = 0.014, and fairness con-
cerns, F(1, 487) = 6.37, p = .012, ηp² = 0.013. Overall, the 
R2

adj = 0.08, after adjusting for the covariates. Rerunning the 
analyses without adjusting for the covariates yielded similar 
findings, but the model with only our independent variables 
explained less variance, with R2

adj = 0.01.

4.3 Exploratory Analyses

4.3.1 Imagined Robot and Suitable Robot

Results regarding how participants perceived the robots 
described in the vignette indicated that most participants 
selected the two robotic depictions with the highest level of 
human likeness score (i.e., the Icub was chosen by 26.2%, 
and Nadine by 24% of the participants). Because the robot 
appearance was ranked in terms of the degree of human like-
ness with only one item, we measured the relation between 
their choices and the dependent variables with Spearman 
correlations (rs). Overall, we found that the higher the degree 
of human likeness imagined, the greater was the perceived 
competence, rs (263) = 0.23, p < .001, warmth, r (263) = 0.14, 
p = .025, trustworthiness, r (263) = 0.12, p = .045, and moral 
acceptability, r (263) = 0.14, p = .025.

We also asked participants to indicate which robot they 
considered best suited to perform healthcare related tasks. 
There was a clear preference for Nadine (57.3%), the robot 
with the higher human likeness index value, followed by 
Icub (18.9%), suggesting that most participants think that 
robots displaying high human similarity are more suitable 
for healthcare. No significant correlations occurred between 
these preferences and the dependent variables (ps > 0.05).

5 Discussion

This study examined people’s moral judgments in the con-
text of a healthcare setting regarding a patient who refuses 
medication. The healthcare agent made an ethical decision 
to either respect the patient’s autonomy or not accept her 
refusal to take the medication, given that is against the 
ethical principles of beneficence and nonmaleficence of 
the patient. Using this ethical dilemma, we examined judg-
ments of moral acceptability and of responsibility assigned 
to a healthcare agent who could be a robot or a human. In 
addition, our study extends previous research examining 
how different health message framing (health-gains of tak-
ing the medication vs. health-losses of not taking the medi-
cation) impact people’s moral judgments and perceptions of 
the healthcare traits (warmth, competence, trustworthiness).

The results indicate that the judgments of moral accep-
tance about the actions of the healthcare agent are affected 

nonmaleficence (M = 3.39, SE = 0.08). The effect of the 
covariate health engagement remained statistically signifi-
cant, F(1, 492) = 6.69, p = .010, ηp² = 0.013, but the harm 
concerns did not reach significance. Overall, the R2

adj = 0.26. 
Conducting a 3-way ANOVA, excluding the covariates, 
yielded similar findings, with R2

adj = 0.24.
The results for competence, after controlling for age, edu-

cation and nationality, revealed a significant main effect of 
the ethical decision, F(1, 484) = 7.66, p = .006, ηp² = 0.016, 
indicating that the choice for beneficence/nonmaleficence 
(M = 5.14, SE = 0.08) led to a higher attribution of compe-
tence to the agent than respecting the patient’s autonomy 
(M = 4.83, SE = 0.08; see Fig. 2d). In contrast with H1d, the 
main effect of the agent was statistically nonsignificant, F(1, 
484) = 0.766, p = .382, ηp² = 0.002. The main effect of fram-
ing and the interactions among the independent variables 
were also statistically nonsignificant (ps > 0.05). Only the 
effects of the covariate nationality remained statistically 
significant on competence judgments, F(1, 484) = 4.99, 
p = .026, ηp² = 0.010. We chose to not include the nega-
tive attitudes toward robots and health engagement in 
the ANCOVA, because their inclusion would violate the 
assumption of homogeneity of the regression slope. Over-
all, the R2

adj = 0.03. Removing the covariates yields similar 
results, R2

adj = 0.01.
For trustworthiness, the 3-way ANCOVA, controlling 

for education, attitudes toward robots, fairness concerns 
and health engagement, showed a significant main effect of 
the ethical decision, F(1, 487) = 6.46, p = .011, ηp² = 0.013. 
The decision for beneficence/nonmaleficence (M = 5.37, 
SE = 0.07) led to a higher perception of trustworthiness than 
the decision to respect the patient’s autonomy (M = 5.11, 
SE = 0.07; see Fig. 2e). The main effects of the healthcare 
agent and health framing were nonsignificant (ps > 0.05), 
not supporting H1e. However, an interaction between 
the ethical decision and the health framing emerged, F(1, 
487) = 6.77, p = .010, ηp² = 0.014. Overall, the evaluation 
of the agent’s trustworthiness was higher when the agent 
decided in favor of beneficence/nonmaleficence using a 
health-gain argument than in the other conditions. Simple 
main effects within the health-gain framing showed that 
perceived agent’s trustworthiness was significantly higher 
in the beneficence/nonmaleficence (M = 5.54, SE = 0.10) 
than in the autonomy condition (M = 5.01, SE = 0.11), F(1, 
487) = 12.84, p < .001, ηp² = 0.026 (see Fig. 2f), although 
no statistical differences occurred in the loss-gain condi-
tion between the two ethical decisions, F(1, 487) = 0.002. 
The other interactions were nonsignificant (ps > 0.05). 
Finally, the effects of the covariates on trustworthiness 
remained significant, such as the attitudes toward robots, 
F(1, 487) = 22.46, p < .001, ηp² = 0.044, education, F(1, 
487) = 9.95, p = .002, ηp² = 0.020, health engagement 
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competent than the agent who followed the beneficence/non-
maleficence principles by not accepting the patient’s refusal 
to receive medication. Thus, mind and agency attributions 
are not an “all or nothing” process. Although participants 
showed a preference for an approach that favors the auton-
omy of the patient, and consider the agent exhibiting that 
response as warmer, they also consider an agent that favors 
the beneficence/nonmaleficence principles to be more com-
petent. However, both attributes are extremely important in 
healthcare, with competence indicating the level of benefit a 
healthcare agent can provide [6]. This brings us back to our 
initial dilemma: How should a healthcare agent respond to 
a patient who refuses to take medication that would benefit 
his/her health condition?

Several authors have proposed that when a patient 
refuses to adhere to a prescribed treatment or medication, 
the healthcare agents should disclose information about 
the consequences, and eventually alternative treatment 
options [27, 61, 62]. In our study, we introduced two dif-
ferent health-framing arguments to understand their role in 
the participants’ judgments. Although the two health argu-
ments (gain vs. loss) showed a similar impact in most of the 
judgments, it was interesting to find an interaction between 
the ethical decision and the message framing on perceived 
trustworthiness. Indeed, our findings suggest that the health-
care agent following the beneficence/nonmaleficence prin-
ciples was only perceived to be more trustworthy than the 
agent respecting the patients’ autonomy, when using argu-
ments emphasizing the health-gain of taking the medication. 
Thus, participants perceived the agents who decided not to 
accept the patient’s will as more trustworthy if this decision 
is combined with arguments that were positively framed 
with gain-health outcomes (i.e., empathizing the health ben-
efits for the patient). In contrast, when framing the argu-
ments that highlight the losses of not taking the medication, 
the agent’s trustworthiness was similar for both ethical deci-
sions. These results are aligned with the findings of previous 
studies suggesting some of the benefits of persuasive effects 
using gain- versus loss-framed messages, under particular 
circumstances [30–32, 63]. However, the only difference 
between these two message frames was in judgments about 
the trustworthiness of the healthcare agent, and like previ-
ous results the effect size was small.

All of the preceding results were found above and 
beyond the covariates we included in the models. Neverthe-
less, when testing each model with the covariates removed, 
the above findings remained similar. Although the variables 
included as covariates were not the focus of the analysis, 
and their association with the outcomes were relatively 
small, they contributed nevertheless to increase precision, 
and consequently to increase the explained variance on each 
outcome. Based on these analyses, it was interesting to find 

by the type of ethical decision, with participants judging the 
healthcare agent more favorable when she/it prioritizes the 
patient’s autonomy. Some authors claim that the principle 
of respect for autonomy has assumed primacy with respect 
to the principle of beneficence due to the rise of consumer 
society values [57]. Nowadays, respect for patient’s auton-
omy is also viewed as a core principle in healthcare ethics 
[26]. Interestingly, and in contrast with our first hypothe-
sis (H1a), the actions of the human healthcare agent were 
judged as morally acceptable as the actions of the robot. 
Likewise, these results were independent of the gain or loss 
health arguments used to convince the patient to take the 
medication.

As expected, we found that moral responsibility assigned 
by participants to the human agent was significantly higher 
than the responsibility attributed to the robotic agent, thus 
confirming H1b. In contrast, the type of ethical decision and 
the framing of the message had no effect on this judgment. 
These results are consistent with Laakasuo et al. [9] and 
Kahn et al. [58] findings, in which participants also held 
the human agent more morally responsible than the robotic 
agent. The human agent must have been perceived as capable 
of free will, and thus more responsible for their actions than 
the robotic agent, given its “machine nature”. This suggests 
that at the moment people seem to still perceive embodied 
robots equipped with AI systems as having limited capabili-
ties. However, the growing development of robots to per-
form complex tasks autonomously in healthcare real-world 
settings will pose many future challenges, including the 
dilemma we investigated, but also other unforeseen situa-
tions that will require appropriate decisions.

The judgments about the agent’s warmth, competence, 
and trustworthiness were also interesting. Warmth and com-
petence are central elements in social perception, offering a 
judgment template that can also have different behavioral 
outcomes towards other individual or groups [1]. If people 
use similar concepts and explanations for the behavior of 
humans and robotic agents, drawing inferences of intention-
ality and mind, developers ought to be aware of this process 
in designing their systems. Our results indicated, as hypoth-
esized (H1c), that the human agent was perceived warmer 
than the robotic agent. These results are in line with prior 
studies in which robots are judged as lacking social and 
emotional skills [59]. However, in contrast with our hypoth-
esis H1d and H1e, both agents were perceived similarly in 
terms of competence and trustworthiness. These results are 
nevertheless in line with lay conceptions of competence and 
trust, which tend to be linked to more rational conceptions 
and to utilitarian roles, while warmth is an affective trait less 
likely to be truly felt by an artificial agent [60].

In addition, we found that the healthcare agent that 
respected autonomy was perceived warmer, but less 
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frequently depicted as a female activity [66]. Previous 
research also suggests that perceiving a gender identity in a 
robot [67] plays a key role in the judging other attributes and 
qualities of the robot. Moreover, this preference for a more 
human like robot might be aligned with the representation 
of a nurse than with participants’ choices for the design of 
a robot. However, in our perspective, we should embrace 
a neutral point of view and put aside gender stereotypes. 
These issues should also be carefully pondered during the 
design of the robots.

Our study also presents some limitations. Consider-
ing that we investigated a specific situation in healthcare, 
several of our limitations are related to generalizability, 
including applicability to other healthcare settings or other 
domains in which ethical issues and moral judgments are 
relevant. Indeed, moral judgments concerning the behav-
ior and perceived attributes of the healthcare agent, and 
the importance of each attribute may vary depending on 
the situation, such as the nature of the medical procedure 
(e.g., need to take medication or perform a surgery) and 
the patient condition (e.g., chronic or acute). For example, 
warmth may be perceived as more relevant when dealing 
with chronic problems that require treatment over time 
(a situation that has some similarities with our dilemma), 
while competence seems paramount in acute ambulatory 
cases [5], and in our scenario the clinical condition of the 
patient was not mentioned. O’Keefe and Jensen [30] also 
pointed out that people could have different expectations 
regarding risk and outcome probability for different health 
domains, and this might translate into different message 
effects. Thus, it would be interesting to further explore the 
effects of message-framing, by addressing the role of other 
variables, such as the case of the patient’s medical condition 
of the patient, and the perceived risks associated.

Another related limitation was the restriction of the 
agent-patient pair to the female gender in the scenario, 
which may have played an important role in the partici-
pant’s judgments of both human and robot attributes and 
responses. Hall and Roter’s [68] meta-analysis showed 
gender differences in agent-patient relations, and Johanson 
et al. [69] brought some evidence about the gender varia-
tions of agents (humans and robots) and their influence on 
human-robot interaction. Thus, future studies should further 
investigate the role of gender in ethical dilemmas involving 
the patient-agent relationship in healthcare, testing if gen-
der interferes in these judgments and how we can neutralize 
these gender judgments associated with professions.

A third related limitation is the use of vignettes. Some 
authors expressed concern for the reduced realism and dif-
ficulties in generalizing results to real world applications 
[70]. Although the use of vignettes is very common in 
research, this concern is relevant to our study. Nevertheless, 

that participants with higher levels of health engagement 
perceived the agents as warmer and trustworthy, perhaps 
due to the inclusion of the agent who offered an explana-
tion about the need for medication in all conditions, again 
highlighting the need to add explanations about the poten-
tial outcomes of a patient’s decision. There were also differ-
ences between countries in the judgments about the agent’s 
competence and on the attribution of moral responsibility. 
Portuguese participants perceived the agent as more com-
petent but also attributed to her higher moral responsibility, 
when compared to the evaluations made by the Brazilians. 
To the best of our knowledge, this is the first study address-
ing our dilemma in these two countries. Although several 
studies have shown similarities between Portugal and Bra-
zil in some cultural values [42] and moral preferences [43], 
with both expressing high levels of trust in nurses and doc-
tors [44], it is possible that these findings reflect cultural 
differences in other dimensions that were not addressed 
in our design. Also interesting were the results showing 
that lower negative attitudes toward robots were related to 
perceiving the agent as more competent and trustworthy, 
possibly due to a wider receptivity to new technologies in 
general, and in Health-AI in particular. Indeed, regardless of 
the type of healthcare agent, all the vignettes asked partici-
pants to think about a situation in the future (year 2035), in 
which medical instructions were programmed through an AI 
system (Health-AI).

Finally, our study was also interested in evaluating the 
degree of human likeness attributed to the robotic agent 
described in the vignette. We found that more than 50% of 
our participants imagined a robot with the highest human 
likeness. In addition, the higher the selection of a robot with 
human likeness, the more competence, warmth, and trust-
worthiness was attributed to the robot. Higher human like-
ness was also associated with judgments of higher moral 
acceptability of the robot agent behaviors. Moreover, when 
asked to choose which robot they thought would be more 
suitable to perform the nursing tasks, participants showed 
a preference for robots with higher human likeness. These 
results seem to contradict the Uncanny Valley hypothesis 
[64], which suggests that when the appearance of a robot 
is almost human it may evoke feelings of unease, creepi-
ness, or repulsion in humans. However, it is aligned with 
the results from a recent meta-analysis suggesting that the 
physical features in a robot are related to the level of anthro-
pomorphism, which in turn seems to facilitate the interac-
tion between humans and robots. The authors also found 
that higher humanlike perceptions in a robot seem to pre-
dict people’s interest in the future intention of using robots, 
especially when it is perceived intelligent and performs 
useful tasks [65]. It should also be noted that in our study 
participants were asked to think about a task in a context 
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participants were not healthcare professionals, our results 
are also aligned with the ICN Code of Ethics for Nurses 
[26]. On the other hand, the healthcare agent who favored 
the patient’s health status, disregarding the patient’s wishes, 
was perceived to be more competent and trustworthy. These 
results underline how a simple task of providing medication 
can became an ethical conundrum. People tend to prefer a 
warm, competent, and trustworthy nurse. However, to be 
warm, the nurse needs to accept decisions that may jeopar-
dize the patient’s health. In contrast, to be perceived as more 
competent and trustworthy, the healthcare agent should not 
accept the patient’s wishes. Thus, based on these judgments, 
how should a robot be programmed to solve the inconsis-
tencies? In our view, to overcome this dilemma, one might 
need to reframe it. It is incumbent on the healthcare agent 
to welcome the patient’s non-adherence, while interacting 
with the patient in a manner that respects the practical eth-
ics of care and the logic of caregiving and understanding 
what the patient is attempting to communicate through her 
behavior [72]. The establishment of a mutual relationship is 
important for the co-construction of a procedure that, on one 
hand, favors the patient’s health from a biopsychosocial per-
spective [20], while crucially being able to balance the idio-
syncrasies of the patient with the technical concerns of the 
healthcare agent. Investigating how communication should 
unfold will be very important. Thus, an important finding of 
our study originated from the manipulation of the gain vs. 
loss framing. Indeed, healthcare agents should provide the 
necessary information and courses of action aiming to also 
follow the principle of beneficence. In our results, we found 
that a healthcare agent that argues about the health benefits 
of taking the medication combined with not accepting the 
patient’s will is perceived as more trustworthy. This result is 
also in line with the findings of [62], who proposed a mul-
tidimensional perspective of the principle of autonomy in 
the context of a nursing home. The authors found that both 
nurses and physicians have different notions about this prin-
ciple depending on the circumstances and highlighted that 
the liberal acceptance of a patient’s wishes when it compro-
mises the principle of beneficence, might correspond to neg-
ligence, instead of good care. Under these circumstances, 
the caregiver must consider the patient’s limitations, try 
to understand their underlying motivations and to reason 
about their needs and wishes. Although our study was not 
conducted specifically with healthcare professionals, we 
believe it will be important for future studies to address their 
perspectives about these dilemmas applied to nursing robots 
and examine if our results also hold using arguments framed 
as health-gains instead of health-loss.

Also noteworthy is that the participants considered the 
human healthcare agent to be more morally responsible than 
the robotic agent, regardless of the ethical decision or the 

we tried to minimize this concern by presenting a scenario 
with a situation that can be encountered in people’s every-
day lives. In addition, we measured the degree of realism 
in the vignettes and the participant’s comprehension of the 
situation portrayed, to ensure that the vignettes were consid-
ered realistic and understood.

A fourth related limitation is sample representativeness. 
Our study used the snowball and convenience sampling 
methods. Although we were able to collect a large number 
of participants with different sociodemographic charac-
teristics, such as age range, our sample also had a higher 
number of participants from certain groups, including 
more women than men, higher levels of education, many 
rating their health as generally good, with only a few stat-
ing that they had already needed healthcare assistance for 
themselves. Moreover, few participants were health profes-
sionals, although almost half reported having already pro-
vided healthcare assistance. Thus, the findings are limited 
to the characteristics of the sample and the limitation of our 
sampling method. It would be relevant for future studies to 
include more healthcare professionals and those working in 
ethics and robotics, including a balanced gender sample. In 
addition, understanding the judgments of participants with 
less education and from those requiring healthcare assis-
tance will be paramount in this line of research. Finally, our 
study was collected among Portuguese and Brazilian par-
ticipants,  in contrasts to most studies, conducted mostly in 
Western and often in English-speaking nations [71]. How-
ever, culture may also play a relevant role in moral judg-
ments. Thus, it would be relevant to investigate further how 
people judge these ethical dilemmas in healthcare contexts 
in other cultures, by also considering the role of cultural 
dimensions.

6 Conclusion

One of the arguments for the use of robots in healthcare 
settings is its cost-efficiency, with stakeholders advocating 
that a robot can perform simple, repetitive tasks, such as 
delivering medication to patients. However, what should a 
robot (or a human) do when a patient refuses medication? 
What would you prefer if you were the target patient? How 
should these socially assistive robots be programmed in 
case these dilemmas arise? How should they communicate 
with patients the importance of the prescribed medication?

Upon addressing the above questions, our results sug-
gested that regardless of the healthcare agent type, people 
seem to evaluate more favorably those who respect the 
patients’ autonomy. Indeed, it was the decision consid-
ered more morally acceptable and the healthcare attri-
butes were also perceived as warmer. Although our target 
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