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Sommaire

Dans ce mémoire, nous concevons 'analogue topologique d’un bit magnétique. A partir
du modele de SSH-Holstein, nous avons montré qu'une perturbation externe transi-
toire entraine un changement permanent de la topologie de bande. Cela contraste avec
I'ingénierie de Floquet, dans laquelle le systéme revient a son état d’origine lorsque la
perturbation externe est désactivée. Le modele SSH-Holstein se compose d’une chaine
unidimensionnelle d’orbitales avec couplage électron-phonon de type SSH (entre les
sites) et de type Holstein (sur site). Lorsque le couplage SSH domine, I'état fondamen-
tal présente une instabilité et devient une onde de densité de lien. L'onde de densité
de lien a deux états fondamentaux topologiquement distincts mais énergétiquement
identiques, qui different par le signe de la dimérisation. Lorsque le couplage Holstein
domine, le systeme devient une onde de densité de site. Cependant, cette derniére n’a
pas de topologie de bande bien définie. Prés de la frontiere de phase entre les ondes de
densité de lien et de site, nous avons effectué un calcul explicite du parametre d’ordre
microscopique qui favorise I'onde de densité de lien. Ses deux états fondamentaux
énergétiquement identiques mais topologiquement distincts sont 'analogue des deux
états d'un bit magnétique. Le probléme clé est alors de montrer qu'’il est possible de
passer d'un état a 'autre de 'onde de densité de lien. Pour atteindre cet objectif, nous
avons utilisé le formalisme de l'intégrale de chemin pour dériver 'équation du mou-
vement du parametre d’ordre. Nous avons constaté que I’équation du mouvement est
profondément liée a ’anomalie chirale, et qu’il y a une analogie avec 'effet Josephson
fractionnaire. Enfin, nous avons répondu par l'affirmative a la question clé et identi-
fié des régimes de parametres et de perturbations dans lesquels le bit topologique est
réalisé.






Summary

In this thesis, we design the topological analogue of a magnetic bit. Starting from the
SSH-Holstein model, we showed that a transient external perturbation leads to a per-
manent change in the band topology. This contrasts with Floquet engineering, in which
the system goes back to its original state when the external perturbation is turned off.
The SSH-Holstein model consists of a one-dimensional chain of orbitals with SSH-type
(inter-site) and Holstein-type (on-site) electron-phonon coupling. When the SSH cou-
pling dominates, the ground state displays an instability and becomes a bond-density
wave. The bond-density wave has two topologically distinct but energetically identical
ground states, differing by the sign of the dimerization. When the Holstein coupling
dominates, the system becomes a site-density wave. However, the latter has no well-
defined band topology. Close to the phase boundary between the bond- and site-density
waves, we performed an explicit calculation for the microscopic order parameters which
favor the bond-density wave ground state. These two energetically identical but topo-
logically distinct ground states are the analogue of the two states of a magnetic bit. The
key problem is then to show that it is possible to switch between the two states of the
bond-density wave. To achieve the goal, we used the path-integral formalism to derive
the equation of motion of the order parameter. We found that the equation of motion
is deeply related to the chiral anomaly, and that there is an analogy with the fractional
Josephson effect. Finally, we provided a positive answer to the key question, and we
identified parameter regimes in which the topological bit is realized.
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Chapter 1

Introduction

1.1 Topological phases

Over the last 15 years, there has been an explosion of research activity in topological
condensed matter physics [1, 2, 3, 4, 5], numerous papers related to topological phases
have been published.

Topological phases are exotic phases of matter characterized by a set of integer num-
bers known as topological invariants. These integers capture the topology of the elec-
tronic wave functions in momentum space (e.g. the winding number of the phase of the
wave function along the Brillouin zone edge) [6]. Generally, nonzero topological invari-
ants manifest themselves physically through the appearance of robust gapless (metallic)
electronic states at the boundaries of the material. Two celebrated examples of this phe-
nomenon are the quantum Hall insulator [7] and the quantum spin Hall insulator [2];
see Figs. (1.2)and (1.1).

In recent years, a keen interest has emerged to control and alter the values of topo-
logical invariants through the application of external perturbations [8]. A general mech-
anism to change a topological invariant is the "band inversion" [9]. A graph illustration
of the band inversion mechanism is given in Fig. (1.3). In the language of band the-
ory, in order to change the topology while preserving the symmetries of the system, one
needs to close the energy gap and then reopen it with the opposite band ordering. In the
inverted regime, a small fraction of the valence band goes to the conduction band, and
a small fraction of the conduction band goes to the valence band. As a consequence, the
boundary of the system has a metallic state and the bulk is insulating, since only a small
part of the bands is inverted. It must be noted that, in certain systems, one can realize a
band inversion without having to go through a closure of the energy gap. This situation
takes place when the topological invariant is protected by a symmetry and the external
perturbation breaks that symmetry. In chapter 4 of this thesis, we will be dealing with
precisely such a situation.

The band inversion mechanism is quite general, but it does not tell us the dynamics
of order parameter during this process, which will be the main focus of this thesis.
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Figure 1.1

Edge states of the 2D quantum spin hall insulator. The current in blue is carried by electrons
with spin 1/2 and the current in orange is carried by electrons with spin —1/2. The gapless
edge state is protected by time-reversal symmetry and is characterized by a %, topological
invariant.
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Figure 1.2

Edge state in a quantum hall insulator. The current in blue is carried by electrons. There
is a magnetic field perpendicular to the plate. The gapless edge state is a consequence of
time-reversal symmetry breaking.
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Figure 1.3

Schematic description of a band inversion. On the left panel, the system is a normal or topo-
logically trivial insulator, in the sense that its band structure can be adiabatically deformed
(i.e. without the closure of the energy gap) toward the band structure of vacuum. In this case,
there is no gapless edge modes (top left inset). By closing the energy gap (middle panel) and
reopening it again with inverted band ordering (right panel), the band structure is no longer
adiabatically connected to that of vacuum and consequently there is a gapless state at the
sample boundary (top right inset).

1.2 Floquet engineering

A widely accepted way to achieve a band inversion with the application of external per-
turbations is through Floquet engineering. In this scheme,the band structure is modified
by a periodic driving and a band inversion is included in the Floquet Hamiltonian. In
some systems, this could be achieved by coupling the system to polarized light [10]. A
graph presentation of Floquet engineering is given in Fig. (1.4).

In Floquet engineering, the Hamiltonian of the system is periodic in time T: H(t) =
H(t + T) [10]. Generally, the topological invariant is computed by using the Bloch
states |uy,(r)) [2], which form a static, complete orthogonal set of solutions for the
time-independent Schrodinger equation. For instance, in one dimension, the topological
invariant for the electronic band n is given by [2]

1
N = —%dk(uknliaklukn), (1.1)
2n

where the integral in the wave vector k is along the entire Brillouin zone. However, in
Floquet engineering we use a time-dependent basis |®(t)) [10], where exp(—iét)|®(t))
forms a complete orthogonal set of solutions for the time-dependent Schrodinger equa-
tion, € is the generalized energy and |®(t)) = |®(t+ T)). The one-period time evolution
operator can be defined as

T
U(T, k) = exp (—i f dt’H(t, k)) = exp(—iH(k)T), (1.2)
0
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and H_ is defined as

. T
Hes= %log (exp (—iJ H(t)dt)), (1.3)
0

where Hg(k) is an effective time-independent Hamiltonian known as the Floquet Hamil-
tonian. The topological invariant for the periodically driven system can be calculated
directly from H.g(k), similarly as it is done in equilibrium (e.g. using Eq. (1.1) if the
system is one dimensional in space).

Let us suppose that the initial (equilibrium) Hamiltonian is topologically trivial. Ac-
cordingly, the band structure of the initial Hamiltonian does not display inverted bands.
Now, for an appropriate external drive, H.g can host inverted bands. When that hap-
pens, we say that the topological invariant has been changed due to the external periodic
perturbation.

One conceptual and practical limitation of Floquet engineering is that its effect is
written in water when the periodic perturbation is removed. In other words, once the
external drive is switched off, the system goes back to its initial state (e.g. to the topo-
logically trivial state in the example considered in the preceding paragraph). This lim-
itation motivates the main question of the present thesis: is it possible to conceive a
system in which a small transient external perturbation can lead to a permanent change
in the electronic band topology? If the answer to this question is affirmative, we will
have conceived a topological analogue of the magnetic bit, the system stays in the final
state permanently even if the perturbation is removed.

1.3 Magnetic bit and the Landau-Lifshitz-Gilbert equation

The magnetization of an easy-axis ferromagnet forms a “magnetic bit”, which is the
basis for magnetic memories in today’s information technology [11]. A magnetic bit
consists of two energetically degenerate magnetization confirgurations, labeled as "0"
state and "1" state. These two magnetic states minimize the energy of the ferromagnet.
In order to go from one energy minimum to another by changing the direction of the
magnetization, there is an energy cost known as the magnetic anisotropy energy. This
energy barrier ensures the stability of the magnetic memory. A graph presentation of
the magnetic bit is given in Fig. (1.5).

It is well-known that a transient small external perturbation can lead to a permanent
change from the "0" state to the "1" state permanently, This is necessary in order to
write new data in the magnetic memory. A graph presentation of the process is given
in Fig. (1.6). The dynamics of such process is described by the Landau-Lifshitz-Gilbert
equation [12]:

dM

Frn —YM x Hegg — AM x (M x Hegp), (1.4)
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Figure 1.4

Example of Floquet engineering of topological phases. The equilibrium bulk band structure
is displayed in the top of panel (a), and A is the gauge field created by the light. It describes
a strip of graphene with armchair edges, which is topologically trivial. The bottom of panel
(a) shows the bulk band structure under light irradiation. The system now has bands with
nonzero topological invariants, which manifest themselves through the appearance of metallic
edge states (panels (b)). Figure taken from [8].

b)
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Figure 1.5

Schematic representation of a magnetic bit. (a) Magnetization of a ferromagnet, with polar
and azimuthal angles 6 and ¢. (b) Cartoon of the energy of an easy-axis ferromagnet as
a function of ¢. There are two degenerate local minima, which describe the two states of
the magnetic bit ("0" and "1"). The energy barrier between the two states is the magnetic
anisotropy energy.
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Figure 1.6
Cartoon of magnetization switching produced by an external perturbation.

and
Heff = Hext + Hani: (1-5)

where M is the magnetization of the system in the mean-field approximation, Hg is
the effective magnetic field (perturbation), H,,, is the external magnetic field and H,;
is the magnetic anisotropy field (obtained by taking the derivative of the anisotropy
energy with respect to the magnetization direction). The first term in the right-hand side
describes the precession of the magnetization around the effective magnetic field with
a gyromagnetic ratio y, the second term in the right-hand side describes the damping
relaxation of the magnetization towards the effective magnetic field via damping of
amplitude A. Damping is essential in order for the magnetization to settle into the new
energy minimum once the external perturbation is switched off. Likewise, magnetic
anisotropy energy is essential to ensure that the final state will be stable and that the
system will not return to its initial state once the perturbation is switched off.

In this thesis we intend to describe a counterpart of the magnetic bit and the Landau-
Lifshitz-Gilbert equation for a topological phase, where the role of 0 and 1 is played by
two states of different topological invariants. This is an example of dynamics and control
of topological invariants that goes beyond the Floquet engineering.

A presentation of the Landau-Lifshitz-Gilbert equation is given in Fig. (1.7). Eq. (1.4)
is only approximate, appropriate for slow-enough dynamics of the magnetization. In
addition, Eq. (1.4) conserves the magnitude of the magnetization; only its direction is
susceptible to change. This is a good approximation for many ferromagnets at tem-
peratures well below the Curie temperature, where the energetic cost of changing the
direction of magnetization (a consequence of spin-orbit interactions) is far less than the
energy required to change the magnitude of the magnetization.

6



Figure 1.7

A pictorial presentation of the Landau-Lifshitz-Gilbert equation.The red trajectory describes
the precession, and the blue trajectory describes the damping relaxation. The figure is taken
from Wikipedia (See the Wikipedia article on the "Landau-Lifshitz—Gilbert equation").

We map the order parameter to the magnetization, and we will derive a topological
analogue equation of the Landau-Lifshitz-Gilbert equation. This is an example of be-
yond Floquet engineering, instead of going back to the initial state when the external
perturbation is turned off, the system stays permanently in the final state.

In order to provide a proof-of-principle for the topological analogue of a magnetic
bit, we will work on the simplest possible model that gathers all the necessary ingre-
dients, namely: (i) energetically degenerate ground states with different values of the
topological invariants, (ii) an analogue of the magnetic anisotropy energy, (iii) an ana-
logue of external magnetic fields. This model, known as the SSH-Holstein model, will
be introduced in the next chapter.






Chapter 2

SSH-Holstein model

In this chapter, we present and explain the SSH-Holstein model. We begin by review-
ing the SSH and Holstein models separately, and by describing the band topology in
each case. The SSH-Holstein model is then discussed. This model will be used in later
chapters for a proof-of-principle realization of the topological bit.

2.1 The SSH model

In its simplest realization, the SSH model describes spinless electrons moving in one
dimension with a hopping amplitude modulated by phonons. Its Hamiltonian is given
by [13]

Hgsy = to Z(C}'Cj+1 +h.c.)—ag Z(Qj —Qj+1)(C} ciy1+H.c)
j J

1 o
+EmSZI:(q]'_q]'H)Z+w§(q]'_q]'+1)2:|, (2.1)

J

where t is the hopping between nearest sites, g; is the lattice displacement at site j and
ag is the SSH electron-phonon coupling constant. We assume t is real. At half-filling
(one electron per two sites, since our model is spinless), the system undergoes a Peierls
instability towards a gapped bond density wave [14]. In the mean-field approximation,
the density wave is described by q; = (=1) Ay, /2, where A, is a static order parameter.
When substituting this order parameter in Eq. (2.1), the hopping amplitude becomes
dimerized, so

HSSH,MF = to ;(C; C]'+1 +H.C.)_a5A0x z(_l)](c]er+1 +hC.)+ Ems C()é ; A(z)x (22)

A geometric presentation of the SSH model is given in Fig. (2.1). In pseudospin
representation, the bond density wave can be mapped onto an antiferromagnetic state.
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Figure 2.1

Schematic representation of the mean-field ground state of the SSH model. The hopping am-
plitude is modulated between weak and strong values (single and double lines, respectively).
As a result the system has a two-atom unit cell. The two sites in the unit cell are denoted as
A and B sites (in blue and yellow, respectively).

To see this we define the pseudospin operators

2 __ . F .
Si =c¢; Ciy1Ci+1

J J

x _ F T
Sj =C;Cir1 FCj14C;

Yy — ¥ - T

S]. = —1C;Cjq T1C;,4 €5 (2.3)

Then, (SJ’.‘H) o< (—1)*tagAy,, and Ay, can be understood as a Néel order along x.
The mapping between the bond density wave order parameter and the magnetic order
parameter motivates our later approach of borrowing from the concepts of spintronics
in order to determine the dynamics of the density-wave order parameter.

Adopting periodic boundary conditions, Eq. (2.2) can be written in Fourier space as

Z i c N

_ j [ k1A 2

Hssumr = [CklA Cle] dkl hd |:Cle:| i EKSAOX’ 2.4)
Ky 1

we will use k; for wavenumber and k, for frequency. A and B denote the two sites in a

unit cell, N is the number of sites, Kg = mgw? is the phonon stiffness. C] , and C;
1A kq,B

are the electronic creation operator of A and B sites respectively; Cy, o and Cy, p are the
electronic annihilation operator of A and B sites respectively. Vector d is

d, = (to+aglpy) + (tog— asAg,) cos(2k;a)
dy = —(to — ason) Sin(Zkla)
d,=0, (2.5)

and a is the lattice constant. The dispersion relation of the electrons is then

€r e = £4/2(62 +a2A2 ) +2(t2 — a2 A2, ) cos(2k a), (2.6)

and its spectrum is shown in Fig. (2.2). We expand the energy around the vicinity of

10
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Figure 2.2

Energy spectrum of the SSH model, where "+" labels the conduction band, and "—" labels the
valence band. We choose a =1 and agA,,/t, = 0.3.

the two Fermi points k; = 57 £ q1, so the ground state energy of the system is

N
E[Ag ]~ =) y/4a2t3q? + 4022, + EKSAgx
q

A
Na N
= dq, \/4a2tgqf +4aZ0% + EKSAgx 2.7)
0
the mean-field energy and order parameters are obtained by minimizing the energy, i.e,
imposing dE/Jd A, = 0. By doing this we get
2atyA oK
0 exp— 025, (2.8)
20

AOx:i

QAg

where A is a momentum cutoff. Even though this value of Ay, minimizes the energy,
Ap, = 0 is also a solution but corresponds to a higher energy state in one dimension.
At the mean-field level, there are only two possible values of Ay, and they only differ
by a sign. This is an example of a commensurate charge density wave (commensurate
CDW).

The eigenvectors of the conduction band "+" and valence band "—" are

[} .0
|+,k1>=[ C‘”%} |—,k1>=[‘s‘“%], 2.9)

9 ein @ ip v
e’ sin e’ cos 3

where 6 = arccos(d,/,/d? + d§ +d2?) and ¢ = arctan(d, /d,). In SSH model 6 = 7/2
because d, = 0.

It is clear that the energy spectrum is invariant under a sign change of A,,.. However
the sign of Ay, has impact on the band topology of the system. To see this, let us
calculate the Berry phase for the SSH Hamiltonian in the mean-field approximation.
The Berry phase is a geometric phase that appears in quantum mechanical system. It

11



ZaSAONJ '
X

Figure 2.3

Schematic representation of the winding number of the SSH model, for the case of A, < 0.
The blue line describes the closed path made by when k; varies from —m/2a to ©/2a. The
angle ¢ defined by tan ¢ = d, /d, completes a full circle and therefore the winding number
is one.

only depends on the closed path of the external parameter [15] in parameter space.
When the parameter is the crystal momentum this phase is called the "Zak phase" [2].
The Zak phase is related to the electronic transport property of an insulator [16]. For
the SSH model the Berry phase is [2]

. % 1 2a
Y+ = lJ dkq (+, k1|8k1|:|:, ki) = _EJ dklakﬁP

T

T 2a 2a

o (Z)-(Z)

Since 1t/2a and —7t/2a are the same point, the single value property of the wave func-
tion implies that ¢ (%) - (%) must be a multiple of 2rt. The multiplicity n is the
winding number (the number of loops made by ¢ as k; covers the Brillouin zone.)
For Ay, < 0, it turns out that n = 1 and therefore the Berry phase is 7 (mod 27); for
Ay, > 0, n =0 and the Berry phase is 0 (mod 27). This is because the minimum value
of d, is equal to 2agA,. See Fig. (2.3) and Fig. (2.4).

In the SSH model chiral symmetry is preserved because [H,o0*], = 0 ([-,-]; is
the anti-commutator). There is a robust electron edge state, the Jackiw-Rebbi zero
mode [2]. As long as chiral symmetry is preserved, the edge mode will always be

12
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Figure 2.4

Schematic representation of the winding number of the SSH model, for the case of A,, > 0.
The blue line describes the closed path made by when k; varies from —n/2a to ©/2a. The
angle ¢ defined by tany = d,/d, does not complete a circle and therefore the winding
number is zero.

present [2] in finite-size chains, provided that the winding number therein is nonzero.
This is an example of symmetry-protected topological phase [6]. The physical interpre-
tation of the existence of the edge state is that a non-trivial Zak phase is related to the
non-trivial bulk polarization, so the edge state must carry charge.

2.2 The Holstein model

In its simplest realization, the Holstein model describes spinless electrons moving in one
dimension with an onsite potential modulated by phonons. Its Hamiltonian is given
by [17]

J

, X 1 5
Hyolstein = to Z(C]ch+1 +H.c)—ay ZQ]'(C} cj)+ 5 M Z [Qj + wIZ_IQ?], (2.10)
J J

where Q; is the lattice displacement at site j and ay is the Holstein electron-phonon
coupling constant. We work in a gauge where t; is real. At half filling, the system
undergoes a Peierls instability towards a gapped site-density wave [17]. In mean field

L . . . —1) . .
approximation, the density wave is defined by Q; = %AOZ, where A, is a static order

13
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Figure 2.5

Schematic representation of the mean-field ground state of the Holstein model. The site
potential is modulated between weak and strong values (small and big balls, respectively).
As a result the system has a two-atom unit cell. The two sites in the unit cell are denoted as
A and B sites (in blue and yellow, respectively).

parameter. It follows that the onsite potential becomes dimerized, so

HyolsteinMr = to Z(C} Cj+1 +h-c‘)_%aHAOz Z( 1)](0 C;j— ]+1 ]+1)+ meH Z A

’ (2. 11)
A geometric presentation of the Holstein model is given in Fig. (2.5). In the pseudospin
representation, the site density wave can also be mapped onto an antiferromagnetic
state by the same operators as in Eq. (2.3). Then, (SJZ.H) o< (—1)Y " ay Ao, /2, and Ag,
can be understood as a Néel order along z.

In Fourier space the Hamiltonian can be written as

T Ck N
HHolstein,MF ~ Z I:C]llA ]d o |:Ck12] + EKHASZ’ (2.12)
kq

where

d, =ty + tgcos(2k;a)
dy = —to Sin(2k1a)
d, = agQg;. (2.13)

A, B denotes sites within one unit cell and Ky = choIZJ is the phonon stiffness.The

dispersion relation of the electrons is

e, = 21/ a2 A2, +2¢2 +2t2 cos(2k; @), (2.14)

and its energy spectrum is shown in Fig. (2.6). The ground state energy of the system
at half-filling is

N
E[Ag,] ~ —Z VA4a23a} +af A, + T Ku Ay, (2.15)

14
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Figure 2.6
Energy spectrum of the Holstein model, where "+" means the conduction band, "-" means the

valence band. We choose a =1 and a2 A2 = 0.09.

Again the mean-field order parameter can be obtained by minimizing the energy:

4atyA 2mtoK
0} oyp—=Tti0Rs

D) 5
aH aH

Ay, =+ (2.16)

where A is a UV (ultraviolet) momentum cutoff. Ay, = 0 is also a solution by minimiz-
ing the energy, however Ay, = 0 always corresponds to a higher energy state in one
dimension. At the mean-field level there are only two possible value of A, and they
only differ by a sign.

The Berry phase can still be obtained from E.q (2.9), this time with d given by
Eq. (2.13):

I

_ 2 1 m —T 1 (>
re= zJ dky (a4 k) =—5[¢(£)—w(z)]—5ﬁldklaklapcose,

2a 2a

the Berry phase could be an arbitary value depending on the value of a;Ay,. Ay, and
—A,, have the same energy, besides Ay, and —A,, both have no well-defined Berry
phase so there is no robust electron edge state since the chiral symmetry is broken.

Both the SSH state and the Holstein state of the CDW (charge density wave) break a
discrete symmetry. With periodic conditions, this symmetry is q; — q;41 and ¢; = ¢jyq
(translation by one lattice site). The formation of the SSH or the Holstein ground state
costs elastic energy, but the gain in kinetic energy is larger, so they form stable ground
state.

15



2.3 SSH-Holstein model

Combining Egs. (2.1) and Egs. (2.10), we obtain the Hamiltonian of the SSH-Holstein
model:

H=t, Z(C}Lcj+1 +hc)—ag Z(Qj —q]‘+1)(cj‘¢j+1 +h-c~)_aHZQj(C;Cj)
J J J
1 L 2 2 2 1 5 2 2 12
+§ms;[(qj'—q1+1) + w5(q; —qj41) ]+§mH;[Qj +wHQj], (2.17)

where q; is the coordinate for the SSH-type phonon and Q; is the coordinate for the
Holstein-type phonon.
Based on the preceding sections, we propose the mean fields

—1)
q; = ( 2) Aoy
—1)
Q= —( 2) Aog- (2.18)

Like before, the values of the mean fields can be obtained by minimizing the energy. At
half filling, we can show that the energy of the system is

N
E[Dor Bos] == D e, + o (KsAF, +KuAf,), (2.19)
&
where
e, = /2063 + a2A2 ) +2(t2 — a2 A2 ) cos(2kya) + ad A2, (2.20)

Eq. (2.19) is plotted for different situations in Figs. (2.7), (2.8) and (2.9). These figures
can be understood analytically by expanding k; in Eq. (2.20) around *7/2a. Then,
Eq. (2.19) becomes

N
E[Aoe Ao, ) =D /402303 + 4030 + ol A + (A, +KyAY).  (2.21)
q1

Therefore, the conditions dE/Jd Ay, = 0E/J Ay, =0 give

1 N .
( — EKs) on - 0,
o \/4a2t2q2 + 40202 + a2 AL,
1 N .
— SR |20, =0, (2.22)
o \/4a2 t2q3 +4ai A2 +ai Al
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Figure 2.7

Plot of E/tyN for K¢ < K;. The mean-field order parameter minimizing the energy is
(:I:z‘;;s"/\e_z’“OKS,O). We take t,Kg =2, t,Ky = 4.

where K5 = Kg/4a2 and Kj; = Ky /aZ,. Solving Eq. (2.22), the mean field order param-
eter is

2atoA p ~ ~
(on, AOZ) = (:l:a—oe—ZTEtOKS, 0) for KS < KH
S
4atyA 5 - .
(AOXJ AOZ) = (O, :l:a—oe—Zﬂ'tOKH) fOI‘ KS > KH
H
5 1 1 . -
(Agy, Agy) = datoAe 20K (— sin ¢, — cos d)) for K = K. (2.23)
20(5 (0534

In the third line of Eq. (2.23), the value of ¢ can be arbitrary because the ground
state energy does not depend on it. In summary: (1) when Ky < K}, the ground state
displays SSH-like (bond density wave) order parameter; (2) when K5 > Ky, the ground
state displays Holstein-like (site density wave) order parameter; (3) when Kg = Ky,
there are a infinite number of sites with degenerate energy, therefore there would be a
Goldstone mode know as "phason" [18].

The preceding observations are based on the mean-field approximation. It turns out
that the zero-temperature phase diagram of Eq. (2.17) has been obtained in Ref. [17]
using quantum Monte Carlo (see Fig. 2.10), which works well at large frequency. De-
pending on the value of parameters A, = alzq /(Kyty) and Ay = ag /(Kstgy), there are
three different phases: the SSH phase, the Holstein phase and the Luther-Emery metal-
lic phase. When the values of the order parameters A, and A, increase the Luther-Emery
metallic phase tends to vanish and there is a common boundary between the SSH and
Holstein phases. The SSH CDW and Holstein CDW appear in the expected region. This
is the region of the phase diagram where our mean-field treatment matches well the
Monte Carlo prediction.

In order to realize a topological analogue of the magnetic bit, we place ourselves
in the regime K5 < Kj. Then, we notice that Fig. (2.7) looks similar to that of a two-
dimensional ferromagnet with easy-axis anisotropy. In our analogue, the two preferred
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Figure 2.8

Plotting of E/t,N for Kg > K. The mean-field order parameter minimizing the energy is
(0, :l:@e‘z"‘ﬁk’ﬂ). We take t,Kg =4, toKy = 2.

Qa;
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Figure 2.9

Plotting of E/t,N for K5 ~ K. The mean-field order parameter minimizing the energy
is (AgxsAgs) = 4atohe 2moKn (i sin ¢, icos d)). We take toKg = 1.7, toKy = 2. The
Goldstone mode does not appear in the case K ~ K but instead appears when K¢ ~ K,
this is because the graph is not given by expanding k; around 7 /2a, but is given by direct
calculation of Eq. (2.19).
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Figure 2.10
Phase diagram for SSH-Holstein model, where A, = a2 /(Ksto), A, = az,/(Kyto), Ks = mgw?
and Ky = choIZJ. Dashed lines are the phase boundaries. Figure taken from Ref. [17].
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(anti-parallel) orientations of the magnetization can be mapped to the order parameters
Ay, and —A,. For the case Kg = Kj; (see Fig (2.9)), as an analogy of the magnetic
anisotropy energy vanishes and the magnetization has no preferred direction. In this
case, the rotational symmetry is spontaneously broken in the ground state, and the
low-energy excitation is a gapless magnon; such situation is clearly not desirable for a
magnetic bit.

The dynamics of the magnetization in a magnetic material is described by Landau-
Lifshitz-Gilbert equation [19], which is a ground state non-linear differential equation
beyond the small perturbations of the angle. Is there a similar non-perturbative equation
for describing the change in the band topology? This is the main question we will
address in the following chapters.
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Chapter 3

Small-angle order parameter
dynamics of the SSH-Holstein
model

Thus far we have discussed the mean-field ground state of the SSH-Holstein model and
we have described the presence of the two topologically distinct ground states therein.
In this chapter, we determine the dynamics of small fluctuations around the mean-field
ground state (small-angle dynamics). While insufficient to describe a topological bit,
the calculations of this chapter set the notation and formalism for Chapter 4, which will
concentrate on the large-angle dynamics of the order parameter.

3.1 Continuum model

We begin by introducing a continuum model, which will facilitate the calculations that
follow below. The continuum model is motivated by the fact that, for half-filling, low
energy excitations are concentrated in the vicinity of k; = +m/2a [20]. This allows to
write

¢ —Z—\P(k Jertkix = 7 —\I/(k Jemikix 4 %" —\IJ(k Yeikix

kyoky VN k1~kF
= — (¥, (x)etkr* + Wy (x)e k) 3.1
ﬁ( 1 (x) R(x)e™ %) (3.1)
and
* dk .
\IJRL = VN(IJ _\PkiKFe_lkx, (32)
’ 3 2n

where ¥, is the field operator for the left-moving fermions, ¥y is the field operator for
the right-moving fermions and ky = m/2a. Substituting Eq. (3.1) into Eq. (2.17) and
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ignoring exp[+i2kyx] since it is fast-varying, then the Hamiltonian of the SSH-Holstein
model becomes

I 2 591, 1 3,
H:JdX\IJ'h\I/+%mSde[AX+wSAX]+£mHde[AZ+wHAZ], (3.3)
where ¥ = (¥, ¥y) and

h=—ivo*d, —2a,A, 07 + ayA,0* (3.4)

is the Hamiltonian of 1D Dirac fermions with dynamical masses and velocity v = 2at,.
If we define

—2agA, = Asin¢
agA, = Acoso, (3.5)
then h is consistent with the low-energy effective Hamiltonian derived by Goldstone
and Wilczek [21] for an incommensurate charge density wave (ICDW). The ICDW is a
charge density wave with degenerated ground state energy, consequently, there will be a
goldstone mode known as "phason", which indicates that the CDW is sliding. However,

in their paper, they treat A and ¢ as known parameters, but in this project they are
dynamical parameters and we want to unveil their dynamics.

3.2 Perturbations
In order to study the dynamics of the order parameter, it is important to include the
effect of external perturbations. In the presence of such perturbations, Eq. (3.4) gets an

additional term that we label as 6H. In the low-energy subspace of R and L fermions,
a generic perturbation can be written as

SH = J dx¥ 6hw = J dx¥' (B-o +By)V, (3.6)
where I is the identity matrix, and o is a vector of Pauli matrices in the (L,R) space.
Let us discuss the physical meaning of the different components of the perturbations
(Bx,B,,B;) = B and B,. To begin with, we consider a spatial modulation of the onsite
potential,

5,H= Vilc;. (3.7)
J
Using Eq. (3.1) and transferring V(x) to Fourier space as V(x) = Zkl vkleiklx , we get

6H o< f dx ¥ vol + R(vor, )™ — 3(vor, )07 ¥

= J dx¥'[vol +B,o* +B 07 ¥, (3.8)
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where v, renormalizes the chemical potential. Thus, a modulation of the onsite potential
produces the perturbation B, and B,,. If the modulation is symmetric in space (V(x) =
V(—x)), then only B, is present. Next, we consider the effect of a modulated strain:

6H = Z \/j(c;cjﬂ +H.c.), (3.9
J

which leads to
S§H o< J dx ¥ 2% (v, )o? 1 = f dx¥'[B,oY V. (3.10)

Thus a modulation of strain produces nonzero B,,. Finally, By and B, can be interpreted
as scalar and vector electromagnetic potentials, respectively, because B, couples to the
charge density and B, enters the Hamiltonian as (—ivJ, + B,)o*.

3.3 Effective action for the order parameters

A convenient and standard way to compute the order parameter dynamics is through
the minimization of an effective action. To obtain such an effective action, we begin by
writing the partition function of the system in the imaginary-time path integral formal-
ism [7]:

Z= f DT, W, AL, A,) e SV ARAL (3.11)

where
S[oh,w,A,,A,]= f drdx [0, —pwhe]+ f dv (H + 6H) (3.12)

is the action of the system, u is the chemical potential, and T =it is the imaginary time.
The full action in Eq. (3.12) contains both fermion and phonon (order parameter) fields.
However, we are interested only in the dynamics of the order parameters.

One benefit of using the path-integral formalism is that we can integrate out the
electronic degrees of freedom (W', ¥) in order to quantify their influence in the dynam-
ics of the order parameter (A,, A;). Because Eq. (3.12) is quadratic in the fermion
fields, the integration of the electronic fields can be done exactly using the well-known
formula [7]

f DIW!, W, A, A Je [ d7axV'6TY - f D[A,,A,]det(G™)

= f D[A,, A, lexp[TrinG '], (3.13)
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where G™! = 8, — u+h + 5h, and Tr represents the trace over both space-time and the
(L,R) pseudospin. In the usual jargon, G is the electronic Green’s function. As a result,
the partition function reads

Z= J D[A,, A, e Seii(Aes) (3.14)

where See = Spp, — Trin G~ is the so-called effective action for the order parameters,
and

1 . 1 .
Sph:JdeX(ZmS[Ai"'ngﬁ]"'ZmH[Ai_"wlzﬁlAgD (3.15)

is the phonon-only part of the effective action. From the effective action, we obtain the
dynamics of the order parameters in two steps: first, we minimize the effective action
via 6S.¢/0A = 0, and afterwards we switch back to real time. There is a problem,
however. While the expression for S.¢ is exact in principle, in practice it cannot be
computed exactly because G™! contains order parameter fields with arbitrary time and
space dependence. As a result, we are unable to compute the trace over space and time.
Thus, it is necessary to resort to approximations. The simplest approximation one can
think of is to assume that the external fields are weak and that the deviations of the
order parameters from their mean-field values are small. Then, one can write

(A, A)=(Age +0A,, A, +64,), (3.16)

where the first and second terms in the right hand side describe the mean-fields and
the small fluctuations, respectively. As stated in Chapter 2, we choose the microscopic
parameters of the Hamiltonian such that Ay, = 0. Therefore, G~ ! = G, 1+ Vv, where

Gal =0, —1vo®0, —u—20a5Ap, 07 (3.17)
is the mean-field part of the electronic Green function and
V=G"1-G,'=—2a56A,07 + ay6A,0* +5h (3.18)

is the perturbation that is assumed to be "small". Now the effective action can be written
as

Sest = Spn—Tr[Gy 1]+ S, (3.19)
where
S, = %Tr[(GOV)”] (3.20)
and we have used
Tr[InG '] =TrIn[G, ']+ TrIn(1 — G,V). (3.21)
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From now on we truncate the perturbative expansion of the effective action at n =
2. This truncation is justified if the energy scale of the perturbation is small com-
pared to the gap of the unperturbed energy spectrum. Accordingly, the angle ¢ =
arctan(—2agA, /agA,) introduced in Eq. (3.5) will be restricted to the vicinity of /2
or —nt/2, depending on the sign of A,. It is in this sense that the dynamics of the order
parameter can be called "small-angle dynamics".

3.4 First order expansion of the action

Let us calculate the terms in the effective action that are linear in the fluctuations and
in the external perturbations. We begin concentrating on Tr[G,V]. Since the trace is
basis-independent, we choose to write it in frequency and momentum space (w,,, k).
The motivation for this choice is that G, is diagonal in frequency and momentum space,
as the mean-field ground state is static and spatially uniform. Inverting Eq. (3.17) we
obtain

iw, +u+2atgk;0% —2a¢Ay, 07
Golw,, ky) = nTUW 0K1 SR0x

; > (3.22)
(i + 1P =€}

ex, = vk +4a2A2, (3.23)

is the excitation energy for 1D massive Dirac fermions, w, = (2n + 1)ntkgT is the
fermionic Matsubara frequency, T is the temperature, kz is the Boltzmann constant,

where

V(q) = —2a5076A,(q) + ago*6A,(q) +B(q) - o + By(q)I (3.24)

is the perturbation in Fourier space, and q = (qo,q;) = (w, — w,k; —k}). We use the
following convention for Fourier transforms:

Y(x,7)= ; Z exp(—iw,1)exp(—ik,x; )W (k,, w,)

vPBNa s

"Il(wn: kl) =

1
dxdrtexp(iw,t)exp(ik,;x)¥(x, T). (3.25)
,—Na ﬁ n 1
Using these conventions, writing k = (w,,, k;) and defining "tr" for the trace over (L,R)
pseudospin, we have

TH{GoV] =D tr(kIGoV k) = > trGo(k){k|V [K) = ZtrGo(k)V(O)
k k

1
v BN
1

—(B,(0)—4a2A,6A,(0))

where we have used the notation
1

v PBNa
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valid because V is local in space and time. The next step is to compute the momentum
and frequency sums in Eq. (3.26). We begin with the sum of Matsubara frequencies,
which can be done as explained in Ref. [7]:

A
—’

2=2) 2€k1

A

1 1 _ 1 1 B
B; (iwn"‘H)Z—fil B ZReS[(z+u)2—eil]exp(ﬁz)+1

where A is an index denoting poles, z = iw,, "+" represents the upper electron band
and "—" represents the lower electron band, as indicated in Fig. (2.2), and fi + =
1/ |:exp(—ﬁ(iek1 —u)+ 1] is the Fermi-Dirac distribution function. We will be inter-
ested in the low-temperature regime, where f; , ~ 0 and f;, _ ~ 1. Accordingly,

1
S = (B, (0)—402A0,54,(0)) D Ber + K5 Ao, 5A,(0). (3.28)
3 1

The first term of Eq. (3.28) does not contribute to the equation of motion 6S./6A =0
because it is independent from 6 A, and 6A,. The second term does not contribute
either because time average of the fluctuation is zero.

3.5 Second order expansion of the action

Now we calculate the terms in the effective action which are quadratic in the perturba-
tion V. We will use the well-known formula [7, 22]

fkl,n _fk1+q1,n’

1 1
TGV GV = o= D oo D0 kanlVIky +qun') , (3.29)

2
PNa q1,90 ky,n,n’ €kyn ™ Ckytqy,n/ t1qp

where n = &+ and n’ = + are the mean-field electronic band indices, €k, + = T€y, is the
band energy, [k, +) = (cos(6y, /2),sin(6, /2))" and |k;,—) = (—sin(6y, /2), cos(6x, /2))"
are the band eigenstates, and cos 6, = 2vk; /€, . At zero temperature, only n = —n’
contribute to Eq. (3.29). Therefore the only matrix elements to compute are

k K V2 = 402 cos O, + O 54 2, .2 2 O, — O 5A 2
|(ky, +|V |k}, —)|* = 4ag cos 3 [6A,(q)|* + ay cos 3 16A,(q)l

' le + Gkg le — eka . 5
—2iagayy cos — cos — [6Ax(q)5Az(q)—H.c]
(3.30)

and
|(k1,—|V|k/,+)|2: |<k1,+|V|k/,—>|2 (331)

ag——ay’

where we have defined §A, = 6A, + B, /ay and 6A, = 5A, —B, /2ag. In Eq. (3.30),
we have omitted the gauge fields B, and B, for simplicity. We will treat them in the next
chapter.
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Using Eq. (3.29) we get
1 NP y y
Sy 4S8, =— SAT,6AK(SA,,8A)T, 3.32
2 ph 2/3[. q.qu( x z) ( x z) ( )

where K is a 2 x 2 matrix. In the long wavelength and the low energy approximation,
i.e. |qol, v|g1] < |Agy|, the matrix elements of K are

1 52 @ v2a%+a?
K@ T3 | ¥ T aar
% 1(Aa,0,0) Tly agAg,
AsAy aqiqo
K, > =—Ky,
01(q) 1673 tg 10
1 82E af, viq}+qg
K1(@)= ]V_E)Az 32H 21 2 0 +m§1q(2). (3.33)
2 1(210,0) Tty agAg,

In the static and uniform configuration (qy,q; = 0), K behaves as a matrix of spring
constants,

Koy(0) = 1 0%E
00 —
N GAZ (a0
1 9%E
K11(0) = T A
N OAZ|(a,00
KO].(O) == _K].O =0. (3.34)

From Eq. (3.32) we obtain the equation of motion

Koo Kop||6A.]
o BT, oss

Considering the spatially uniform dynamics, Eq. (3.35) can be rewritten as

Kyo(0)SA, +| ——— +mg |826A, = Ky0(0) 5y + L 5By
00 T\ 24nega2 U0 )T TN T RN 00 T\ 24ne0a2. 0 ) 2ag
2 2
a B 1 J°B
K (0)6A, +| ——2— +my | 8264, =—K O—y—(—+m) LY
u(0)84, (szmoagAgX H) e 08 =—Ku(0) R2ngA2 ) ay
(3.36)

These equations describe harmonic oscillations around the local minimum (A, 0) with
external forces. When B, = 0 = B, the dispersion relation for the low energy fluctua-
tions of the order parameter can be obtained by equaling the determinant of the matrix
in Eq (3.35) to zero.

This concludes our discussion of small-angle order parameter dynamics. We will
not discuss further aspects of small-angle dynamics (such as collective modes), since

27



the main goal of the present chapter is to set the technical formalism for the next chap-
ter. Next, we will go beyond small-angle order parameter dynamics by a more judicious
choice of perturbation. That will allow us to realize a proof-of-principle for the topolog-
ical bit.
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Chapter 4

Large-angle order parameter
dynamics of the SSH-Holstein
model

In the previous chapter, we studied the small-angle order parameter dynamics of the
SSH-Holstein model. In the SSH-Holstein model, the charge-density wave order pa-
rameter can be written as A(sin ¢, cos ¢,0), where ¢ is the order parameter angle and
A is the amplitude. In Chapter 3 we studied the small-angle order parameter dynamics
(¢ close to /2 or —m/2). However, in order to describe the dynamics across a topo-
logical phase transition, we need an equation of motion for the order parameter that
will be valid for an arbitrary value of ¢ ("large angle" dynamics). The purpose of the
present chapter is to introduce a method that fulfills that need and enable us to pro-
vide a proof-of-principle for the topological analogue of the magnetic bit. We have been
aware of a similar transformation in the literature of incommensurate charge density
waves (ICDW) [21, 23, 24, 25].

In Sec. 4.1 we will introduce the method of calculation. In Sec. 4.2 we will calculate
the order parameter as a function of the order parameter angle, and will derive the
analogue of the magnetic anisotropy energy in our system. In Sec. 4.3 we will derive
the chiral anomaly using Fujikawa method. In Sec. .4 we will calculate the contribution
to the action from the regular part. In Sec. 4.5 and Sec. 4.6 we will list and solve
some problems arsing from the calculations. In Sec. 4.7 we will compare our result to
earlier works [21, 23, 24, 25]. In Sec. 4.8 we will discuss the physical meaning of the
anomaly term. In Sec. 4.8 we will derive the equation of motion for the order parameter
involving a damping term. In Sec. 4.9 we will discuss the similarity with the Josephson
effect. In Sec. 4.10 we will discuss the polarization. In Sec. 4.11 we will discuss the
shape of the pulse which could induce the topological phase transition.
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4.1 Chiral gauge transformation

In chapter 3, we presented a method to calculated the effective action of the order
parameter and the equation of motion in the presence of external perturbations. Then,
we performed perturbation theory in the vicinity of the ground state. As a result, the
order parameter angle ¢ was always limited to the neighborhood of £7/2. In this
section, using the same overall method we will introduce a gauge transformation of
the coordinate which will allow us to study the same system, but in the large angular
fluctuation regime.
Let us begin by recalling the electronic part of the action, obtained in Chapter 3:

Sele = f dxdt¥'[8, —ivo®d, —AQ-0 —u+B-0o +ByI]Y, 4.1)

where Q = (cos¢,sin¢,0) and ¢ is defined in Eq. (3.5). Now consider a change of
variables ¥’ = R¥, where R = exp (—io,¢ /2) is a unitary operator that rotates the left-
moving and right-moving fermions in the opposite sense by an angle /2. Because of
this twisted sense of rotation, R can be called a chiral gauge transformation. Upon this
transformation, the electronic action becomes

Sele = f dXdT\I//T[ar —ivo®d, + Ao™ — éﬁzﬁf(j) - %axqg

—p+0%(B Q) — 0’ [(BxQ)-2]+B,0° + Bl |, (4.2)

Here, we notice that the time and space gradients of ¢ have been separated out from
¢ itself. The later only appears only in terms that multiply with the small external
perturbation B. Thus, this opens the door of doing perturbation theory in 9. ¢ and 2, ¢
instead of ¢ itself.

4.2 Magnitude of the order parameter and anisotropy energy

In Eq. (4.2) there remains a difficulty in the term Ao™. Because A is generally space and
time dependent, the calculation of the effective action for the order parameter becomes
very complicated. To overcome this difficulty, we borrow an approximation method
from magnetism, for temperatures below the Curie temperature, the fluctuations in the
magnitude of the magnetization are neglected because they involve higher energies
than the fluctuations in the angle of the magnetization. In our model, the magnetization
could be mapped to the magnitude A of the charge density wave order parameter. Then,
we assume that A can be minimizing the total energy of the system for each value of ¢.
This amounts to neglecting the fluctuations of A around its mean-field value. Ignoring
the contributions of B, the total energy of the system is given by Eq. (2.19). In the
continuum approximation (cf. Chapter 3), the sum over the wave vector can be done
analytically as function of A and ¢ (which are treated as parameters in calculation).
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The price of the analytical convenience of the continuum model is the need to introduce
an ultraviolet (UV) momentum cutoff A. Once we have obtained the energy E[A, ¢ ],
we minimize it with respect to A. Such minimization gives

Apin = 4atoAexp(—2mty(Kgsin® ¢ + Ky cos? ¢)). (4.3)

We can define a parameter y that

A2
_ O ~ ~
y = —(Ks—Kpg). 4.4)
2a

If K;; = K, the magnitude of order parameter is
Ay = 4atoAexp(—2mtoKy), (4.5)
we will assume that K, K are close to each other, so that
Apin =& c0s2¢ —& + A,, (4.6)

where £ is defined as

We will treat & as pertubation, which represents a first order dependence on the mag-
nitude of order parameter.

Now we find the expression of the minimum energy (ground state energy) by sub-
stituting the minimized order parameter A,;, in Eq. (2.19):

4atoAA,,; AN
Epin = log e 20A2 mZz wlogﬁ
a tO + min ato
— log(e—zmo(ks sin? ¢ +K cos? ¢))
=—2nty[(Ks—Ky)sin® ¢ +Ky |, (4.8)
thus
NAZ. ()
Epinl¢p]~ ———, (4.9)
87Tt0
and
JE, .
a’q’;m =0—- ysin2¢ =0, (4.10)

For y < 0, the energy of the system reaches a local minimum at ¢ = 5(2n+ 1), and
reaches a local maximum at ¢ = nm, where n is an integer.
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4.3 The chiral anomaly

In section 4.1, we have seen how the electronic action changes under a chiral gauge
transformation. This is not the whole story. In 1979, Kazuo Fujikawa [26, 27] pointed
out that, when a chiral gauge transformation is applied to Dirac fermions in even space-
time dimensions, the measure of the path integral changes as well. This change in the
measure results in an additional term in the effective action, which is known as the chiral
anomaly contribution. In this section, we calculate the anomaly contribution appearing
in our model. We denote the anomaly part of the action as S,,.

Including the electromagnetic vector potential A = (Ay,A;), the electronic part of
the action of the system can be written as [28]

Sele = —1 f drdx¥[iD +iM(¢) ]V, (4.11)

where
¥ =vlo”. (4.12)
The Hermitian and gauge-invariant derivative operator ilp is

iD=id +eA, (4.13)

where A = Auy“ is the "Feynman slashed notation", y* are Dirac gamma matrices with
u=0,1(y°=0o%,y! = —0Y), which satisfy the anti-commutation relation [y%,y"], =
25" (we take the Fermi velocity v = 1), and Ay = A, —i5,0,¢ and A=A+ 2%87(}5 are
the generalized gauge fields [29]. The chemical potential u can be absorbed by A, and
B, can be absorbed by A;. The mass of the fermion is

M(¢p)=—A(x)cos¢p + B, — O'Z(By — A(x)sing), (4.14)

The general formula for the partition function is

Z= J D[¥, ¥, p, Ale SIVT4:A] = f D[V, W, ¢, Alexp[—2InTrJ Je SI¥ ¥ #.A
(4.15)

where J is the Jacobian and it involves singularity. The crucial part of the Fujikawa
method is the singularity should be regularized, details calculations are in Appendix A.
The action for the chiral anomaly is

] 1
S, =—2InTrJ = Lf drdx[edE, + —(2,9) + —(3:9)], (4.16)
27 4y 4n
the action for the chiral anomaly in the real time is
Su= 2 | dedx[ed B, — ——(39) + —=(8,9)?] 4.17)
¢ 2nm X 4mv ! 4% ’ '
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At first glance, one may be concerned with the fact that S, appears to change under
¢ —¢+2m. Yet, ¢ and ¢ + 27 should be physically indistinguishable. This implies that
exp(—S,), which appears directly in the partition function, must be invariant under ¢
to ¢ + 2m. Fortunately, this turns out to be the case, as shown by the so-called Atiyah-
Singer-Patodi index theorem [28].

The chiral anomaly action S, has important physical consequences. Let us discuss a
few of them. First, using Eq. (4.17), we notice that

. oS 1
Jo= G0 = TP =5¢0
. oS 1

Therefore, space- and time-gradients of angle ¢ result in electric charge (j,) and current
densities (j;). The factor of 1/2 in Eq. (4.18) is indicative of charge fractionalization.
For example, let us suppose a sharp domain wall between ¢ = ©/2 and ¢ = —71/2,
centered at x = 0. It follows from Eq. (4.18) that j, = —1/2e8(x). Thus, a particle
of charge e/2 is trapped at the domain wall between a topologically trivial and a topo-
logically non-trivial insulator. The result is known in the SSH model literature, from an
alternative point of view [30].

4.4 Perturbative contributions to the effective action

In the previous section, we derived the contribution to the effective action of the phonon
order parameter, coming from the chiral gauge transformation. That contribution is
non-perturbative. In this section, we integrate out electrons (like in Chapter 3) in order
to obtain the remaining parts of the effective action. The starting point is the partition
function:

7 ~ f D[¢ple S Sen det[ G (7, x)] = J D[ ¢ Je 5 Sen exp(TrIn[G1]), (4.19)

where
G 1=0,—ivo®0, + Apino* + 0 (B- Q) —0?[(B x Q) -2]+ 0B, — u + Byl

— éoZBTqS — %axqs —evo©A; —ievAy (4.20)

is the inverse electronic Green function after the chiral gauge transformation. As men-
tioned in Chapter 3, we notice once again that the electromagnetic gauge fields A; and
A can be absorbed into the terms containing B, and B,. With this in mind, from here
on we only keep A, and B,.

We define the unperturbed inverse electronic Green function

Ggl(x,’r) =0, —ivo*0, —u+ Ayo* (4.21)
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and a perturbation
V(x,1)=G,'—=G!
=—0"(B-2)+0’[(Bx02)-2]-0°B, + %028T¢ + %axda
—&(cos2¢p —1)o* +ievA,, (4.22)

which represents the interaction of electrons with the order parameter angle ¢ and
with the external field B. We consider the case where the magnitude of the interaction
is much smaller than the energy gap of the unperturbed system: |V| < A,. Specifically,
the small parameters in Eq. (4.22) are B, &, d,¢ and 0, ¢. Thus, a perturbative treatment
on V does allow to explore arbitrary values of ¢; such is the gain from the chiral gauge
transformation in Sec. 4.1. To second order in V, we have

1
In(G;'—V)=InG,"' +In(1 - GyV) ~# InG,' — GV — 5GoVGoV. (4.23)

Therefore, the perturbative contribution to the order parameter effective action (not
including the anomaly part) is

S[¢]1=Tr(GyV)+ %Tr(GOVGOV)—I—Sph[qS], (4.24)

where we have omitted a term that is independent of ¢ and thus does not contribute to
the equation of motion of the order parameter.

4.4.1 First order expansion of the action

Here we focus on the first order contribution of the action, which corresponds to

1
NG ter:<k|GOV|k)
1
PNa

1
" BNa

Tr[G,V] =

terdxdr(kIG()Wx)(xlk)
k

tr[ZGo(k)f dxdt — B,y (x)cos ¢ (x)o* + B, sin¢po? —B, cos po”
k

— B, singpo* —&(cos2¢ —1)o™* + %ozaﬂp + §3x¢ — 0B, + ievAo], (4.25)

where tr[...] represents the trace over pseudo-spin indices. Since
_ (fwop—pu+vkio® + Ago™)

Go ,
(iw, +p)2—v2k2 — A3

> (4.26)

we get
Ag

tr[B, Gy cos p 0¥ ] = —2B, cos ¢ — 5 >
(iwy +u)2 —v2ki — A

(4.27)
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and

tr[Gyo? =0 (4.28)
> ulGyo*]=0. (4.29)
K

Since a total derivative term in the Lagrangian has no effect in the equation of motion,
it follows that the terms involving d,¢ and J,¢ make no contribution to the effective
action at first order. For the rest, we use the same calculational method as in Sec. 3.4
and we arrive at

A - A . Ag ~
Tr(GyV) = J dxdrt (——OBXKH cos¢p — —OByKH sin¢g — —OKHE(cos 2¢ — 1)) ,
a a a
(4.30)
where we have taken the zero temperature limit. Since we are missing a "kinetic" term

from the 1st order expansion(i.e., terms involving d.¢ or d,¢), we need to consider
the second order contribution.

4.4.2 Second order contribution to the action

Here we compute the second order contribution to the effective action of the order
parameter. According to Appendix ??,

Tr[%GOVGOV] = J dxd’r;?(afgb)z + ieqb(x)aoAl

1 1 2v?
—| — — —arctanh| —— ezva%, (4.31)
8tv  2v 2v2 + AZ

where we have only kept the leading order derivatives terms. At first glance, the result
is problematic. It is neither Lorentz invariant nor gauge invariant. The problem of
gauge non-invariance is the most serious one. This is because Eq. (4.31) is obtained
by doing the Matsubara sum first, followed by the momentum sum. If we reverse the
order between Matsubara sum and the momentum sum, we still get the same result if
the momentum sum has a finite cutoff. To keep the lorentz invariance, one needs to do
the momentum sum first from —oo to 0o, then do the Matsubara sum. So according to
Appendix B the result is

TLGVGV]= | drdx ——(8.¢)2 + ——v(8.)% + ~—ep(x)apA, — ——ved B A
2 8mv 8m 21 27

1 1 2v? 1
—| —— — —arctanh| ——— ezva% + —vezA(z). (4.32)
8ty 2v 2v2 + A2 8m
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4.4.3 The effective action

There is also a phonon-only action S, which should be included in the total effective
action. This action has been presented above in Eq. (3.15). Here, we will rewrite it
using the coordinates (A, ¢). To that end, the following relations are useful:

Apsing A

0. A,(x,T)=0; . ¢ cos o,
2ag 2a;
A A

0.0, (x,7) = —ST—O cos¢p = —08T¢> sin¢, (4.33)
oy oy

Then, the phonon-only action is

Spnl@]= drdxiAgcoszqs (8,9 —Ky +iAgsm2¢ K—H(at¢)2—1<3
2a w? 2a w?

2 1 K
= (y— —Aoi)J drdxsin® ¢ + J dex—Ag cos? qb—Z(@th)z
a 2a wg

K
+ J drdxiAg sin® g —-(8,¢)*. (4.34)
2a Wiy

Combining with Eq. (4.17), Eq. (4.30) and Eq. (4.32) we get the total effective action
in real time is

Sel @] = J dxdt(4%(8t¢)2 — 4inv(3x¢)2 _ g(COS 26 —1)— %ed)Ex

1 K K A A -
+—Ag(8t¢)2|:—“;cosz¢>+—;Isin2q5:|——OKHBxcos¢——0KHBysin¢),
2a ws Wy a a

(4.35)

the important terms are the kinetic term (J,¢)?, the phonon anistropy part y and the

external perturbation terms E,, By, B, .

4.5 Problems

Our derivation of the Eq. (4.35) hides three important problems, which we now list.

4.5.1 Problem of non-gauge invariance

Our expression for Tr[ G,V G,V ] is not gauge invariant. This is obvious in Eq. (4.31). By
revising the order between Matsubara sum and momentum sum, we obtained Eq. (4.32),
which does not seem gauge invariant. Notwithstanding the fact that a non-commutativity
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between Matsubara and momentum sum is a sign of alert, even Eq. (4.32) has a prob-
lem. In it, we omitted terms that are second order in Ay and A;. If we keep those terms,
our result for Tr[GyV GyV] breaks gauge invariance no matter the ordering between
Matsubara sum and momentum sum.

4.5.2 Problem of non-commutation of w, and k;

As mentioned in the previous subsection, an and f dk, does not commute in the sense
that if we do the sum over frequencies first we get Eq. (4.31). However, if we do the
integral first we get Eq. (4.32). Why don’t the two operations commute?

4.5.3 Problem of "fractional charge"

It is well-known from SSH literature that domain walls between ¢ = 7/2 and ¢ =
—m/2 host a fractional charge of e¢/2 [21]. However in Eq (4.35) we have —e¢>E
instead of ;- 1 eqSE This is because the Jacobian gives a 2nequ and Tr[ GoVGyV]
gives another 5 ne¢Ex. Combining the two gives an integer charge for the edge mode,
which is certainly incorrect. Why is this so?

4.6 Solution to the problems

All of the problems listed in Sec. 4.5 originate from the fact that Tr[ G,V G,V ] involves
a singularity. The integral in question is (see Appendix B)

o (—k2 +vk2 + Az) 1 A2—r?cos26
dkodk,— L T dr P2 (436)
0 (kg +v2ky + AO)Z (r2 + Ag)?

This integral is ill-defined, in the sense that

o0 3
r
dr———— — 09, 4.37)
L (rz + Ag)2

and

J df cos260 =0. (4.38)
0

Thus, we have a case of 0 x oo, which is ill-defined. This kind of problematic integral
is well-known in quantum field theory. One recipe to solve the problem is to regularize
Tr[GyV Gy V] following the Pauli-Villars regularization [31]. This consists of replacing

(—k2 +v2k3 + A2) R (—k2 +v2kZ + A2) B (—k2 + vk + M?) 4.39)
(k2 +v2k2+A2)2 (K2 +v2k2+A2)2 (k2 +v2k2 + M2)2’ '
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where M is a large-momentum cutoff that is taken to oo at the end. Then Eq. (4.36)

becomes
T (oe] 2
1 AG M?
do dr - — =0. 4.40
fo JO r vr[(r2+Ag)2 (r2—|—M2)2] (4.40)

This is a remarkable result. It means that Eq. (4.65) and Eq. (4.32) should be replaced
with zero. This does not mean that the regularized Tr[G,V G,V ] is exactly zero: it has
higher order derivative terms in ¢ and in the gauge fields, but those terms are small
compared to the ones that appear in the chiral anomaly action. They can therefore be
neglected. Another bonus of the Pauli-Villars regularization is that the A(Z) and A% that
broke gauge invariance will be canceled. Finally, once we regularize Tr[G,V G,V ], the
result is independent of the ordering between the Matsubara sum and momentum sum.

4.7 Comparing with previous works

In the course of our work, we noticed a number of related previous works that investi-
gated the dynamics of incommensurate charge density waves (ICDW) [32, 24, 23, 25,
33]. By ICDW, it is meant that the energy of the system is independent of ¢. In all these
papers, the calculation of Tr[ G,V G,V ] and the role of the chiral anomaly are discussed
in some form.

In [32] the authors claim that all the contributions to the action come from the
regular Tr[ G,V G,V ] term and they do not consider the Jacobian term. We think their
argument is not fully correct because Tr[G,V G,V ] has singular part and needs to be
regularized. Also, their expression for Tr[ G,V G,V ] is not gauge-invariant either.

In [24] the authors use a very different regularization, that is not Lorentz invariant
or gauge invariant, and they choose a finite momentum cut-off which does not preserve
Lorentz invariance. Actually, their treatment is half relativistic and half non-relativistic.
The authors claim that part of the regular term Tr[G,V G,V ] and part of the Jacobian
term contribute to the action, and the combined term is gauge invariant. The authors
get the standard answer, however their method is non-standard because normally the
regularization should be gauge invariant.

In [25] the authors claim that Tr[Gy,V G,V ] does not contribute to the action at
leading order and that all the leading contributions come from the anomaly term. Their
conclusion matches our result. However, they claim that Tr[ G,V GyV ] can be neglected
is not substantiated by an explicit calculation. As we have seen, an explicit calculation
shows that Tr[G,V G,V ] is of the same order as the anomaly term if one forgets to
regularize it.

In [23, 33] the authors use different approaches from ours. The effective action
is computed by different methods and they use a different regularization. Our result
matches their result.

Comparing with all these papers, the main novelties in our result is that (i) we
consider a commensurate charge density wave with non-zero anisotropy energy; (ii)
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we consider the effect of external perturbations beyond a simple electric field (i.e. we
consider B, and B,); (iii) we seek to realize a proof of principle for a topological bit.
The points (i) and (ii) are essential for the point (iii); as such, our work is distinct from
the earlier literature on the dynamics of charge density waves.

We also notice that some well-cited papers, such as [34], claim that there is no
chiral anomaly for massive fermions because the axial current is conserved in that case.
By axial current, it is meant the difference in the currents of the left-moving fermions
and right-moving fermions. However, there is no contradiction with our result, because
by "anomaly contribution” we mean the Jacobian contribution and the axial current is
indeed conserved. However, even if the axial current is conserved the Jacobian term
can still lead to observable effect. The axial current conservation is

(@

L8 = 2ME0™) + ey (Fy), (4.41)

T
where js is the axial current and M is the fermion mass. When the fermion mass is non-
zero, then the axial current should be conserved such that (g, j? ) = 0, this is because due
to the presence of the mass gap, there is no net left mover nor right mover been created
by the external electric field. Such argument agrees with the semiclassical electron
dynamics in band theory [35]. Consequently, the Jacobian terms would still contribute
to the action (second term on the right-hand side of Eq. (4.41)) because it needs to be
there to cancel the mass contribution. We noticed a similar result has been obtained

in [36] independently.

4.8 Equation of motion of the phonon order parameter

In this section we derive the equation of motion for the phonon order parameter, which
is a topological analogue of the Landau-Lifshitz-Gilbert equation for the magnetization
in a ferromagnet. The effective action is

Serel @1 =Tr[GoV]+S,[p ]+ Spul]. (4.42)

Assuming for simplicitng = coIz{, the magnetization of effective action with respect to
¢ gives the equation of motion

(1 +n)8t2¢—vzé’xz¢ +4mvysin2¢ +nw12{Bx sind)—anZJBy cos ¢ +4mevE, =0, (4.43)
where 1) is defined as

. 4TEVA%I~<H

2
awy

(4.44)

When the ground state and the external perturbations are spatially uniform, then the
equation of motion reduces to

2 2
wi B nwsB
nHXSiH(]b HPYy

0 0

2 .
(1+m)37¢ +4nvysin2¢ +

cos¢ +4mevE, =0. (4.45)
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The equation of motion describes the motion of a sliding commensurate CDW pinned
by phonon anisotropy y. It is well-known that impurities could pin the CDW [37], and
we showed that the phonon anisotropy y can also pin the CDW,

4.9 Effective action of the phonon order parameter involving
damping

In order to form a bit there should be a possibility of transition between two different
states. In our model, we know that if ¢ moves from the local minimum ¢ = 7 to local
minimum ¢ = —7, then we can reverse the sign of order parameter A, and induce a
topological phase transition. However, if there is no energy loss, ¢ will permanently
move between the two local minima, which is not good for creating a topological bit.
In order to stabilize ¢ at one of the local minima, ¢ = 7 or ¢ = —7, the system needs
to dissipate energy, in other words, the system needs to be damped.

Damping of the system mainly comes from two main contributions: electrons and
phonons. The mechanism for damping originating from electrons is the creation of
electron-hole pairs from residual fluctuations of the order parameter, which eventually
annihilate into phonons and thus dissipate energy. However, at zero temperature and
when the characteristic frequency of the dynamics of the order parameter is smaller
than the energy gap (which we have assumed above int he perturbative analysis), then
this process is suppressed.

According to the pioneering works of Leggett and co-authors on the Caldeira-Leggett
model and environmental effect on spin-boson systems [38], even a small fluctuation
from the environment will cause energy dissipation in the system.

Let us connect the system to a dissipating environment. Dissipation actions Se,,[ A, ]
and S.,,[ A, ] describe the interactions of the SSH order parameter with the environment
and the Holstein order parameter with the environment respectively, then the phonon-
only part action becomes

Sph[Ax: Az] = Sbulk[Ax: Az] + Senv[Ax] + Senv[Az:L (4.46)
with the dissipation action, 6S = 0 describes the equation of motion including damping.

The bulk part of the phonon-only action obtained from Chapter 3 is given by

1 1
Sourl A 8,1 = o, f dxdr((3: 8,0 + 4afFAT]+ Smyl(2:0.) + a0 A7),

(4.47)
In the Caldeira-Leggett model, the dissipation part of the action is [7]
Senv[Ay]= f dxdtdx'dt" A, (x, T)Kp (x —x', 7 —1)A(x',7)
SenvlA,]= f dxdvdx'dt’ A,(x, T)Kp, (x — x',t—1)A(x,1T) (4.48)
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where

Ka,(x,7) = J de Ja (@)D (x,7)
0

Ka,(x,7)= f dw Jp (@)D, (x,T) (4.49)
0

and D, is the phonon Green function, in the Fourier space [7]

2
D, (w,)= —n (4.50)
T w(w? + w?)’ '
where w is the frequency of external phonon (phonons from the environment) modes,
w,, is the Matsubara frequency of the SSH and Holstein phonon modes. And

Ia, () =Ts|w]|
Ja, (@) =Tylw] (4.51)

are the ohmic interactions for SSH and Holstein order parameters with the environment.
Where T's represents the coupling between a SSH-type phonon with the environment,
and [ represents the coupling between a Holstein-type phonon with the environment.
The ohmic interactions break the time-reversal symmetry of the system. In real time,
we get [7]

Ay(t,x) _Ax(t/’x))z of, (Az(t,x) - Az(t/,x))z’

Senv[ Ay, A, ] = J dxdtdt/f"s( —y —

(4.52)

4.9.1 Equation of motion of the phonon with damping term

In this subsection, we will use the Caldeira-Leggett model to derive the equation of
motion involving damping. Using the chain rule,

5Senv _ 5Senv 6AX + 6Senv 5AZ

¢  SA, 8¢ SN, 5¢ (4.53)

Also, we write t’ to Fourier space [39]

6SCHV _ dt/ f, 2(Ax(x: t)_Ax(X) t/))
OA, a s (t—1t")2

= J dt’ Ts (A, (x, ) — Ay (x, t)) D(t —t")

= f dw T's[D(w) —D(0)]A,(w, x)e ¢t

= f dw T'g [iwImD(w) + w? Re (D(«>) = D(0)) ] A, (w,x)e et (4.54)

w w?
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where —'s Im D(w)/w = I is the normalized coupling coefficient and Re (D(w) —D(0)) /w?
can be absorbed into the mass term. We assume I is approximately a constant, conse-
quently

5SCHV

—— = | dt T50,A,. 4.55

5Ax f SUt=x ( )
Similarly

0Seny

—621. = J dt Iy, A, (4.56)

where —I'; ImD(w)/w = Ty is the normalized coupling coefficient. So
6Seny = f dxdt [FSAZ cos ¢ 3, sin ¢ — Iy A% sin ¢ 3, cos qb] o¢ (4.57)

where we ignore terms involving Iy and Iyy. If we set wg = wy and Ty = Ty, the
equation of motion involving damping is

-1 co%IBx nwlquy
0

(1+"r))3t2¢+4m/ sin2¢ +nFHA88t¢ =

sin ¢ + cos ¢ —4mevE,.(4.58)

0

4.10 Analogue with the Josephson effect

In this section, we describe an analogy between Eq. (4.58) and a current-biased Joseph-
son junction. While this analogy has been described in earlier works [37], we identify
a novel element that follows from B, and B,,.

The Josephson effect consists of tunneling of Cooper pairs between two weakly-
coupled superconductors [40]. Adopting the Resistively Capacitively Shunted Junction
(RCSJ) model, the current conservation equation in a Josephson junction can be ap-
proximately described as [41]

1 C
Tiias = Iosin2¢ + aatqs + zaqu, (4.59)

where I;;, is the bias current, 2¢ is the phase difference between the two superconduc-
tors, R is the normal-state resistance of the weak link, and C is the junction caacitance.
The first term on the right-hand side of Eq. (4.59) describes the dissipationless current
due to the tunneling of Cooper pairs, with its maximum amplitude given by I,. The
second term on the right-hand side of Eq. (4.59) describes the normal (quasiparticle)
dissipative current, while the third term on the right-hand side describes Maxwell’s dis-
placement current.

It is clear that, if we take B, = B, =0, Eq. (4.59) has the same form as Eq. (4.58).
This analogy was first recognized in Refs. ([32, 37]). Modulo numerical factors, the
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Figure 4.1

Pinning Potential for ¢. Panel A represents the case where the charge density wave is local-
ized, in the plot eE, /y = 0. Panel B represents the case where the electrical field can move
the charge density wave, in the plot eE, /y = 2

correspondence between the Josephson junction and the CDW goes as follows: (1)
¢ < ¢; (2) I, < anisotropy energy y; (3) dissipative current «—» damping term; (4)
displacement current «— inertial term; (5) Iy <= Ey-

Taking advantage of the analogy with the Josephson effect, we can anticipate the
effect of the electric field in the dynamics of the charge density wave. To that end, we
first recognize that (still for B, = B, = 0) Eq. (4.58) can be understood as the equation
of motion of an effective particle moving in a titled washboard potential.

Ulp]l=2mycos2¢p —eE, ¢, (4.60)

where ¢ plays the role of the position of the particle. If |eE,| < 47y, then there will
be a steady-state solution and ¢ is a constant. In this case, E, along cannot induce a
topological phase transition. Graphically, this situation is represented in Fig. (4.1).

For |E,.| > 47y /e, the effective particle keeps sliding down the washboard potential.
This situation is represented graphically in Fig. (4.1B). In this case, while the electric
field is on, the system undergoes a succession of topological phase transitions. Once the
electric field is turned off, the system will once again relax towards a local minimum of
the untilted washboard potential, aided by the damping. If the final and the initial values
of ¢ differ by = (modulo 27), then we will have realized a permanent topological phase
transition with a transient electric field. We will discuss this transition further below.

Thus far, we have considered B, = B, = 0. In earlier works of the dynamics of
charge density waves, B, and B,, are not included. Yet, there is interesting physical con-
tent associated with them. For example, when B, # 0, we get a new supercurrent-like
term with a doubled periodicity in ¢: in Eq. (4.58), B, multiplies sin ¢ while y mul-
tiplies sin2¢. Therefore, a constant B, # 0 gives rise to an effect that is analogous to
the fractional Josephson effect. Recently, the fractional Josephson effect has attracted
a lot of interest in Josephson junctions made out of topological superconductors [42].
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In these systems, Majorana bound states are responsible for the fractional Josephson ef-
fect. Intense efforts have been devoted to detect such an effect through unconventional
Shapiro steps and Josephson radiation, for example. It is potentially interesting and
new that an analogue of the fractional Josephson effect could also take place in charge
density wave systems. In addition, the effect of B, is also unconventional in the sense
that it multiplies a cos ¢ factor in Eq. (4.58). The analogy of this term in Josephson
junctions needs to be further investigated.

4.11 Permanent topological phase transition from transient
perturbations

In this section, we respond affirmatively to the central question of this thesis: can a
transient external perturbation (E,, By, B,) induce a permanent topological phase tran-
sition? By doing so, we provide a proof of concept for the topological analogue of the
magnetic bit.

As usual, we place ourselves in the regime with y<0. Then, without external per-
turbations, the system will be in either one of the degenerate ground states which corre-
sponds to ¢ = 7 (mod2m) and ¢ = 37” (mod27t) respectively. The two ground states are
topologically distinct, which means that for a finite chain there is a localized zero-energy
electronic edge mode in one ground state, and no such mode in the other.

With an external perturbation (E,,By,B,) turned on, we are interested in what
pulse shape of the perturbations can induce the topologically non-trivial phase tran-
sition. Then we will be able to construct a topological bit as an analogue of a magnetic
bit.

To that end, we will solve Eq. (4.58) numerically. Let us rewrite that equation in a di-
mensionless form that is suitable for computer calculation. We define the characteristic
time of the anisotropy field as

1
— =—4nvy, 4.61)
73

and the characteristic times of the external fields to be

T = 87Tt0f<HA0BX,

Th,
1

5 = 47TV€EX,

TE,
1 -

= = 87toKyAgB,, (4.62)
B

y

and the characteristic damping time to be
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Moreover we will use a dimensionless time

- t
t = —, (4.64)
T(l

which amounts to setting 1/7, as the unit of time. Proceeding to the appropriate
changes in Eq. (4.58), we find

(1+ n)852¢> —sin2¢ + B, sin¢ —B_ycosqb +E 4T8¢ =0, (4.65)

where we have defined the dimensionless coefficients B, = Ti / 7123 , B,

— 2 2
y = Ta/TBy ’

E, = ’7.'(21/’1.']25 andT=1,/74.

For corr)éctness, we take the initial state of the system (before the perturbation is
switched on) to be ¢ = m/2. Solving Eq. (4.65) for transient perturbations, we will
obtain the final state at long times (well after the perturbation is switched off). If the
final state turns out to be ¢ = 5 +(2n+1)n for n in Z, we will have achieved the desired
topological phase transition.

The numerical results for the aforementioned final state are displaced in Figs. (4.3), (4.4)
and (4.5), for different damping strengths. A sample python code for the case 7,/74 =
1/10 is given in Appendix ??. The red color corresponds to a final state that is topologi-
cally different from the initial state (¢ = 5 +(2n+1)). The blue color corresponds to
a final state that is topologically equivalent to the initial state (¢ = 5 + 2nm). In these
figures, we take B, = 0 but we allow for non-zero E, and B,.. For the latter, we consider
pulses with finite duration t,, a graph for a pulse is given in Fig .(4.2).

We can see in all the solution diagrams there exists a critical value of E, beyond
which the topological phase transition is realized. This critical value of E, does not
depend on the damping strength. This is consistent with the analytical discussion about
the tilted washboard potential in Sec. 4.10. The diagrams contain many "arcs" (for
example in the left lower corner of Fig. 4.3), which are caused by the inertia of CDW.
Even when the pulse stops, the CDW will continue to move until it is finally stopped by
damping.

For larger values of B,., the red regions in the figures become overall wider. In other
words, B, helps realize the desired topological phase transition. To understand why
that is the case, we recall that B, multiplies sin¢ in the equation of motion, while
the anisotropy field scales as sin2¢. Thus, in the effective potential energy, B, will be
accompanied by cos ¢, while the anisotropy energy will scale as cos2¢. Because cos ¢
is different for ¢ = /2 and ¢ = —mn/2. Plotting combined cos2¢ and cos ¢ functions,
we see that B, reduces the energy barrier for transitions between topologically distinct
states (e.g. ¢ — ¢ + 1), while it increases the energy barrier for transitions between
topologically identical transitions (e.g ¢ — ¢ + 27).

When the duration of the pulse ¢, increases, the patterns of the final state diagrams
repeat themselves. This is because the effective potential of the CDW is approximately
periodicin ¢. Admittedly, due to the ¢ E, term in the potential, the value of the potential
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Figure 4.2 _ —
An example of the shape of the pulse. The value of the pulse is (B, cos¢ + E,)O(t, — t),

where we take B, =0, Ey = 2.5, t, =4, and © is the Heaviside function.

itself is not periodic, however, the value of ¢ which minimizes the potential energy is
periodic since the derivative of the potential is periodic.

In all the graphs there exists a critical value of ¢, beyond which the topological phase
transition is realized. An easy thought experiment is assuming ¢, to be a Dirac-delta
function t, = 5(0), then weather how strong the external perturbations are, they will
not contribute to the equation of motion (Eq. (4.65)). Both B, and E, have significant
impacts on the critical value of ¢,,.

When E, is large, a small increase of t,/7, leads to a large change of ¢ in the final
state. This is why successive blue and red arcs get closer at stronger electric fields. As a
result, for strong E,, it is harder to predict whether final value of ¢ will end being the
"correct" one (red) or the "wrong" one (blue). An easy thought experiment is assuming
the E, becomes infinite, in that case, the final value of ¢ becomes unpredictable.

When damping becomes weaker, the final state diagrams become more chaotic, and
it is harder to predict whether final value of ¢ will end being the "correct" one (red)
or the "wrong" one (blue). This is because, with weaker damping, the system behaves
closer to the undamped case, for which the "particle" moves constantly and never local-
izes.

In conclusion, the optimal set of parameters that helps to realize the topological
bit are: (i) strong damping; (ii) E, exceeding critical value; (iii) non-zero B,; (iv) tp
exceeding critical value.
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Figure 4.3

Phase diagram for strong damping. Blue: initial topology; Red: Different topology. E, is the

dimensionless electrical field, B, is the dimensionless pseudo magnetic field in x direction.

to/ T, is the characteristic time for the lifetime of the plus, where we take the equation of

gotion to be: 87¢ —sin2¢ + (B, sin¢ +E,) ©(f, — ) + &8;(1) =0, © is the Heaviside step
nction.
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Figure 4.4

Phase diagram for medium damping. Blue: initial topology; Red: Different topology. E, is the

dimensionless electrical field, B, is the dimensionless pseudo magnetic field in x direction.

to/ T, is the characteristic time for the lifetime of the plus, where we take the equation of

gotion to be: 87¢ —sin2¢ + (B, sing +E,) O(t, — 1) + %8E¢ = 0, © is the Heaviside step
nction.
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Figure 4.5

Phase diagram for weak damping. Blue: initial topology; Red: Different topology. E, is the

dimensionless electrical field, B, is the dimensionless pseudo magnetic field in x direction.

to/ T, is the characteristic assuming the lifetime of the plus, where we take the equation of

gotion to be: 32¢ —sin2¢ + (B, sing +E,) ©(t, — 1) + %8;(1) =0, © is the Heaviside step
nction.
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[15-17] Conclusion I studied the topological phase transition induced by perturba-
tions beyond the general “Floquet” picture. In Floquet engineering, the time-periodic
Hamiltonian could change the topological phase of the system, however, the topologi-
cal phase returns to its initial value when the perturbation is turned off. Is it possible
to conceive a system in which a transient external perturbation can lead to a perma-
nent change in the electronic band topology? If such a perturbation exists, then the two
phases could form a “topological bit”, an analog of the magnetic bit. In a magnetic mem-
ory, a pair of mean-field magnetizations with opposite orientations forms a “magnetic
bit”. It is well-known that the magnetization could be reversed by external perturbations
and remains in the final position. Such dynamics is described by the Landau-Lifshitz-
Gilbert equation. Inspired by the magnetic memory, we constructed and focused on the
“SSH-Holstein” model and tried to derive an equation for the topological phase of the
system as an analog of the Landau-Lifshitz-Gilbert equation, which could describe the
dynamics of the topological phase, and allow the system to remain in its final topological
phase even if the perturbation is turned off.
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Appendix A

Detailed calculations of the chiral
anomaly term in the action

In Chapter 4, we attempt to calculate the anomaly contribution to the effective action,
in this appendix, we are performing the detailed calculations. Recall the chiral gauge
transformation we used in the previous section is

U = exp (—i O-Zd) ) v, (A1)
and since [0,,0,], = 0 we get
U =10 exp (—i U; ), (A.2)

after the gauge transformation the action stays the same. However, the measure should
change to D[¥, ¥'] — D[V, ¥’ det(J) 2 since ¥, ¥ are fermionic fields. We expand the
fields ¥, ¥ in the basis of eigenfunctions of iD:

U= a,,(x)
k
b= bp,(x), (A.3)

where a,, b, are Grassmann numbers [27]. After the gauge transformation
v = Z al P, (x)
n
W= b, (), (A.4)
n
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SO

@, = (l#) = lexp (1722 ) )
:;(U)nlexp (_ﬁf)wm)(wmm =ZJmnam, (A.5)

m

where the Jacobian J is

561:1 .0,
2 g enp-i22

J =
mn 5am

) (A6)

First we assume ¢ to be infinitesimal (¢ — 6¢). Then the Jacobian is given by
det(J) 2 = exp[—2InTrJ]

exp ZInZtrf drdxwx(r,x)exp (—i
n

722 Yo, )]

0,00
2

exp ZiZtrf drdxy! OZ§¢ o (A.8)

ZIHZtrf drdxypt(z,x)(1—i Woa(7, )] (A7)

o]
]

[
exp [
[

However, Y. f dxd m/):(r, )P, (t,x) = f dtdx5(0) is singular, thus det(J) ™2 is ill-
defined. We need to regularize this expression, which we do by adding a gauge invariant

2 . .\ .
factor —D”/C? where C? is a large momentum scale [28], so the partition function
becomes

f DLW, ¥, ¢pJe s 10001 = f DLW, ¥, ¢ ]det(s) 2e S 7:¢]
= . . 8P (4 4 B2 —S[w,%,4]
= | D[¥,¥, ¢ Jlimc_, o, exp| 2itr deXT (lpno e TIJH) e tes
= f D[P, ¥, ¢ple Saed, (A.9)
the regular part action
S[, ¥, p] = f drdx¥G v = J drdxwtG 1w (A.10)
and the anomaly part action
— ﬁZ 2
S, (W, %, ] :—2Tr(¢;¢aze— /c ¢n) (A.11)
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depends on both electrons degree of freedom (¥) and the phonon order parameter
Apin- In order to study the dynamics of the phonon order parameter, we would like to
know how the electron degrees of freedom affect the phonon order parameter. Transfer
to Fourier space we get

1 a2, 1 v
exp [ZiTr(lp;l%aze_ﬁz/szpn)] = exp[ﬁj deXtrf dko?e < +oazlrtr ]Fﬂ”qﬁ]

i ~ 2702
A eXp mfdrdxtrfdkaz[y“,yV]qube ke ]

=exp f drdx;—;e”vl:"w¢i|

— exp ;—;dedx equx—;W(aT(p)Z—‘}ln(axqb)Z], (A.12)

where k = (ko,k;) and F,, = 9,A, —3,A,. In Eq. (A.12), k is integrated out. As a
consequence, C component in the exp (—kz/ Cz) term cancels with the C component in
the i/16m2C? term. So, the result is C independent. The action for the chiral anomaly
is

b 1 2, vV 2
Sa=5— drdx[eE, + R CR O G I (A.13)

Or, in real-time:

= _—1 _L 2 l 2
Sa=5— J dtdx|e¢E, (@Y +—(8:) | (A.14)
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Appendix B

Detailed calculation of
Tr [%GOVGOV] (second part)

In Chapter 4, we attempt to calculate Tr LG,V G,V | explicitl 7 in the appendix, we are
p p 360V Go P Y, pPp

performing more detailed calculations. If we calculate the momentum sum first from

—00 to 00, then we calculate the Matsubara sum, the result is

Tr[lGOVGOV] zfdxdr L (6.6)2 + Tep(x)aA,
2 8mv 21

1 1 2v2
— | —— — —arctanh v ezva%
8ty 2v 2v2 + A(z)
n trZ (lko + Vk]_ + A()O'X) (lko + Vkl + AOO'X + lqo + Vql(jz)
0,k ki +v2G + A5 (ko +q0)? +v2(ky +q1)% + A

(=37 A@d @+ 50 A @0 @ + 37Eb@F @)+ VA @H(0)

21 « Jedi (k2 +v2k2 + A2)
T O™ (k2 4 v2k2 + A2)[ (K 2 1 v2(k 24 A2
k 0 (kg +v2ki + 0)[( 0+ qo)?+v2(k; +q1)*+ 0]

(=3 7enk(@d @+ 3eva i @d @ + 37 b @ @ + v A@ii)

_ 1 2, 1 2, L _ L
—fdfdx 8nv(87¢) +87_L_V(ax¢) +2ne¢(x)8oA1 vae¢31Ao

1 1 2v2 1
— | —— — —arctanh v ezva% + —vezA% (B.1)
8ty 2v 2v2 + A(z) 871
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