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Abstract: Three-phase induction motors are extensively used in industrial processes due to their
robustness, adaptability to different operating conditions, and low operation and maintenance costs.
Induction motor fault diagnosis has received special attention from industry since it can reduce
process losses and ensure the reliable operation of industrial systems. Therefore, this paper presents
a study on the use of meta-heuristic tools in the diagnosis of bearing failures in induction motors.
The extraction of the fault characteristics is performed based on mutual information measurements
between the stator current signals in the time domain. Then, the Artificial Bee Colony algorithm
is used to select the relevant mutual information values and optimize the pattern classifier input
data. To evaluate the classification accuracy under various levels of failure severity, the perfor-
mance of two different pattern classifiers was compared: The C4.5 decision tree and the multi-layer
artificial perceptron neural networks. The experimental results confirm the effectiveness of the
proposed approach.

Keywords: bearing failure diagnosis; mutual information; artificial bee colony; pattern recognition

1. Introduction

Induction machines are widely used in industrial applications due to their simple
structure, their robustness in harsh environments, and their adaptability to different types
of load, as well as their low acquisition and maintenance cost [1]. However, these machines
are subject to various types of electrical and mechanical failures. Recent studies highlight
bearing failures, representing between 40% and 52% of all failures in three-phase induction
motors (TIMs) [1,2]. These failures can influence the operation of the machines, causing
unexpected downtime. Generally, bearing failures are related to contamination, corrosion,
inappropriate lubrication, and installation problems [2].

Due to the high possibility of failures, several authors are currently studying the
condition monitoring of these machines [1,2]. Methodologies have been proposed to
identify incipient defects related to these machines. Proper monitoring offers significant
advantages to industrial processes, such as preventing unscheduled downtime, reducing
downtime and repair costs, and providing more reliable machines. Thus, it can be seen
that the development of a methodology capable of identifying incipient defects arouses
great interest in the scientific community [1,2].

Fault diagnosis methodologies for induction motor are classified using the signal
processing and pattern classification tools. Different physical measurements are used to an-
alyze the motor, such as: vibration, temperature, acoustic emission, stator current, voltage,
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power or magnetic signals, and oil or waste analysis [3]. However, most of these method-
ologies require invasive sensors that make their application difficult, requiring access to the
machines’ interior, which is difficult during operation. Thus, several approaches based on
the stator current have recently received great attention, as it is a non-invasive method and
is considered a reliable technology. The current sensor has advantages such as low-cost,
simple access, ease of implementation, and it does not require additional sensors [3].

Signal processing tools have helped monitor induction motors, as they allow the
extraction and selection of the most relevant characteristics of the signals. In the literature,
conventional methodologies work in the frequency domain, which uses spectral decompo-
sition of signals, such as Fourier Transform (FT) [1–6], the Wavelet Transform (WT) [3,7,8],
and the Hilbert Transform (HT) [9]. Some researchers are recently employing advanced
tools to extract the relevant fault signatures for diagnosing failures in electrical machines.

In Ben Abid et al. [7], a methodology for the diagnosis of bearing defects based on
Optimized Standing Wave Packet Transformation (Op-SWPT) and the artificial immune
network (aiNet) is presented. The Op-SWPT allows extracting the characteristics of the
defects from current signals even with a low acquisition rate and a reduced number of
samples. In Saucedo-Dorantes et al. [10], the authors used linear discriminant analysis
(LDA) and neural networks (NN) for monitoring multiple failures in TIMs; the main
objective was to present a methodology for reducing the size of the data to increase the
performance of the diagnostic system. Thus, allied to LDA, the researchers used other
optimization tools such as the genetic algorithm, principal component analysis (PCA),
and Fisher’s scoring technique to select the most significant attributes resulting from the
vibration decomposition signals. This set of tools allowed using a simple artificial neural
network (ANN) to identify multiple faults.

Recently, the work of Li et al. [11] presents an alternative method based on envelope
kurtosis for the selection of intrinsic mode functions (IMFs) generated by Value Mode
Decomposition (VMD). The proposed methodology allows selecting the IMFs that contain
the most relevant fault information. The results obtained showed that kurtosis outperforms
other statistical measurements, such as the cross-correlation coefficient and entropy.

In Lu et al. [12], the researchers applied an adaptive filter based on nonlinear stochastic
resonance (SRAF) to diagnose the bearings’ defects of direct current motors. This tool
filters out acoustic signals from the machine, reducing noise interference and improving
the characteristic of defect-induced signatures. The proposed methodology also uses the
zero-crossing detection algorithm to directly measure the signal period, identifying the
bearing defect type.

In opposition to the methodologies that use the frequency domain, some studies
propose alternative techniques, which use low-cost sensors and perform the analysis of the
signal in the time domain, as in Nayana and Geethanjali [13], Nayana and Geethanjali [14],
that employed time-domain features of the vibration signals, for diagnosing bearing failure
in TIMs. The characteristic selection was then carried out using a filter approach, which
was implemented using a Laplacian score (LS), and a wrapper approach using a brute-force
method. Thus, several pattern classifiers, such as LDA, Naïve Bayes (NB), and Support
Vector Machines (SVM), evaluated the selected features.

Information Theory is another methodology that has stood out in fault detection and
monitoring area since it can determine the redundancy between the variables involved
in the problem [15]. Entropy and Mutual Information (MI) are two of the computer
tools used extensively in the diagnosis of failures in electrical machines. The work of
Wang et al. [16] presented the Generalized Refined Composite Multiscale Sample Entropy
(GRCMSE), which considers a methodology to determine the entropy of machine vibration
signals to characterize the complexity of the signals at various scales and then diagnose
bearing defects.

In Zheng et al. [17], an alternative non-linear dynamic approach, called Generalized
Multi-Scale Composite Permutation Entropy (GCMPE), is presented to extract bearing failure
characteristics from the vibration signals of rotating electrical machines. Moreover, Li et al. [18]
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used the non-linear entropy characteristics, such as dispersion entropy (DisEn), permuta-
tion entropy (PerEn), and sample entropy (SampEn) of IMFs to determine the characteristics
of different bearing defect severities.

MI has already been used in several approaches designed to solve pattern recogni-
tion problems, such as in the work of Kumar et al. [4] and Romero-Troncoso et al. [15].
Specifically, in the study of Kumar et al. [4], the authors devised the kernel-based mutual
information matching (KEMI) function to determine the optimal parameters of Variational
Mode Decomposition (VMD) from vibration signals to identify bearing defects in TIMs.
The number of modes and the penalty factor greatly influence the decomposition process,
so it is essential to adopt the best parameters. The experimental results, which exceeded
91% accuracy, demonstrated the promising capacity of the proposed methodology. MI can
identify linear and non-linear dependencies between the time series [19]. Considering that
the TIM is a complex non-linear system, in this study, unlike Kumar et al. [4], MI is used as
a measurement of the similarity between the currents to extract meaningful information
from the signals, which allows an efficient diagnosis of bearing failure in TIMs.

Like signal processing tools, Intelligent Systems (IS) have proven to be important in
the diagnosis of failures in electrical machines due to their effectiveness in identifying
the fault without the need for complex mathematical models, simplifying the compu-
tational implementation and allowing the detection of the origin of the failures, con-
tributing to a more reliable operation of the machines. Among the IS tools, it can be
mentioned Decision Trees (DT), Random Forests, ANNs, SVMs, k-Nearest Neighbour
(k-NN), among others [5,7,10,13,16,20]. In the manuscripts of Chen et al. [21] and Chen
and Jiang [22], a survey of several methodologies for the fault diagnosis in traction systems
of high-speed trains were presented. It is possible to observe the wide applicability of IS
tools, as well as signal processing techniques, such as FT, WT, PCA, among others, in the
fault detection systems.

Recently, deep learning (DL) has attracted researchers’ attention in several areas,
such as image processing, computer vision, and pattern recognition, due to their better
understanding of the intrinsic information of the analyzed data [5]. Besides, DL algorithms
are being used in rotating machine failure diagnosis due to their ability to classify data
without specific tools for extracting signal characteristics [5,6,23,24].

In Sohaib and Kim [5], Convolutional neural networks (CNN) are used to diagnose
bearing defects in TIMs. These networks learn the information in the vibration signals’
spectra, thus compacting the data needed for the classification process. On the other hand,
Ding et al. [6] presented an alternative model called stacked autoencoders sparse filter
rotating component comprehensive diagnosis (SAFC) to identify bearing defects in electric
rotating machines. The proposed methodology has the ability to perform clustering and
reduce the size of the spectra obtained through machine vibration signals.

In Liu et al. [24], a deep-belief convolutionary network (CBDN) approach to extracting
and learning the relevant characteristics of bearing fault signals in electrical machines was
presented. The main advantages of CBDN over other DL approaches are that they are
quickly processed to perform calculations and extract features. Specifically, in this work,
the researchers adopted Adam optimizer to accelerate the training model and the speed of
convergence, making it possible to find an optimized model structure. In the experimental
results, the classification accuracy values between 96% and 98% demonstrate the ability of
this new approach in the diagnosis of bearing defects.

Some works from different areas have recently employed swarm intelligence tools and
meta-heuristics techniques to achieve ideal solutions for complex optimization problems.
Among them, it can be mentioned particle swarm optimization (PSO), whale optimiza-
tion (WO), wheel-based differential evolution (WDE), grasshopper optimization (GO),
biogeography-based optimization (BBO), beetle antennae search (BAS), and artificial bee
colony (ABC) algorithms [8,14,16,17,23,25–28]. In the work of Haidong et al. [23], the re-
searchers used the PSO algorithm to optimize the multiple parameters of the model
proposed to diagnose bearing defects in several rotating machines. The PSO algorithm’s
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use allowed an increase in the efficiency of the bearing failure diagnosis in TIMs subject
to several operating conditions, such as variation in the operating speed ranges. It was
obtained classification rates higher than 90%, which validates the proposed system.

In Li et al. [25], a new approach called enhanced selective ensemble deep learning
method with BAS algorithm was presented to diagnose train locomotive machine bearing
faults. In this methodology, the BAS algorithm determines the optimal class-specific
thresholds to perform the best classification. The experimental results showed that using
this algorithm to the proposed method enabled a more accurate and robust recognition
of the bearing fault patterns. The methodology correctly diagnosed more than 97% of
all samples. It should be noted that there are no variations in the operating conditions
of the machines. Recently, taking advantage of the WO algorithm’s good optimization
capacity, Miao et al. [26] were able to define the appropriate limits for signal decomposition
to extract the bearing failure information needed for proper diagnosis.

In the work of Nayana and Geethanjali [14] previously described, the PSO and WDE
algorithms allowed the identification of the most relevant features extracted through the
feature selection tools used in the methodology. This approach presented classification
rates of approximately 96% even in situations where the TIMs were subject to variations
in the load, demonstrating the system’s promising diagnostic capacity. Recently in the
study of Wang et al. [16], it was employed the GO optimization algorithm to improve
the learning and generalization capacity of the SVM classifier. This optimization tool
was used to determine two important parameters of the SVM that must be previously
defined before its use in pattern classification. The experimental results analyzed that
the GO-SVM meta-heuristic classifier is capable of diagnosing bearing failures in rotating
electrical machines.

Already in Zhang et al. [8], the outputs of the BBO and DE optimization techniques
were used as the initial weights in the training process of the radial basis function (RBF)
neural classifier. This DE/BBO algorithm was implemented to the RBF to overcome the
drawback of this classifier’s slow convergence rate. The experimental results demonstrated
the superior performance of the optimized RBF classifier compared to the conventional
RBF classifier in the diagnosis of bearing defects in electrical machines.

On the other hand, Huang and Ai [27] have already used the ABC algorithm to
identify computer programs failures. The results showed that the proposed approach to
fault diagnosis is promising, considering that the ABC methodology can efficiently avoid
the optimal location and ensure the validity of fault finding for all software. Moreover,
Huang et al. [28] used the ABC algorithm to investigate faults in photovoltaic systems.
This tool allowed to reduce the number of samples for efficient diagnosis of defects in
these systems.

In the present work, these optimization tools can collaborate to select the most relevant
attributes of the failure patterns to reduce the input matrix of the pattern classifiers. Thus,
the contribution of this work consists of developing an alternative methodology for the
diagnosis of bearing failures in three-phase induction motors based on the optimization
of the input matrix of the pattern classifier. First, this approach selects the most relevant
attributes of mutual information measurements between the signal processing stage’s
current signals using the ABC algorithm. Finally, the pattern classifiers, the C4.5 decision
tree (C4.5 DT) and the multi-layer artificial neural network (MLP ANN), better identify the
bearing fault signatures extracted in the previous stage, are evaluated.

To validate the proposed approach presented in this work, experimental tests were
conducted with TIMs running in steady-state, powered by frequency inverters. Several
operating conditions found in the industry were emulated, such as the variation of the
supply frequency from 20% to 100% concerning the nominal value and the load torque
variation (10% ≤ Tn ≤ 120%, where Tn is the nominal torque). The analyzed severity levels
are based on 15 to 90 min of wear of the bearings of two TIMs of 0.74 and 1.48 kW.
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This paper is divided into five sections. Section 2 describes the theoretical background
of the proposed methodology, which is fully explained in Section 3. Section 4 shows and
discusses the experimental results, and Section 5 brings a conclusion and final remarks.

2. Theoretical Background

This section discusses the tools used in the proposed approach to fault diagnosis in
inverter-fed TIMs. The general aspects related to the stages of characteristics extraction,
as well as the classification of the failure signatures according to the methodology proposed
in this work are presented.

2.1. Mutual Information

MI is defined as the measurement of the stochastic dependence between random
variables, which allows the measurement of common information. Still, it reveals how the
uncertainty about a random variable decreases when observing the other variable [29,30].
This measurement also describes the relationship between the time series collected simulta-
neously from the analyzed system [19]. In this context, MI is used in electrical machine
signals to quantify the association between variables and monitor motor operating condi-
tions. Equation (1) shows how this measurement can be determined using the probability
density functions of the signals in the study.

I(X, Y) = ∑
x∈χ

∑
y∈γ

p(x, y) log2
p(x, y)

p(x) · p(y) (1)

where X and Y are the random variables; p(x) e p(y) are the probability density functions
(PDF) marginal of X e Y, respectively; and p(x, y) is the PDF between these two variables
X and Y. When the mutual information is calculated with the logarithm in base 2, it is
measured in bits. However, when using the Neperian base, its unit is nats.

In the proposed methodology, the signals analyzed are phases A and B of the stator
current. Since these phases are out of phase with each other, it is necessary to use the
Delayed Mutual Information tool (DMI). DMI is a measurement that has been used in the
analysis of dynamic structures of complex systems, as it allows to estimate the similarity
between random variables based on a time shift τ [19]. This measurement can be defined
using Equation (2) and has been widely used in feature extraction to help solve pattern
recognition problems [4,15].

I(X, Yτ) = ∑
xn∈χ

∑
yn−τ∈γ

p(xn, yn−τ) log2
p(xn, yn−τ)

p(xn) · p(yn−τ)
(2)

Once the feature extraction stage is completed, the next step is to select the relevant
mutual information values using the ABC algorithm, whose main characteristics are
explained in the following section.

2.2. Artificial Bee Colony Algorithm

The ABC algorithm is based on the swarm meta-heuristic, and was introduced by
Karaboga [31] to solve the optimization problems. This tool is based on the intelligent
behavior of bees in nature [32]. In this algorithm, the artificial bee colony comprises three
groups: worker bees, related to specific food sources; follower bees, which observe the
workers inside the hive to choose a food source; and peasant bees, which search for food
sources at random. Initially, honey bees discover all positions of food sources. Later,
nectar from the food sources is pursued by worker and follower bees, and eventually, this
continuous exploration will lead to food depletion. Eventually, the worker bees that chased
the exhausted food source turn into the peasant bees to search for food sources again.
The ABC algorithm mimics this behavior: The solutions of the problem are represented by
the positions of the food sources and the quality of the solutions by the amount of nectar
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in that source. Each worker bee is associated with one food source, so there are as many
possible solutions as worker bees.

The next two sections are dedicated to explaining the classifiers used. The C4.5
Decision Tree and the Artificial Neural Network MLP are chosen since they have been
widely applied in recent work on induction motor diagnosis [5,10,20] and have shown that
they work very well for this purpose.

2.3. C4.5 Decision Tree

According to Fürnkranz et al. [33], the decision tree is a classification model whose
structure consists of a certain number of nodes and arcs, representing the rules that will
help in the classification of unknown samples. The classification of these samples is given
by following the decision tree from top to bottom. One of the topologies is the C4.5 DT,
which was idealized in Quinlan [34]. This algorithm works by recursively dividing the
training data set into subsets using statistical data as the selection criterion. Thus, Entropy,
Information Gain, and Information Gain Ratio are calculated for each sample’s attributes
present in the training subset. Subsequently, the algorithm tries to minimize the amount
of information needed for the classification of a sample and ensure that a simplified tree
is obtained.

2.4. MLP Artificial Neural Network

In this pattern classifier, the network structure’s information flow follows a strict path,
starting at the input layer and then passing through at least one hidden layer and ending at
the output layer [35,36]. In the MLP ANN training process, the backpropagation algorithm
is used with its forward and backward stages. In the first stage, the input vectors of the
training set are propagated from the input to the output layer, taking into account the
neurons’ synaptic weights and thresholds. The obtained outputs are compared with the
desired values, so this first stage is a supervised learning process. In the second stage,
the synaptic weights and the neuron thresholds’ values are adjusted according to the
results of the previous stage. These two stages are performed recursively, leading to a
progressive decrease of the sum of the differences between the network outputs and the
desired values [35,36].

3. Proposed Approach for the Bearing Failure Diagnosis

In the industrial environment, TIMs are subject to different operational situations, such
as load torque variations, unbalanced supply voltage, installation in a harsh environment,
and electrical and/or mechanical defects, among others [1,3]. Proper monitoring to identify
incipient failures related to these machines provides significant benefits to industrial
processes, such as reduction of unscheduled downtime, reduced maintenance costs and
more reliable machine operation.

Two TIMs were tested to simulate harsh operating conditions (Motor 1 of 0.74 kW
and Motor 2 of 1.48 kW). The motors operated in steady-state, with and without bearing
failures. These failures were created to emulate the process of bearing degradation through
overuse, under lubrication and overload. First, the bearing was cleaned, and then an
abrasive slurry was used in place of the lubrication to wear the parts. Then, the motor
was run for the previously set times of 15, 30, 60, and 90 min to produce the bearing’s
degradation. This way, four classes of faults were obtained, one for each time of operation.
Once the degradation of the bearings was produced, they were cleaned and lubricated to
acquire the data properly.

The two TIMS were tested fed by two different inverters Siemens Sinamics G110
(G110), and Siemens MicroMaster 440 (MM440). To emulate situations common in an
industrial environment, the coupled mechanical load and the supply frequency were
varied. For the tests carried out with Motor 1, 808 samples were acquired, varying the
load torque at 0.5 N.m intervals, from 0.5 N.m to 5.0 N.m. For Motor 2, 771 samples were
collected with the load varying from 1.0 N.m to 9.0 N.m, in 1.0 N.m intervals. For both



Appl. Sci. 2021, 11, 314 7 of 17

TIMS, the supply frequency varied from 20% to 100% of the nominal value at 10% intervals.
These conditions were considered for each level class of bearing failure.

Figure 1 shows the experimental workbench used to perform the experimental data.
This workbench was designed to monitor electrical and mechanical measurements, such as
voltage, current, vibration, torque and speed. In addition, it is possible to emulate many of
the operating conditions mentioned above.

TIM
Torque 

Meter

Torque Meter 

Display

DC 

Generator

DC Supply

Acquisition 

Board

Machine Power 

Supply Module

DC Generator 

Load

Figure 1. Workbench used in the experimental tests.

The workbench allows the variation of the supply frequency and a mechanical torque
imposition on the shaft because the TIM is connected to a direct current generator. More-
over, there is a torque meter with an integrated speed sensor that can read torque and
speed signals. Hall sensors are responsible for collecting and conditioning the stator
current signals transferred to the data acquisition board’s analog inputs connected to
a microcomputer.

An algorithm developed in MATLAB software using the concepts described in
Section 2.1 extracts relevant information from the collected data and reduces the num-
ber of inputs to the pattern classifiers. Figure 2 shows the procedures of the stages of
acquisition, processing, and classification of signals used in this work.

Since the signals of the analyzed currents are out of phase, the delayed version of the
mutual information described in the Section 2.1 is used to verify the similarity measurement.
This measurement is calculated using the motor phase stator current signals, IA and IB,
and the displacement value τ. The phase B stator current must be shifted sample by
sample until the displacement value τ is reached. To calculate the DMI measurement,
for each iteration of the algorithm, the marginal pdfs of the stator currents, and the joint
pdf between these currents must be calculated. This procedure is performed recursively
until the displacement value τ is reached. In this study, a displacement value of τ of 150
samples because using this value, the currents are in phase for at least one cycle. Figure 3
shows phases A and B of the current for Motor 1 without bearing failures, coupled load of
5 N.m, and supply frequency of 60 Hz; Figure 4 shows the calculated MI values.
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Variable 

Load

A B C

Inverter-Fed

Stator Current 

Signals

Bearing Failure Diagnosis System

Data Acquisition

Probability 

Density Function 

(PDF)

Data Importing

Artificial Bee 

Colony and CFS 

algorithms

C4.5 DT or

MLP ANN

Delayed Mutual 

Information

Feature Extraction Stage

Feature Selection Stage

Pattern Classification Stage

Figure 2. Block diagram of signal acquisition, data processing, and classification of the three-phase
induction motor (TIM) bearing diagnosis system.

Figure 3. Stator current signals of Motor 1, without bearing faults, coupled load of 5 N.m. and supply
frequency of 60 Hz.
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Figure 4. Delayed mutual information signature of Motor 1, without bearing faults, coupled load of
5 N.m. and supply frequency of 60 Hz.

The DMI signatures for all samples collected in the experimental tests were obtained
using this feature extraction tool. These DMI curves are similar regardless of the machine’s
operating conditions. Figures 5 and 6 illustrate the behavior of the DMI values with the
evolution of bearing defects. It is analyzed that the characteristic patterns of the DMI are
similar regardless of the load in the axis of the machines.

Firstly, Figure 5 was obtained for signals for Motor 1 with a supply frequency of 60 Hz
and with a coupled load torque of 0.5 N.m. In this figure, it is possible to notice that the
evolution of wear on the machine’s bearings causes an increase in mutual information’s
maximum value. In conclusion, as the fault progresses, the peak of the DMI increases.
These characteristic patterns are also similar and can be analyzed as the machine’s load
torque changes. Figure 6 shows the DMI curves for Motor 1 with a supply frequency
of 60 Hz and a load torque of 5.0 N.m. Again, there is a similar behavior observed in
Figure 5. With the evolution of the defect, there is an increase in the maximum values of
DMI signatures.

All the previous analyses were also performed for Motor 2, and the same behavior
presented in Figures 5 and 6 was observed regardless of the machine’s supply frequency.
Once calculated, the DMI values were normalized using the maximum of the mutual infor-
mation (MImax) found in all TIM operating situations. Then, the most relevant attributes of
mutual information were selected using the ABC algorithm to reduce the input matrix of
the C4.5 and MLP ANN classifiers. The ABC algorithm was selected because it is widely
employed in pattern classification problems, as Huang and Ai [27] and Huang et al. [28]. It
was also observed that the ABC algorithm could optimize the data matrix more efficiently,
considering that this matrix has been reduced with a smaller amount of data.
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Figure 5. Delayed mutual information signatures change with the evolution of the bearing faults-
Motor 1 with a supply frequency of 60 Hz and coupled load of 0.5 N.m.

Figure 6. Delayed mutual information signatures change with the evolution of the bearing faults-
Motor 1 with a supply frequency of 60 Hz and coupled load of 5 N.m.

In the step of attribute selection using the ABC algorithm, this tool employs the
Correlation Feature Selector (CFS) algorithm, a technique that correlates the data set
attributes based on a heuristic function. This algorithm also considers each attribute’s
individual predictive ability and the correlation degree between those attributes, including
the class [37].

This methodology evaluates a subset of attributes, using the concept of relevance and
redundancy. The relevance of an attribute is measured by the correlation of that attribute
with the class, and the redundancy is measured by the correlation of that attribute with
the other attributes of the subset. These concepts are intuitive, and they use the two main
objectives of selecting attributes: choosing attributes with greater predictive power and
decreasing the dimensionality by removing attributes with redundant information. Thus,
the CFS method seeks to choose attributes with greater relevance and less redundancy.

The implementation is carried out using a local search strategy named forward, which
only adds an attribute A to a subset S if there is no other attribute belonging to this set
that has a greater correlation with class C than the attribute A. Therefore, the search for
subsets of attributes is completed when the addition of attributes does not improve the
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assessment value than the current best subset. Thus, both insignificant and redundant
attributes should be discarded because they have a low correlation with the class studied
and are probably highly related to one or more other attributes. Equation (3) defines the
calculation for evaluating subsets using the CFS algorithm.

Ms =
krc f√

k + k(k− 1)r f f

(3)

where Ms is the “merit” of a subset S of k features, rc f is the main correlation among class
features, while r f f

is the average among the all feature correlations.
Finally, by maximizing the function described in Equation (3), the input data from the

TIM’s bearing failure diagnosis system was obtained. These processed data have labeled
the healthy motor signals received with the desired 0 output tag and the bearing failure
signals with the desired 1 output tag according to their classes.

4. Experimental Results

A k-fold cross-validation technique was employed to obtain the experimental results
to allow the training data set to be sufficiently representative. This technique works by
randomly dividing the dataset into k subsets of the same size, and in each iteration, k− 1
subsets are used for training the classifiers, and the remaining subset is used for validation.
For each test, the incorrect classification index of the validation data set is calculated. When
all the k tests are completed, the classifier’s performance is estimated according to the mean
error. The following results were obtained with k = 10, according to studies of Kohavi [38]
and Witten et al. [39].

The experimental tests were performed on the Waikato Environment for Knowl-
edge Analysis (WEKA) software, which provides several intelligent algorithms, allowing
the resolution of pattern classification problems [40]. The works of Kankar et al. [41],
Pandya et al. [42], Konar and Chattopadhyay [43] and Konar et al. [44] employed this tool
for pattern classification, clustering, and feature selection in problems related to motor
failure diagnosis, which demonstrates the acceptance of this tool in the scientific com-
munity. In the selection of the most relevant attributes, it was used the ABC algorithm
aforementioned. The following parameters were defined: an initial population of 30 bees,
a maximum number of 20 iterations, bit-flip mutation type, and mutation probability of
0.01, which are default values for the computational tool WEKA.

The MLP ANN and the C4.5 DT described in Section 2 were used in the pattern
classification stage. The MLP ANN was configured with a training learning rate of 0.3,
a momentum of 0.2, and a maximum number of epochs for the training of 500, which is
the standard configuration of the MLP ANN available in the computational tool WEKA.
For the hidden and output layers, the logistics and linear activation function were used,
respectively. The number of neurons was also defined as 10 neurons for cases where all
150 DMI attributes are used as the input matrix. On the other hand, an MLP ANN with
5 neurons was used when the ABC algorithm was applied to select the most relevant
characteristics. In the construction of the C4.5 DT model, binary divisions in the nominal
attributes were not considered. A seed was defined to randomize the samples, and a
minimum number of attributes per leaf of 2 was considered. However, to build a more
simplified and generalist decision tree, the pruning method was used, with a pruning confi-
dence factor of 0.25 and an amount of data used to reduce pruning errors of 3. Moreover, it
is worth mentioning that the results presented in this section were separated by frequency
inverters used as supply source of the motors since each inverter has a specific switching
characteristic, according to Martin-Diaz et al. [45].

4.1. Experimental Results without ABC Algorithm

This section presents the experimental results of the cases in which the ABC algorithm
was not used to select the most relevant attributes of the DMI signatures. Therefore, all DMI
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values (150 attributes) are used in the feature extraction stage as the C4.5 DT and MLP ANN
classifiers’ input data. As described above, several operating conditions found in industrial
environments are emulated, such as variations of frequency, load and bearing failure levels.
Table 1 shows the classification results for this first case performed on Motor 1.

Table 1. Experimental results using all the Delayed Mutual Information (DMI) values—0.74 kW motor.

Data Set MM440 Inverter G110 Inverter

Classifier C4.5 MLP C4.5 MLP
Global Accuracy (%) 94.3 99.8 90.5 98.1
Healthy Accuracy (%) 85.1 100 64.4 93.2
Faulty Accuracy (%) 96.6 99.7 97.0 99.3
Kappa Index 0.82 0.99 0.67 0.94
Time to build the model (s) 0.19 10.7 0.08 9.56

Table 1 shows that the best results are obtained using the MLP classifier independently
of the supply motor’s frequency inverter. Particularly for the MM440 inverter, the classifi-
cation rate is 99.8% of the overall data set, 100% of the healthy samples, and 99.7% of the
faulty ones. The Kappa index of 0.99 supports the results described above. This shows that
the use of mutual information combined with the MLP classifier can effectively separate
classes. Similarly, it is possible to observe in Table 1 that the C4.5 classifier achieves results
below the MLP classifier. However, 94.3% of all samples are correctly identified,which
represents a satisfactory result. However, it is noteworthy that the C4.5 classifier takes
0.19 s to build the model, which is much shorter than the MLP network, which takes 10.7 s.
Therefore, the C4.5 decision tree is also presented as a promising proposal for the diagnosis
of bearing failures in the TIM fed by the MM440 inverter.

Analyzing the results presented for Motor 1 fed by G110 inverter, it can be seen that
over 90.5% of the overall samples are properly identified. The RNA MLP to diagnose
bearing failures achieves a classification accuracy of 98.1%, 93.2%, and 99.3% of the overall,
healthy, and faulty samples, respectively. The Kappa index of 0.94 confirms the results
obtained. As for the C4.5 classifier, it is possible to verify inferior results than the MLP ANN,
where 90.5% of the samples are correctly classified. The system has greater difficulty in
diagnosing healthy samples according to Table 1, only 64.4% of the samples are diagnosed.
The Kappa index of 0.67 represents a significant agreement with the results obtained with
this classifier.

After identifying the bearing failures in Motor 1, further experimental tests are per-
formed with Motor 2. Table 2 shows the classification results considering the four classes
of bearing failure and using the two frequency inverters.

Table 2. Experimental results using all the DMI values—1.48 kW motor.

Data Set MM440 Inverter G110 Inverter

Classifier C4.5 MLP C4.5 MLP
Global Accuracy (%) 94.9 99.2 92.6 99.7
Healthy Accuracy (%) 86.1 100 73.7 100
Faulty Accuracy (%) 97.1 99.0 97.4 99.7
Kappa Index 0.84 0.98 0.76 0.99
Time to build the model (s) 0.06 9.75 0.06 9.33

According to Table 2, when the MM440 frequency inverter feeds the motor, the best
separation between healthy and faulty classes is obtained using the MLP network. In this
case, a classification accuracy of 99.2% of the overall samples is achieved, in addition to
100% and 99.0% of the healthy and faulty samples, respectively. When using the C4.5
classifier, lower classification rates are achieved, 94.9% of the overall samples. For this
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situation, the Kappa coefficient is 0.84, which confirms the results obtained. It is noteworthy
that the C4.5 DT presents promising results since the classifier model’s construction time is
lower than for the MLP network.

When the G110 inverter feeds Motor 2, the MLP classifier has the best classification
accuracy. 99.7% of the global samples are properly diagnosed. Healthy and faulty classifi-
cation rates above 99.7% are achieved, and the Kappa index is greater than 0.99, confirming
the results. The C4.5 classifier diagnoses adequately 92.6% of the total samples, as shown
in Table 2. Therefore, the MLP is the most suitable classifier.

In this section, the experimental results have shown the proposed methodology’s
capability based on information measurements and intelligent classifiers in diagnosing
bearing faults in TIMs fed by frequency inverters and subject to various operating condi-
tions. The following section evaluates the system’s performance when the ABC algorithm
is used to select the relevant DMI attributes and reduce the input data matrix of the pattern
classifiers, decreasing the calculation time to build the methodology model.

4.2. Experimental Results Using the ABC Algorithm

This section presents the experimental results when meta-heuristic classifiers are used
to identify failures. Similar to the tests made in Section 4.1, all data sets include variations
in the power supply frequency from 20% to 100% of the nominal frequency and variations
in the mechanical load torque of 10% to 120% of its nominal value.

As described in Section 3, the 150 attributes of the DMI signature are evaluated
individually using the CFS algorithm present in ABC, which uses meta-heuristic merit to
predict classes. The attributes with the greatest merit are identified as the most relevant
for fault diagnosis. Therefore, they are used as input data for the construction of the
classification model. For the Motor 1 data set fed by the MM440 frequency inverter,
the ABC meta-heuristic selected 23 attributes: 29, 51, 55, 60, 66, 68, 82, 84, 86, 91, 92, 96,
106, 108, 110, 113, 114, 116, 119, 120, 121, 142 and 144, which constitute the matrix of
150 attributes of the DMI signature. In the case in which the G110 inverter was used to
feed Motor 1, 17 attributes were selected using the ABC algorithm, among which are 49, 52,
54, 62, 74, 75, 89, 100, 109, 110, 114, 121, 127, 133, 138, 145, 147 of the 150 DMI attributes.
Table 3 presents the experimental results for the new tests of Motor 1.

Table 3. Experimental results using the artificial bee colony (ABC) algorithm—0.74 kW motor.

Data Set MM440 Inverter G110 Inverter

Classifier C4.5 MLP C4.5 MLP
Global Accuracy (%) 93.6 98.4 90.5 95.7
Healthy Accuracy (%) 81.6 95.4 56.2 89.0
Faulty Accuracy (%) 96.6 99.1 99.0 97.3
Kappa Index 0.80 0.95 0.65 0.86
Time to build the model (s) 0.13 1.44 0.06 1.31

By operating the ABC algorithm on the attribute selection for the Motor1 data set fed
by the MM440 inverter, it is observed that there was a decrease of 0.70% and 1.40% in the
accuracy for the C4.5 and MLP classifiers, respectively, compared to the tests presented in
Section 4.1. However, the accuracy of the classification is still satisfactory, as can be seen in
Table 3. Using the MLP pattern classifier, 98.4%, 95.4%, and 99.1% of the overall, healthy,
and faulty samples were correctly identified, respectively. In this case, the Kappa index
of 0.95 confirms the results obtained. For the C4.5 meta-heuristic classifier, 93.6% of all
samples, 81.6% of the healthy samples, and 96.6% of the faulty ones were correctly detected.
The Kappa coefficient of 0.80 confirms the agreement with the results, since values equal to
or higher than 0.80 indicate this relation.

It is also possible to note in Table 3 that using the G110 inverter for feeding Motor 1.
The accuracy rates are slightly lower compared to the tests using the 150 DMI attributes.
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The proposed methodology correctly identifies 95.7% of the total samples using the MLP
meta-heuristic classifier. Even so, 89.0% and 97.3% of the healthy and faulty samples
are properly diagnosed. The Kappa coefficient of 0.86 confirms these promising results.
Moreover, when the C4.5 meta-heuristic classifier was used, 90.5% of the global samples
are correctly classified, according to Table 3. It is possible to note that this classifier had
greater difficulty in identifying healthy samples. The Kappa index represents a substantial
agreement with the obtained results.

Similar to the tests performed on Motor 1, the ABC meta-heuristic algorithm is used
to select the relevant DMI attributes from the Motor 2 data set. These selected attributes
are used as inputs to the MLP network and C4.5 classifiers. Using this technique, 20 DMI
attributes were selected for the MM440 inverter data set: 1, 30, 41, 42, 56, 67, 70, 103,
109, 114, 115, 116, 117, 119, 121, 122, 125, 127, 148, 149, which constitute the matrix of
150 attributes of the DMI curve. For the G110 inverter data set, 13 attributes of the DMI
were selected (46, 62, 74, 88, 89, 109, 110, 111, 117, 118, 121, 125, 145). Table 4 illustrates the
classification results for the Motor 2 tests.

Table 4. Experimental results using the ABC algorithm—1.48 kW motor.

Data Set MM440 Inverter G110 Inverter

Classifier C4.5 MLP C4.5 MLP
Global Accuracy (%) 93.9 98.5 94.7 98.7
Healthy Accuracy (%) 82.3 96.2 82.9 94.7
Faulty Accuracy (%) 96.8 99.0 97.7 99.7
Kappa Index 0.81 0.95 0.83 0.96
Time to build the model (s) 0.04 1.22 0.05 0.92

Table 4 shows that the best results are obtained with the MLP meta-heuristic classifier
regardless of the inverter. When the MM440 inverter supplied Motor 2, 98.5% of the samples
were correctly identified. Using the G110 as a supply source of Motor 2, the proposed
method achieved a classification accuracy of 98.7% of the global samples. Kappa indexes
over 0.95 confirm the full results in both situations. Moreover, when the C4.5 meta-heuristic
classifiers were used in the MM440 and G110 data set, slightly lower classification rates
were obtained. Kappa coefficients over 0.81 confirm the satisfactory performance of the
proposed system using the C4.5 meta-heuristic classifier.

From Tables 1–4, it was observed that the use of the ABC algorithm resulted in a
reduction of a maximum of 2% in the classification rates of the global samples. Specifically
using the MLP meta-heuristic classifier, it was achieved a global accuracy of over 95.7%.

Analyzing the healthy samples, it is possible to verify that there was greater difficulty
identifying these samples, mainly employing the C4.5 meta-heuristic classifier. In some
cases, there is a reduction of approximately 8% in the correct classification rates. Again,
the MLP meta-heuristic classifier shows superior results.

Moreover, there is a small difference in the classification accuracy of the samples with
bearing faults. Especially using the MLP meta-heuristic classifier, more than 97.3% of these
samples were correctly classified. In general, it is noteworthy that using the ABC algorithm
in selecting attributes, a similar accuracy was obtained with less computational time to
build the model compared to previous tests. Thus, considering the computational scope,
these tools are more suitable for the bearing failure diagnosis in TIMs, since satisfactory
results are reached with a lower computational cost.

Figure 7 illustrates the performance comparison of the proposed method using the
meta-heuristic classifiers for bearing fault diagnosis in TIMs fed by frequency inverters.
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Figure 7. Performance comparison of the proposed method using meta-heuristic classifiers—Motors
1 and 2.

From the results presented in Sections 4.1 and 4.2, it was demonstrated that the
proposed methodology presents a promising performance in the diagnosis of bearing
failures in inverter-fed TIMs, regardless of the operating frequency and load.

5. Conclusions

This study has proposed a methodology for the diagnosis of bearing failures in TIMs
fed by frequency inverters. The proposed approach is based on information measurements,
artificial bee colony algorithm, and intelligent pattern classifiers. The experimental tests con-
sidered different operating conditions that the TIMs might face in industrial environments,
such as variations in the load, supply frequency and four bearing failure configurations.

In the feature extraction stage, the Delayed Mutual Information was used to estimate
the similarity measurements between two phases of the stator current to extract the bearing
failure signatures. Subsequently, these signatures were evaluated by the pattern classifiers,
C4.5 DT, and MLP ANN. The experimental results confirmed that the MLP ANN is a
suitable classifier for the feature extraction approach, as it provides promising results for
the sample classification, regardless of the operating conditions. However, it is important
to highlight that using the C4.5 decision tree, the methodology also presents satisfactory
results, achieving a classification rate of 94.3% of all data sets.

When the ABC algorithm was used to select the most relevant attributes of the DMI
signatures, it was verified that the C4.5 and MLP meta-heuristic classifiers present promis-
ing results, higher than 93.6%. Using this ABC algorithm, the 23 most relevant attributes
of the DMI signatures were selected, achieving results close to the tests without the ABC
algorithm. This shows that, using the ABC algorithm for selecting the most significant
attributes, satisfactory results can be achieved with a lower computational cost since less
time is spent to build the classifier model.
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