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RESUM 

INTRODUCCIÓ 

La conca mediterrània és una zona fortament afectada pel canvi climàtic amb 

importants variacions de temperatura de la mar i precipitació. En les últimes dècades 

s’ha destacat una clara tendència ascendent en la temperatura de la mar (Shaltout and 

Omstedt, 2014; Pastor et al., 2019), un factor clau en la formació de precipitacions 

intenses en la costa mediterrània de la península ibèrica, així com un decreixement 

significatiu de la precipitació especialment marcat a l’estiu (Milano et al., 2013; Valdés-

Abellán et al., 2017). La reducció dels recursos hídrics a l’est de la península ibèrica, 

lligada al decreixement generalitzat de la precipitació, genera problemes d’abastiment 

a les grans zones urbanes situades al llarg de la costa i als camps de cultiu amb el 

conseqüent impacte socioeconòmic. La manca d’aigua també genera canvis importants 

als ecosistemes com ara la reducció de la massa forestal i la desertificació. A més, 

l’augment de la població condueix a un increment en el consum d’aigua i a una expansió 

de les zones urbanes. En conseqüència, aquests factors accentuen la pèrdua de boscos i 

generen un canvi important en la distribució dels usos del sòl que poden tenir un paper 

important en la formació de precipitació associada a circulacions locals. 

Generalment, les circulacions a escala sinòptica són febles durant l’estiu de manera que 

la major part de la precipitació està associada a circulacions locals. Aquestes condicions 

atmosfèriques propicien la formació de circulacions de brisa al litoral i prelitoral, a 

causa de les diferències tèrmiques entre la superfície de la mar i el continent durant el 

dia, i afavoreixen l’advecció de masses d’aire d’origen marítim cap a zones d’interior. 

Les característiques de la brisa (estructura, duració, intensitat i extensió) depenen dels 

diferents forçaments als que se sotmet, com ara la orientació de la costa, la topografia i 

les condicions sinòptiques, entre d’altres, factors que també influeixen els fenòmens 

associats a aquest tipus de circulacions. En el cas de la topografia, aquesta pot modificar 

o dificultar l’avanç de la brisa cap a l’interior, així com facilitar la formació de núvols 

de tipus orogràfic. Les circulacions sinòptiques principalment poden influenciar la 

direcció i intensitat dels corrents de retorn de la brisa en capes més altes i, a més, 

determinar el desenvolupament vertical de les circulacions de brisa. 

En la costa mediterrània de la península ibèrica, la brisa es canalitza a través de les valls 

assolint les capçaleres dels principals rius on es generen línies de convergència, és a dir, 
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zones on les masses d’aire superficials s’injecten a capes més altes de l’atmosfera i, en 

ocasions, donen lloc a la formació de sistemes convectius coneguts com tronades 

d’estiu. Aquests fenòmens meteorològics associats a les circulacions de brisa ocorren 

principalment entre els mesos d’abril i octubre. A més, la formació d’una baixa tèrmica 

al centre de la península ibèrica intensifica les brises a la costa, encara que també 

dificulta la formació de tronades als sistemes muntanyosos propers a la mar a causa de 

la subsidència associada que es genera sobre la mar Balear. A part, la formació de núvols 

convectius presenta una dependència en diversos factors meteorològics com la 

presència d’aire fred en capes superiors de l’atmosfera, l’altitud de les serralades (altura 

d’injecció de l’aire en superfície) i les propietats de la massa d’aire injectada (contingut 

de vapor d’aigua i temperatura). En referència a aquest últim factor, les interaccions 

entre el sòl i l’atmosfera modifiquen les característiques de la massa d’aire advectada 

des de la mar a mesura que aquesta avança cap a l’interior. De fet, Millán et al. (2005a) 

exposà que l’increment en temperatura de la massa d’aire d’origen marítim dificulta la 

formació de tronades d’estiu a causa d’un augment de l’altura a la qual es generen els 

núvols, cloud condensation level (CCL) en anglés, contràriament a l’efecte produït per 

l’increment en vapor d’aigua atmosfèric associat a la evapotranspiració. Concretament,  

si la CCL és més elevada que l’altura a la que s’injecta la massa d’aire superficial, 

determinada pels sistemes muntanyosos, no es produirà la condensació. En cas contrari, 

la injecció de la massa d’aire humit a capes més altes de l’atmosfera pot donar lloc a 

precipitacions de diferents intensitats depenent també dels factors comentats 

prèviament. Amb tot açò, Millán et al. (2005a) recalcà la importància dels usos del sòl 

en la formació de tronades d’estiu al llarg de la costa mediterrània. 

Les tronades d’estiu  representen una font d’aigua important en la conca mediterrània, 

ja que aporten aigua durant els mesos més secs de l’any, amb la qual cosa ajuden a 

mantenir els cabdals dels rius. Llavors, és alarmant que aquest tipus de sistemes 

convectius presenten una tendència decreixent en les últimes dècades com indicà Miró 

et al. (2018). En aquest aspecte, Millán et al. (2005b) remarcà que la tendència negativa 

de la precipitació associada a aquest tipus d’esdeveniments podria generar la pèrdua de 

boscos i intensificar la desertificació del mediterrani peninsular. A més, exposà que la 

reducció de la massa forestal conduiria a una pèrdua addicional de tronades d’estiu i a 

la conseqüent exacerbació de la desertificació en la zona. 



 

 

 

     RESUM 

 

3 

L’extens coneixement assolit en les característiques de la brisa i els fenòmens associats 

a aquesta (com les tronades d’estiu) s’ha produït gràcies als avanços en les últimes 

dècades tant en l’increment i millora de les observacions com en l’elevada complexitat 

dels models meteorològics i climàtics utilitzats en l’actualitat. Aquests models 

incorporen un ample ventall de parametritzacions dels processos atmosfèrics. 

Addicionalment, la millora dels sistemes de computació d’alt rendiment permeten l’ús 

de simulacions de molt alta resolució espacial i temporal que milloren la representació 

de la dinàmica atmosfèrica lligada a processos locals. Amb tot açò, juntament amb el 

seu cost relativament baix, la modelització es avui en dia una eina molt utilitzada en les 

ciències atmosfèriques. 

OBJECTIUS 

En aquesta tesi es consideren alguns dels arguments i hipòtesis exposades en Millán et 

al. (2005a) i Millán (2014), amb especial interès en la rellevància de les interaccions 

entre el sòl i l’atmosfera, així com també en el seu efecte en la formació de les tronades 

d’estiu. Concretament, en aquesta tesi es pretén: 

• Estimar els canvis en vapor d’aigua i temperatura associats a fluxos superficials 

de les masses d’aire involucrades en la formació de tronades d’estiu en la vall 

del Túria. 

• Quantificar les contribucions dels diferents usos del sòl al vapor d’aigua 

atmosfèric i calor que caracteritzen l’àrea d’estudi juntament amb altres 

processos atmosfèrics. 

Per a dur a terme els dos principals objectius, altres qüestions necessàries s’han hagut 

de plantejar en aquesta tesi doctoral, de manera que s’han estudiat les característiques 

de l’àrea d’estudi, les condicions sinòptiques que afavoreixen la formació de tronades 

d’estiu i les configuracions disponibles de la principal eina emprada en aquesta tesi: el 

model meteorològic Weather Research and Forecasting (WRF). En particular, s’han 

realitzat: 

• L’avaluació del model meteorològic WRF amb dues parametritzacions dels 

processos superficials per a un episodi de tronades d’estiu respecte a les 

principals variables hidrometeorològiques. 
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• La caracterització de les principals propietats de la brisa marina i altres 

circulacions locals en la conca del Túria mitjançant l’anàlisi de mesures de 

temperatura i humitat. 

• La comparació de fluxos superficials de vapor d’aigua i calor sensible en zones 

amb vegetació i sense vegetació en diferents punts de la zona d’estudi. 

Aquests anàlisis han proporcionat informació respecte a les incerteses en la 

modelització dels processos de superfície, així com un millor coneixement de les 

condicions atmosfèriques a escala local que propicien la generació de tronades d’estiu 

en situacions de brisa. 

La tesi s’estructura en un total de sis capítols. Al primer capítol es presenta un recull 

del coneixement actual respecte a la brisa marina i les tronades d’estiu amb especial 

èmfasi a la costa mediterrània de la península ibèrica. Al segon capítol s’introdueixen 

el model meteorològic WRF i les diferents dades observacionals emprades tant per a la 

validació del model com per a l’anàlisi de les condicions atmosfèriques i els episodis 

de tronades d’estiu. Els episodis de tronades d’estiu estudiats en detall i els resultat 

obtinguts de l’avaluació de les diferents simulacions amb el model WRF es presenten 

al tercer capítol. Al quart capítol s’exposen els resultats de l’anàlisi dels fluxos 

superficials durant l’episodi de tronades d’estiu segons els tipus de sòl. Finalment, als 

capítols cinqué i sisé es presenten una discussió general dels resultats i les conclusions, 

respectivament. 

METODOLOGIA 

L’estudi s’ha centrat en la costa est de la península ibèrica, concretament al País 

Valencià i a la conca del riu Túria. Per al desenvolupament de la present tesi doctoral i 

la resposta a les diferents qüestions plantejades en la mateixa s’ha emprat el model 

meteorològic WRF validat amb observacions des de satèl·lit i mesures de les diferents 

xarxes d’estacions disponibles en la zona d’estudi. Per a un anàlisi més complet, 

diverses simulacions amb distintes configuracions dels processos en superfície s’han 

realitzat en el model. 

Prèviament als exercicis de simulació s’han dut a terme dos anàlisis per a la selecció 

del període d’estudi i la caracterització de la brisa a la conca del riu Túria. D’una banda, 

s’ha seleccionat el període a estudiar mitjançant un anàlisi del número d’episodis de 
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precipitació que han ocorregut durant anys recents, concretament per a l’estació estival 

ampliada (ESS, per les seues inicials en anglés), definida com el període comprés entre 

maig i octubre. Una vegada seleccionat l’any d’estudi (2015), tot seguit, s’han 

identificat els dies de pluja associats a la formació de tronades d’estiu a partir de mapes 

sinòptics seguint la metodologia introduïda a Millán et al., (2005b). Específicament, 

s’han generat mapes amb dades de temperatura i geopotencial a 500hPa, i pressió 

atmosfèrica a nivell de la mar. A l’anàlisi s’ha considerat la formació de la baixa tèrmica 

sobre la península ibèrica com a indicador de condicions atmosfèriques en superfície 

favorables per a la formació de tronades d’estiu. En aquests mapes també s’han analitzat 

les condicions atmosfèriques en base a la presència d’aire fred o tàlvegs a 500hPa, ja 

que són indicadors de la inestabilitat atmosfèrica. Addicionalment, imatges del satèl·lit 

Meteosat s’han visualitzat per a detectar la formació i evolució de nuclis convectius als 

sistemes muntanyosos de la península ibèrica. Amb aquest procediment s’han detectat 

set episodis de tronades d’estiu afectant les cadenes muntanyoses dels Sistemes Ibèric 

i Prebètic durant l’any 2015, especialment la conca del riu Túria. 

D’altra banda, mesures de la velocitat i direcció del vent de les torres meteorològiques 

de la xarxa del CEAM situades en la vall del Túria s’han emprat per a identificar els 

dies de brisa en el període 2005-2015, d’acord amb la disponibilitat de dades. D’aquesta 

manera s’ha conduit un estudi extens de les variacions d’humitat i temperatura 

associades a la brisa en les diferents localitzacions de la vall del Túria: Paterna (PA; 

litoral), Villar del Arzobispo (VI; prelitoral) i Aras de los Olmos (AR; interior). En 

concret, la detecció de dies de brisa s’ha dut a terme de manera que: 

• S’han generat roses dels vents a les diferents localitzacions sobre mapes 

topogràfics per a visualitzar l’efecte de la topografia i/o la posició respecte de 

la costa, si escau, en la direcció del vent. 

•  Les dades de vent s’han filtrat per a les hores diürnes (05-19 UTC) juntament 

amb la exclusió de vents menors d’1 m·s-1 i majors de 7 m·s-1 a l’estació de PA 

situada al litoral. Com que les torres meteorològiques estan alineades al llarg de 

la conca del riu Túria, els dies de brisa en VI s‘han filtrat en base als dies de 

brisa identificats en PA i, anàlogament, el dies de brisa en AR respecte dels 

identificats en VI. Després de l’aplicació d’aquests filtres, s’ha representat la 

distribució de la direcció del vent en un gràfic de barres i s’ha ajustat a una 

distribució de Gauss (o dues combinades) per a cadascuna de les estacions. Tot 
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seguit, s’ha seleccionat l’interval de confidència 95 % per a definir el rang de 

variació de la brisa a cadascuna de les estacions. 

• Finalment, els dies de brisa s’han definit com els dies amb un 50 % de les hores 

diürnes (7 h) amb una direcció del vent continuada entre els rangs definits en 

cadascuna de les localitzacions. Posteriorment, s’han extret els percentatges de 

dies de brisa a cada estació respecte del total de dies amb dades per al període 

2005-2015. 

Respecte als exercicis de simulació, dues simulacions a alta resolució espacial (~1 km) 

sobre el País Valencià per al període maig-octubre de 2015 s’han dut a terme amb els 

models de superfície Noah-MP i Pleim-Xiu. El principal objectiu d’aquestes 

simulacions ha consistit en analitzar les diferències entre ambdues parametritzacions. 

Concretament, s’han avaluat la representació de les variables hidrometeorològiques 

principals (precipitació, evapotranspiració, temperatura, humitat relativa i vent) que 

afecten el cicle hidrològic de la zona d’estudi. Addicionalment, s’han executat tres 

simulacions a una resolució espacial de 3 km sobre la península ibèrica d’un dels 

episodis de tronades d’estiu identificats anteriorment. En aquestes simulacions s’han 

comparat diferents parametritzacions dels processos de superfície, així com de la capa 

superficial atmosfèrica per a detectar la configuració produint les millors estimacions. 

A continuació, la configuració que ha generat els millors resultats respecte a les 

variables meteorològiques analitzades s’ha emprat en una última simulació a molt alta 

resolució (680 m) sobre la conca del riu Túria. A partir d’aquesta última simulació s’han 

avaluat les interaccions sòl-vegetació-atmosfera (SVA) i s’han estimat les contribucions 

dels fluxos superficials al vapor d’aigua atmosfèric i a la temperatura de l’aire. 

Dues aproximacions s’han utilitzat en aquesta tesi per a estudiar la rellevància de les 

interaccions SVA i les contribucions de la superfície a la recàrrega de vapor d’aigua 

atmosfèric i l’escalfament de l’aire en situacions prèvies a la formació de tronades 

d’estiu. D’una banda, els intercanvis en el sistema SVA s’han calculat amb els 

diagrames de mescla o mixing diagrams que representen les variacions de θ en funció 

de q en l’espai energia per unitat de massa (Santanello et al., 2009). En aquesta 

aproximació se suposa que l’evolució de la capa límit durant el dia, incloent-hi 

l’entrainment a la part superior de la mateixa, es pot determinar a partir dels fluxos 

superficials d’humitat i calor, i dels valors de temperatura i humitat prop de la superfície 

en situacions sense condensació. Aquest mètode facilita l’estimació de les diferents 
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contribucions a q i θ associades a la superfície, a l’advecció i a l’entrainment i permet 

identificar les variacions temporals de θ respecte a q d’una manera directa, així com 

incorporar altres variables termodinàmiques a l’anàlisi com la humitat relativa i/o la 

temperatura potencial equivalent. D’altra banda, les contribucions per part de la 

superfície a q i θ també s’han analitzat des d’un punt de vista Lagrangià. Concretament, 

s’han extret trajectòries associades a la formació de tronades d’estiu i a circulacions de 

brisa i s’han calculat les contribucions des de la superfície i l’efecte de l’entrainment. 

En aquesta aproximació s‘han considerat parcel·les d’aire que avancen des de la vall 

del Túria i des de la mar fins al punt on s’inicia la convecció en cadascun dels 

esdeveniments estudiats. A més, s’han calculat les contribucions des de la superfície 

associades als diferent usos del sòl presents al model al llarg de les trajectòries. 

RESULTATS 

La comparativa entre els dos models de superfície implementats en WRF indica que la 

major complexitat del Noah-MP comporta una millor representació de les circulacions 

a nivell superficial i de la precipitació que el Pleim-Xiu. Tanmateix, l’extensa anàlisi 

estadística realitzada mostra xicotetes diferències entre ambdues parametritzacions 

respecte a temperatura i humitat. A més, els resultats indiquen que el Pleim-Xiu 

reprodueix més acuradament la evapotranspiració que el Noah-MP indicant la 

rellevància de la representació més realista de les profunditats del sòl; el Pleim-Xiu 

considera una profunditat de fins a 1 m, mentre que el Noah-MP considera 2 m. 

En general, les majors diferències entre les dues configuracions analitzades es donen al 

camp de precipitació. El Noah-MP mostra una major precisió en la reproducció de les 

tronades d’estiu i una menor sobreestimació de les quantitats acumulades respecte al 

Pleim-Xiu, el qual presenta desviacions en mitjanes espacials de fins a 4 mm·dia-1. A 

més, la configuració del Noah-MP amb la parametrització de la capa superficial MM5 

(MM5-NaohMP) incrementa lleugerament la precisió respecte a l’altra configuració 

(PX-NoahMP) en l’episodi de tronades d’estiu estudiat. Aquest resultat remarca la 

importància de l’estimació dels coeficients d’intercanvi sobre la mar, ja que el Noah-MP 

s’encarrega de calcular els intercanvis entre l’atmosfera i el sòl en la capa superficial 

sobre el continent, mentre que la parametrització de la capa superficial realitza aquest 

càlcul sobre aigua. Amb tot açò, la configuració MM5-NoahMP s’ha utilitzat per a 

realitzar una simulació a molt alta resolució (680 m) sobre la conca del riu Túria. 
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La caracterització de la brisa marina en la conca del riu Túria remarca la importància 

d’aquest tipus de circulació durant l’estiu estenent-se típicament fins a 100-120 km 

terra endins. La brisa té un paper dominant en la zona d’estudi induint canvis bruscos 

d’humitat i temperatura al prelitoral i litoral. Aquest fet s’observa clarament als 

diagrames de mescla obtinguts a partir de dades observacionals a PA, VI i AR, els quals 

mostren variacions associades a la circulació de brisa en forma d’U invertida. 

Específicament, pel matí, l’efecte dominant del fluxos superficials de calor sensible 

generen un increment ràpid de θ que també suposa el creixement de la capa límit, en 

anglés Planetary Boundary Layer (PBL), per l’efecte de l’entrainment. A migdia, 

s’observa un increment sobtat de q a θ constant indicatiu de l’advecció d’una massa 

d’aire humit lligada a la circulació de brisa. Finalment, a mesura que decreix la 

intensitat de la radiació solar i es redueixen també els fluxos superficials de calor 

sensible, s’observa un decreixement de θ a q constant, aquest últim associat a 

l’homogeneïtat de la massa d’aire d’origen marítim. 

Les variacions descrites anteriorment estan influenciades per les característiques del sòl 

que determinen la intensitat dels fluxos superficials. De fet, els anàlisis mostren que les 

zones vegetades presenten valors de q de fins a 0.5 g·kg-1 superiors i valors de θ de fins 

a 2 ºC menors que les zones sense vegetació al prelitoral. Tanmateix, aquestes 

diferències no s’observen a les estacions situades al litoral, ja que estan influenciades 

des de l’eixida del sol per masses d’aire més humit d’origen marítim. 

L’anàlisi de l’episodi de tronades d’estiu amb els paràmetres simulats a alta resolució 

indiquen que, en la majoria dels casos, la convecció s’inicia abans de l’arribada de la 

massa d’aire més humit remarcada als diagrames de mescla generats a partir 

d’observacions. Aquesta massa d’aire advectada, definida com front de brisa marina 

intermedi (ISBF, per les seues inicials en anglés) en aquesta tesi, pot intensificar la 

precipitació associada a les tronades d’estiu a mesura que avancen cap a la costa. 

En base a l’arribada del ISBF, les contribucions dels diferents usos del sòl presents al 

model remarquen una major aportació durant el primer període de la U invertida, és a 

dir, abans de l’arribada del ISBF. A més, les contribucions màximes es produeixen al 

litoral i sobre zones de cultiu lligades principalment a la fracció de vegetació i a un 

menor desenvolupament de la capa límit. Tanmateix, l’entrainment és el factor 

dominant en les variacions de q i θ tant a la costa com a les zones d’interior. Aquest 

efecte genera una important reducció del contingut en vapor d’aigua i un increment de 



 

 

 

     RESUM 

 

9 

la temperatura de l’aire contrarestant substancialment les variacions associades 

principalment a l’advecció. 

A l’anàlisi de trajectòries, es mostra que l’evapotranspiració contribueix en un 7 % al 

total del contingut en vapor d’aigua de la massa advectada abans de ser injectada a 

capes superior de l’atmosfera. A més mostra la major aportació de vapor d’aigua a 

l’atmosfera per part dels camps de cultius presents al llarg de les trajectòries que 

representen al voltant d’un 50 % de la contribució total, ja que són l’ús de sòl majoritari 

en la zona d’estudi. Contràriament, les contribucions a θ associades als fluxos 

superficials de calor sensible representen un 40 % de l’increment total al llarg del 

recorregut de la brisa. En general, les zones urbanes generen les majors contribucions 

a θ, fins a un 50 %, especialment en les trajectòries amb origen a la mar, ja que travessen 

l’àrea metropolitana de València. 

CONCLUSIONS 

Les principals conclusions extretes d’aquesta tesi doctoral són les següents: 

1. La comparativa dels dos models de superfície Noah-MP i Pleim-Xiu 

implementats en WRF indica una representació similar de les típiques variables 

meteorològiques. Tanmateix, el Noah-MP presenta una millor estimació de la 

precipitació convectiva associada a tronades d’estiu durant el període estudiat. 

A més, s’ha demostrat que el Noah-MP reprodueix més acuradament l’episodi 

de tronades d’estiu que el Pleim-Xiu, especialment quan s’implementa amb la 

parametrització MM5 de la capa superficial. 

2. L’anàlisi de les variacions de θ respecte a q mitjançant els diagrames de mescla 

(espai d’energia per unitat de massa) en les diferents estacions dins de la zona 

d’estudi indica que la brisa indueix a variacions en forma d’U invertida. 

Aquestes variacions estan determinades per l’efecte dels fluxos superficials de 

calor i humitat, l’entrainment i l’advecció associada a les circulacions de brisa. 

Concretament, es poden discernir tres períodes diferents: 

a. Increment ràpid de θ a q constant, aproximadament, lligat al domini dels 

fluxes superficials de calor sensible i entrainment, juntament amb fluxos 

de calor latent poc marcats. 
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b. Increment de q a θ constant, aproximadament, associat a l’arribada d’una 

massa d’aire humit malgrat els efectes marcats dels fluxos de calor 

sensible i entrainment. 

c. Decreixement de θ a q constant lligats a la minva de la radiació solar i 

la homogeneïtat de la massa d’aire d’origen marítim advectada per la 

circulació de brisa, respectivament. 

3. Les variacions de q i θ s’han estudiat en diferents localitzacions (litoral, 

prelitoral i interior) i usos del sòl (urbà, sòl nu i cultius), de manera que s’ha 

identificat una dependència en la distància respecte a la mar i les característiques 

del sòl. D’una banda, les zones amb vegetació presenten valors lleugerament 

menors de θ i majors de q respecte a zones sense vegetació al prelitoral. 

Contràriament, aquestes diferències no s’observen al litoral entre àrees urbanes 

i zones de cultiu (amb vegetació). D’altra banda, el retràs en l’arribada de l’aire 

més humit a les zones del prelitoral i interior remarca la importància dels fluxos 

superficials a escala local, així com l’entrainment a pesar de l’advecció. A més, 

indica que les tronades d’estiu poden iniciar-se abans de l’arribada de la massa 

d’aire més humit. 

4. La dinàmica atmosfèrica modelitzada i les variacions de q i θ indiquen que la 

majoria de les tronades d’estiu s’inicien abans de l’arribada del ISBF observat 

als diagrames de mescla com un marcat increment de q. Aquest fet recalca la 

rellevància de les interaccions a escala local i l’entrainment durant les 

circulacions de brisa. 

5. La recàrrega en vapor d’aigua de l’atmosfera, juntament amb els increments en 

temperatura de l’aire, s’ha estimat utilitzant els paràmetres modelitzats durant 

un episodi de tronades d’estiu. Aquestes estimacions indiquen que les 

contribucions a q associades a l’evapotranspiració representen un 7 % del valor 

de q de la massa d’aire abans de la formació de les tronades d’estiu. A més, la 

major part de les contribucions al vapor d’aigua atmosfèric des de la superfície 

són degudes a camps de cultiu i en zones litorals lligades al poc 

desenvolupament vertical de la capa límit. 

6. Les variacions de la temperatura de l’aire associades als fluxos de calor sensible 

en superfície representen un 40 %, en promig, de l’increment total de θ durant 
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les circulacions de brisa. Açò remarca la rellevància de l’escalfament de la 

superfície en l’increment de θ que comporta l’increment de la CCL en les línies 

de convergència. Anàlogament a q, un major increment de θ ocorre al litoral 

sobre zones urbanes a causa d’un menor desenvolupament de la capa límit 

respecte al prelitoral i interior. 

7. L’entrainment és el factor amb més influència en les variacions de q i θ a la part 

superior de la capa límit. Per una part, aquest efecte produeix un assecament 

substancial de la massa d’aire per dilució entre dues i deu vegades més intens 

que la recàrrega de vapor d’aigua atmosfèric lligada als fluxos en superfície. Per 

altra part, els increments de θ causats pels fluxos superficials de calor sensible 

són d’intensitats comparables als produïts per l’entraiment. Contràriament a les 

contribucions a q i θ, l’entrainment presenta un gradient des de la costa cap a 

l’interior corresponent al desenvolupament de la capa límit. 
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CHAPTER 1 

INTRODUCTION 

This chapter introduces the background in which this thesis is based. First, the 

Mediterranean basin is described. Then, an extensive description of sea breeze 

regarding its structure and forcings, and its connection with the development of summer 

storms is presented, together with the advances in the modeling of these processes. 

Finally, the structure and goals of this thesis are introduced.
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1. The Mediterranean basin 

The Mediterranean Sea is a closed and warm sea surrounded by complex topography. 

It is a huge reservoir of energy, in form of moisture and heat, that plays an important 

role in driving the weather in southern and central Europe (Astraldi and Gasparini, 1992; 

Lebeaupin et al., 2006; Millán, 2014; Poulos, 2020). Its main area of influence is 

defined as the Mediterranean basin (Figure 1.1), which is subject to changes directly 

associated with global warming such as the sea surface temperature increase (Shaltout 

and Omstedt, 2014; Pastor et al., 2018; 2019). In fact, the Mediterranean basin is 

defined as a high-sensitive area to climate variations, i.e., a climate change hotspot, for 

droughts and intense precipitation (Giorgi, 2006; Giorgi and Lionello, 2008; 

Diffenbaugh and Giorgi, 2012; Tuel and Eltahir, 2020). In this context, many studies 

have pointed out the general decrease in precipitation over the Mediterranean, 

especially in summer and along eastern Spain (De Luis et al., 2010; Milano et al., 2013; 

Fernández-Montes and Rodrigo., 2015; Valdés-Abellán et al., 2017; Miró et al., 2018), 

together with an increase in the number and intensity of droughts during the last decades 

(Hoerling et al., 2012; Cook et al., 2016; Hertig and Tramblay, 2017; Miró et al., 2018). 

These variations indicate a reduction in water availability with the corresponding socio-

economic impact, such as water restrictions for human consumption and agricultural 

activities, and the significant changes in the ecosystems, e.g., loss of forest areas and 

desertification (IPCC, 2019). In addition, the growing population further amplifies the 

water demand and the expansion of urban areas, the latter affecting land use 

characteristics that can play an important role in the generation of precipitation 

associated with local circulations. 
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Figure 1.1 - Mediterranean basin with main river basins and country boundaries (ES: Spain, 

FR: France, IT: Italy, SL: Slovenia, HR: Croatia, BH: Bosnia and Herzegovina, ME: 

Montenegro, AL: Albania, GR: Greece, TR: Turkey, MT: Malta, CY: Cyprus, SY: Syria, LB: 

Lebanon, IL: Israel, EG: Egypt, WE: West Bank, GZ: Gaza Strip, LY: Libya, TN: Tunisia, 

DZ: Algeria, MA: Morocco. Extracted from Milano et al. (2013). 

 

In the Mediterranean basin, mechanisms from synoptic to local scales enhance the 

transport of moisture and heat that trigger different extreme meteorological phenomena, 

with substantial consequences over highly populated areas (Delrieu et al., 2005; Rebora 

et al., 2013; Mariani and Parisi, 2014; Lorenzo-Lacruz et al., 2019; Rosselló-Geli and 

Grimalt-Gelabert, 2021), as well as provide precipitation crucial to maintain water 

resources in the region, especially in eastern Spain (Millán et al., 2005a; Miró et al., 

2018). At local scales, sea breeze is a characteristic circulation that originates along 

coastal and pre-littoral areas of the Mediterranean basin. This local circulation 

influences atmospheric conditions and can trigger or enhance meteorological 

phenomena such as orographically-aided convective systems, especially during 

summer (Millán et al., 2005a). In addition, this region is semi-arid which enhances 

thermal gradients between land and sea, crucial in the formation and development of 

thermally driven circulations such as the sea breeze (Miller et al., 2003). However, the 

characteristics of the land use can modify the thermodynamical properties of the air 

masses advected within the sea breeze which can lead to a reinforcement or weakening 

of the associated meteorological phenomena. Besides, Millán et al. (2005b) 

hypothesized that these land-atmosphere interactions at local scale in the Mediterranean 

basin generate perturbations that can propagate to regional and global scales throughout 

sea breeze circulations. 
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Based on this, land use influence can be determinant in the water availability within the 

Mediterranean basin due to the associated surface heat and moisture fluxes and their 

impact on precipitation. This remarks the importance of a good administration of land 

use along the Mediterranean, especially in terms of the accelerated climate change 

during the last decades in this region (MedECC, 2020). 

2. Sea breeze and summer storms 

Sea breeze is the most common thermally driven circulation along coastal and pre-

littoral areas of the Mediterranean basin, especially under weak synoptic conditions, 

although this atmospheric circulation can be observed throughout the world from polar 

regions to the equator (Miller et al., 2003). It is formed due to air temperature 

differences between land (warmer) and sea surface (cooler) during daytime which 

create a pressure gradient force from sea to land so that moist marine air is displaced 

inland. It has been widely demonstrated that sea breeze can have a crucial effect on 

reducing temperature and increasing humidity so that fog and thunderstorms can be 

generated (Simpson, 1994; Silva dias and Machado, 1997; Fovell and Dailey, 2001; 

Fovell, 2005; Azorín-Molina et al., 2014), as well as it can have a strong impact on 

improving or reducing air quality at the surface (Simpson, 1994; Caicedo et al., 2019). 

Several studies have shown that sea breeze can interact with other atmospheric 

phenomena related to synoptic circulations such as cold fronts (Brümmer et al., 1995; 

Rhodin, 1995; Miller et al., 2003; Allende-Arandía et al., 2020), generating an 

enhancement or reduction of the associated precipitation and/or its intensity, as well as 

other local thermally driven phenomena (e.g., upslope winds and local convection) 

strongly dependent on the characteristics of the region such as topography and land 

cover (Millán et al, 2005a; b). For instance, many studies have analyzed the interaction 

of the sea breeze with the Urban Heat Island (UHI) and have shown that it can modify 

main features of the sea breeze such as its duration, intensity and vertical development 

(Yoshikado, 1992; Ohashi and Kida 2002; Freitas et al., 2007; Hai et al., 2018; He et al, 

2020). Other studies focused on the impact of topography in the forcing of near surface 

air flows associated with the sea breeze leading to the formation, development and 

triggering of orographically-aided convective systems, commonly known in eastern 

Spain as summer storms, and its link to land use features (Millán et al, 2005a; b; Millán 

et al., 2014). 
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2.1. Sea breeze structure and forcings 

According to the description in Miller et al. (2003) and shown schematically in Figure 

1.2, in the sea breeze system (SBS), the sea breeze circulation (SBC) is a mesoscale 

cell that rotates vertically with an onshore flow near the surface and a returning 

(offshore) flow aloft at about 900 hPa. Near the surface a cool and moist marine air 

flow toward land is established, known as the sea breeze gravity current (SBG), with 

the sea breeze front (SBF) the landward edge of the SBG, usually associated with abrupt 

changes in wind, temperature and humidity. As the marine air collides against 

continental air an updraft generates and creates a raised head above and slightly behind 

the SBF called the sea breeze head (SBH). Besides, the intensification of the SBC can 

lead to the formation of waves (known as Kelvin-Helmholtz billows, KHBs) along the 

upper limit of the SBG due to low static stability which tend to reduce the inland 

progression of the sea breeze (Sha et al., 1991; Buckley and Kurzeja, 1997; Fovell and 

Dailey, 2001; Miller et al., 2003; Plant and Keith, 2007). 

2.1.1. Life cycle 

The SBS can be divided into five stages regarding its dynamics: immature, early mature, 

late mature, early degenerate, and late degenerate (Clarke, 1984; Buckley and Kurzeja, 

1997; Miller et al., 2003). Mature stages denote the evolution of sea breeze during 

 

Figure 1.2 - Schematic representation of the sea breeze system (SBS) with the main 

components: sea breeze circulation (SBC), sea breeze gravity current (SBG), sea breeze front 

(SBF), sea breeze head (SBH) and Kelvin-Helmholtz billows (KHBs). Adapted from Miller 

et al. (2003). 
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daytime with insolation greater than zero, including after sunset, and degenerate stages 

describe sea breeze evolution at nighttime with no insolation. 

The sea breeze immature stage describes the SBC generation and enhancement with the 

increasing insolation during daytime. During this stage, land areas start to rapidly heat 

after sunrise in contrast with the slower heating of the sea surface so that thermal 

differences arise, and a pressure gradient force originates from sea to land. This leads 

to the generation of an onshore wind near the surface advecting moist marine air over 

land, i.e., the SBG forms. The SBC expands rapidly so that the returning (seaward) flow 

generates at upper levels, at about 900 hPa according to Miller et al. (2003), defining 

the mesoscale circulation. Besides, the near surface air flow toward inland yields the 

formation of the SBF due to the interaction with relatively warm and dry continental 

air, as well as the convergence of these two air masses leads to the formation of the 

SBH where air mixing occurs. In some cases, KHBs generate behind the SBF producing 

an increased turbulence, an additional air mixing, at the upper boundary of the gravity 

flow (Jiang, 2021), which can generate important changes in the thermodynamical 

properties (e.g., temperature and humidity) of the moist marine air mass as it moves 

toward inland areas. This effect is known as entrainment, and, in meteorology, it 

describes the environmental air mixing into an organized air flow so that the 

environmental air becomes part of the flow, as defined by the American Meteorological 

Society (AMS; https://glossary.ametsoc.org/wiki/Entrainment, last access: 02-09-2021). 

The early mature stage describes the evolution of the SBC in the afternoon when 

insolation begins to reduce. This produces the decay of the SBH and the KHBs, and the 

corresponding air mixing at the top boundary of the SBG (entrainment) and acceleration 

of the sea breeze progression (Sha et al., 1991; Buckley and Kurzeja, 1997). During 

this stage, moist marine air further displaces toward inland areas along the valleys and 

over plateaus due to the low top friction, and especially when insolation reduces toward 

zero at the late mature stage. During the late mature stage, temperature difference 

between land and sea that drives the SBC vanishes and the SBF separates from the main 

flow of moist marine air. However, the leading edge may remain acute and a shift of 

the SBC toward land may also occur (Clarke, 1984). Besides, the increase in the 

radiative cooling diminishes vertical mixing and reduces the SBH which may continue 

to move further inland (Clarke, 1984), although this is not commonly observed in 

eastern Spain. The SBH, as an independent entity, can travel hundreds of kilometers 

https://glossary.ametsoc.org/wiki/Entrainment
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providing moisture to inland areas after sunset during the early degenerate stage. During 

this stage, the SBH may interact with a temperature inversion layer, or other features at 

low levels, leading to the formation of a cutoff vortex or undular bore (Clarke, 1984; 

Simpson 1994), whilst during the late degenerate stage the inland penetration of the 

marine air mass is limited. 

The stages of the sea breeze described above are strongly dependent on the prevailing 

synoptic conditions and topography that may, for instance, limit or enhance the 

development of the SBC or the penetration of the remnant of the sea breeze after sunset. 

2.1.2. Synoptic forcing 

Large-scale circulations have a crucial impact on regional-to-local scale circulations 

which can be enhanced or weakened. In the Mediterranean basin, sea breeze dominates 

local circulations during summer although it is strictly subject to prevailing westerly 

winds in the Northern Hemisphere associated with synoptic circulations that can restrict 

or shape the development of the SBC. For instance, the returning flow aloft in the SBC 

is strongly influenced by synoptic winds that may lead to a non-closed system (Adams 

et al., 1997; Miller et al., 2003). Besides, it must be noticed that the influence of 

synoptic winds on the SBC is strictly linked to the orientation of the coastline since it 

determines sea breeze flows.  

Regarding the influence of synoptic circulations at upper atmospheric levels on the SBC, 

Adams et al., 1997 described four categories for the Northern Hemisphere: pure, 

corkscrew, backdoor and synoptic. Here, the synoptic category is disregarded since it 

considers a synoptic onshore flow at the surface commonly defined as levante in eastern 

Spain. Thus, focusing on the first three definitions, a pure sea breeze occurs under weak 

synoptic circulations with a geostrophic force pointing seaward at a right angle with 

respect to the coastline that allows the generation of a closed system. In the corkscrew 

sea breeze, the synoptic wind blows from the southwest in the Mediterranean coast of 

the Iberian Peninsula, which implies a higher pressure over sea and lower pressure over 

land (Lutgens and Tarbuck, 1995). A southerly wind component and low pressure over 

land generate a region of low-level divergence close to the coast, when surface friction 

differences between land areas and sea are considered, so that upper air sinks into the 

divergence area and aids sea breeze initiation (Miller et al, 2003). In this case the 

circulation is counterclockwise and presents a helical shape in form of a corkscrew 
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(Adams et al., 1997). The contrary synoptic circulation occurs in the backdoor sea 

breeze with the large-scale wind presenting northerly component leading to higher 

pressure over land and lower pressure over sea (Lutgens and Tarbuck, 1995), and the 

corresponding low-level convergence near the coastline when surface friction is 

considered. This fact prevents upper air from sinking and constrains the initiation of sea 

breeze generating a helical clockwise circulation southward, opposite to the corkscrew 

sea breeze case. According to Adams et al., 1997, the backdoors sea breeze is weaker 

than the corkscrew. 

Synoptic conditions, in addition to modifying the SBC, also can restrict its expansion 

toward inland so that sea breeze may remain confined to littoral areas, moving a short 

distance over land, or may not form under strong near-surface synoptic winds with an 

offshore component. This situation is relatively frequent in eastern Spain during 

summer, where ponent (westerly synoptic wind) opposes sea breeze flow and limits its 

progress toward inland areas as it develops during daytime. 

2.1.3. Complex topography 

The Mediterranean basin is characterized by a very complex topography with 

considerably high mountain ranges near the coast and valleys that substantially 

influence the SBS. For instance, complex topography may lead to the generation of 

several sea breeze systems along the coast. This is usually associated with valleys 

separated by orographic barriers, approximately perpendicular to the coastline, that 

produce a channeling of the sea breeze low-level flow as it develops during daytime. 

Besides, marine moist air displaces following topography features toward inland 

merging or interacting with other local circulations and converging at the mountain 

ranges. For example, convergence zones can originate due to the interaction of two 

opposite sea breeze flows at the mountain ranges. In addition, the inland penetration of 

the sea breeze is strictly subject to topography characteristics such as the height of 

mountain ranges, their proximity to the coastline and the orientation of slopes with 

respect to the surface air flow so that high mountains with a slope facing the sea can 

confine the SBS. Oppositely, upslope winds, that generate due to surface heterogeneous 

heating along seaward facing slopes, can merge with the sea breeze flow leading to an 

earlier occurrence and amplification of the SBC. This have been shown in several 

studies conducted along eastern Spain (Millán et al., 2000; Miao et al., 2003; Millán et 

al., 2005a; b; Pérez-Landa et al., 2007; Azorín-Molina et al., 2011). 
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Under weak synoptic conditions, topography shapes main features of the sea breeze 

determining convergence zones at the main mountain ranges where the SBG interacts 

with other regional and local circulations (Millán et al., 2014). This is crucial in the 

generation of meteorological phenomena associated with the SBC, such as the 

formation, development and triggering of orographically-aided summer storms (Millán 

et al., 2005a; b). 

2.1.4. Meteorological phenomena 

In general, the generation of meteorological phenomena is associated with the 

interaction between continental and marine air masses at the SBF with cold front 

characteristics. At the leading edge of the sea breeze, air is forced upwards, and 

condensation may occur leading to the formation of clouds. The generation and 

development of convective clouds is directly connected to the strength of the SBF 

denoted by differences in the thermodynamic properties of continental and marine air 

masses (Miller et al., 2003). Besides, other phenomena triggered by sea breeze such as 

undular bores, propagating disturbances that generate changes in height of surface 

stable layers, may lead to the generation of clouds (Goler, 2009). However, prefrontal 

phenomena occurring prior to the SBF arrival may develop over inland areas linked to 

the sea breeze forerunner (Geisler and Bretherton, 1969), a cluster of waves initiated 

with the generation of the land-sea thermal gradient and preceding the SBF. These 

waves may generate an advection of local (continental) air toward inland in the same 

direction as the sea breeze flow (Miller et al., 2003), usually observed as short temporal 

fluctuations in temperature, humidity, and wind (Alpert and Rabinovich-Hadar, 2003), 

that can lead to the development of convective clouds. 

In the Mediterranean basin complex topography plays an important role in shaping sea 

breeze flows near the surface, as introduced in the previous section, so that it influences 

the generation of meteorological phenomena associated with the SBC. For instance, in 

eastern Spain, orographically-aided summer storms originate at the mountain ranges 

where surface flows converge. Specifically, under dominating sea breeze conditions, 

marine moist air is channeled along the valleys reaching the convergence zones where 

it is forced upwards so that convective precipitation is triggered. It has been shown that 

this type of events is a key source of water during summer in eastern Spain and they 

are strictly connected to the SBC and other thermally driven circulations (Millán et al., 

2005a; b; Miró et al., 2018). 
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2.2. Summer storms 

2.2.1. Precipitation types 

Millán et al., 2005b conducted a classification of precipitation events at a daily base 

with respect to the different mechanisms producing precipitation in the Valencia region 

in eastern Spain, so that three main types were identified: (i) Atlantic fronts, (ii) 

orographically-aided summer storms and (iii) backdoor cold fronts. To categorize daily 

precipitation according to these three types, Millán et al. (2005a; b) analyzed synoptic 

maps at 00, 06, 12 and 18 UTC of surface pressure, as well as other meteorological 

variables (e.g., geopotential, air temperature and winds) at 500 hPa and 300 hPa. 

According to this methodology, the main characteristics of these three types are, as 

described in Millán et al. (2005b): 

• Atlantic fronts produce precipitation over inland areas, usually in the west-

facing slopes of the mountain systems, and they are more frequent from the 

beginning of autumn to late spring. Precipitation assigned to this type is 

produced by the passage of mid-latitude frontal lines over the Iberian Peninsula 

and/or dominating Atlantic (westerly) advection with the presence of a trough 

at 500 hPa. 

• Orographically-aided summer storms occur in the afternoon during the period 

from April to September and produce main precipitation on mountain ranges 

near the coast. These events are associated with dominating combined breeze 

(upslope winds and sea breeze) circulations. The presence of the Iberian 

Thermal Low (ITL) is indicative of an atmospheric situation favorable for the 

formation of this type of events. In addition, the presence of cold air at upper 

atmospheric levels (e.g., at 500 hPa) is important in the formation, development 

and triggering of these convective systems. 

• Backdoor cold fronts occur mainly during autumn and winter and describe an 

advection of relatively cold air over a warm Mediterranean Sea. Under this 

situation, intense precipitation can affect coastal areas and sea-facing slopes 

near the coast that can last up to four days. Precipitation is assigned to this type 

when a high-pressure system displaces and establishes over central Europe. 

These synoptic conditions can coincide with the displacement of a cold pool of 

air at upper atmospheric levels toward the Iberian Peninsula and the 
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development of a cutoff low at the southwest of the Iberian Peninsula yielding 

longer and more generalized precipitation events. 

In this thesis, special emphasis is put on the study of orographically-aided summer 

storms so that this type of events is described in detail in the following subsections. 

2.2.2. Atmospheric conditions and development of summer storms 

In late spring and summer, the Iberian Peninsula is generally under stable synoptic 

conditions, relatively isolated from the passage of mid-latitude low-pressure systems 

from the Atlantic Ocean and their associated fronts. Relatively high pressure establishes 

in the western Mediterranean with the development of an anticyclonic circulation over 

the Balearic Sea so that local to regional circulations dominate over the eastern coast of 

the Iberian Peninsula. This atmospheric situation favors the formation of the ITL at the 

center of the peninsula during the day as local thermally driven circulations merge and 

organize into a larger scale circulation (Millán et al., 2000). This circulation produces 

a dynamic compensation over the Mediterranean Sea leading to an intensification of 

the anticyclonic subsidence over the Balearic Sea, as well as modifying the depth of the 

sea breeze layer at the coast (Millán et al., 1997; 2000; Alonso et al., 2000). Under 

anticyclonic conditions during summer, the ITL achieves a quasi-permanent property 

and represents the most common atmospheric situation at the surface (Palau et al., 2005). 

This atmospheric situation intensifies sea breeze in the Western Mediterranean Basin 

(hereafter referred to as WMB) although it tends to inhibit the development of summer 

storms due to compensatory subsidence over the Balearic Sea. Under these conditions, 

the presence of cold air aloft can be key in the formation and development of this type 

of convective systems. 

In the WMB, sea breeze forms along the coast and advances toward inland areas 

merging with upslope circulations during the early mature stage, in the morning and 

early afternoon (Millán et al., 1998; 2005a; b). Additionally, upslope winds yield an 

intensification of the SBC as well (Mahrer and Pielke 1977; Miao 2003; Azorín-Molina 

et al., 2011). Along the Mediterranean coast of the Iberian Peninsula, sea breeze 

circulation develops earlier and presents a greater intensity due to the early morning 

surface heating over the slopes facing to east and south (Millán et al, 2005b). In this 

situation, convergence lines establish over mountain ranges at about 100 km from the 

coastline where updrafts inject near-surface moist marine air to upper atmospheric 

levels connecting surface flows to return flows aloft (Millán et al, 2005a; b). Some 
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studies pointed out that the SBF remains locked at the ridges of the mountains that 

surround the Mediterranean basin (Millán et al, 2000; 2002; 2005a). Millán et al. (1997) 

suggested that a regional recirculation system generates in the WMB due to the self-

organization of the sea breeze gravity flow at the surface, their return flow aloft and the 

associated compensatory subsidence, as observed in other Mediterranean regions 

(Kallos et al., 1998). These atmospheric conditions favor the generation of convective 

clouds at the convergence lines; however, convection can be inhibited or vertically 

confined due to the compensatory subsidence occurring over some inland areas where 

surface flows converge as well (Millán et al, 2005b). 

In terms of the recirculation in the WMB, the properties of the moist marine air (i.e., 

temperature and moisture content) determine the cloud condensation level (CCL) at the 

convergence lines so that two scenarios were contemplated in Millán (2014). In the first 

case, a convective system forms (i.e., the CCL is achieved) and develops vertically 

reaching the tropopause so that recirculation does not occur leading to an open 

circulation, i.e., water vapor and pollutants are advected outside the WMB (Figure 1.3a). 

Contrarily, a closed circulation (recirculation) is observed when the CCL is not reached 

at the convergence line and no storm develops so that moist marine air is injected and 

incorporates to the returning seaward flows aloft (Figure 1.3b). According to Millán 

(2014), this closed circulation, under compensatory subsidence, yields a strongly 

confined gravity flow near the surface, and the formation of atmospheric layers up to 

4000 m where water vapor and pollutants accumulate over the WMB. 
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The convective systems that generate under the atmospheric conditions described above 

are referred to as orographically-aided summer storms, as introduced in subsection 

2.2.1. These convective systems develop during the early mature stage of the sea breeze 

(see subsection 2.1.1), usually on the east-facing slopes of the mountains, in the case 

condensation is not inhibited due to entrainment effect (e.g., mixing with continental 

dry air at the SBH) and the updraft exceeds anticyclonic subsidence. The vertical 

development of summer storms is also subject to the presence of cold air at upper 

atmospheric levels that can advance their formation, lead to generalized convective 

precipitation, or favor their development for several consecutive days (Millán et al, 

2005b). Besides, cold air aloft can be a key factor in the development of summer storms 

over mountain ranges where, for instance, sea breeze entrance occurs in the evening, 

 
Figure 1.3 - Circulations in coastal areas of the WMB (a) open and (b) closed (recirculation). 

Extracted from Millán (2014). 
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since upslope winds can yield the injection of near-surface moist air to upper levels of 

the atmosphere. This thermally driven circulations at local scale also produce 

convergence lines leading to the formation of summer storms over inland areas outside 

the SBC during daytime. 

2.2.3. Influence of land use 

In a situation with clear sky and dominant sea breeze along the coast, moist marine air 

displaces from the sea toward inland areas throughout the valleys that characterize the 

Mediterranean basin. Besides, on one hand, land surface is subject to a strong heating, 

regarding the intense incoming solar radiation, that increases the temperature of the 

marine air mass as it displaces over the continent. On the other hand, vegetation, 

wetlands, and water bodies along the path provide additional moisture throughout 

transpiration and evaporation. Thus, surface heat and moisture fluxes influence the 

properties of the air mass injected to upper levels of the atmosphere at the convergence 

zones limiting or favoring the formation of summer storms, as schematically shown in 

Figure 1.3. 

Along the convergence lines, topography approximately determines the height that a 

moist marine air moving within the sea breeze will reach, whereas the properties (i.e., 

temperature and humidity) of the air mass determine the CCL, as introduced previously 

(see subsection 2.2.2). This indicates that land-atmosphere interactions can play an 

important role in the formation of summer storms by modifying the properties of the 

air advected over land. In the WMB, semi-arid areas with dry soil conditions (low 

evaporation) increase the temperature of the surface marine air mass which increases 

the CCL and limits the formation of summer storms at the convergence lines. Contrarily, 

vegetation (e.g., forest areas and croplands) provides moisture to the surface air mass 

which decreases the CCL and may favor the generation of summer storms over the 

mountains. In this context, Millán et al. (2005a) hypothesized that main changes in 

summer precipitation over the Valencia region were connected to land use changes 

contributing to diminish the frequency of summer storms. Specifically, this study 

exposed that surface drying associated with land use changes, such as urbanization of 

the coast, contributes to heat moist marine air traveling inland and decrease 

evapotranspiration leading to higher CCL at the convergence lines over the mountains 

(situation shown in Figure 1.3b). Additionally, Millán et al. (2005a) pointed out that the 

loss of summer storms (reduction in water availability) yields: 
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• a loss of vegetation, which further reduces evapotranspiration and increases 

surface heating, enhancing desertification.  

• a warmer Mediterranean Sea at the end of summer and beginning of autumn 

that could produce an increase in the number of precipitation events along the 

coast, associated with backdoor cold fronts (see subsection 2.2.1), and their 

intensity. 

• an enhanced soil erosion over vegetated slopes due to flash floods leading to a 

further intensification of desertification. 

Apart from these effects, it was suggested that perturbations to the hydrological cycle 

initiated at local-to-regional scale due to land use changes in the WMB may propagate 

to other Mediterranean and nearby regions (Millán et al., 2005a; b), as well as to the 

global climate system (Millán, 2014). 

2.2.4. Relevance in eastern Spain 

Summer storms originate over the mountain ranges due to local circulations providing 

precipitation at the headwaters of the main river basins, especially during summer with 

typically weak synoptic conditions. This fact remarks the importance of summer storms 

in maintaining river flows during the driest season of the year. At an annual basis, 

Millán et al. (2005a) estimated that the precipitation associated with this type of events 

represents about 11 % of the total annual precipitation over the Valencia region in 

eastern Spain. However, at certain mountain ranges located near the coastline in eastern 

Spain summer storms contribution to the total annual precipitation can represent up to 

25 % (Miró et al, 2018). Besides, these contributions are even greater during summer 

with relatively stable conditions at synoptic scale and dominating sea breeze 

circulations. This typical summer conditions show a tendency to expand to early 

autumn in the Valencia region (Miró et al., 2015), which further increases the 

importance of the precipitation provided by summer storms in the region. 

In eastern Spain, several studies pointed out the significant decrease in precipitation 

during summer associated with the reduction in the frequency of summer storms in the 

last decades (Millán et al., 2005a; b; Miró et al., 2018). This drying trend indicates that 

a decrease in the number of summer storms providing precipitation over the main 

headwaters of the river basins leads to an important decrease in the water availability 

during summer. Besides, in the context of climate change, projected scenarios in the 
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WMB point out a general decrease in mean precipitation (Lopez-Moreno et al., 2009; 

Tramblay and Somot, 2018, Lionello and Scarascia, 2018; Miró et al., 2021), 

particularly during summer (Coppola et al., 2021; Miró et al., 2021), that will further 

reduce water availability and enhance desertification in the region. 

In the Valencia region, the highly populated areas near the coast (e.g., the city of 

València) and the large crop fields of great socioeconomic importance for the region 

are strongly dependent on water resources. Hence, the decrease in the frequency of 

summer storms, the main source of water during summer, can enhance desertification 

(e.g., loss of forests) in the region and authorities may be forced to apply water 

restrictions, already implemented in southern regions of Spain, affecting directly crop 

field irrigation activities and human consumption. In addition, as pointed out in Millán 

et al. (2005a), the loss of vegetated areas would suppose positive feedback toward a 

decrease in summer storms occurrence and the corresponding further reinforcement of 

desertification in the region. 

2.3. Modeling 

The Royal Swedish Air Force Weather Service was the first institution to produce real-

time numerical weather predictions in 1954 using a regional barotropic model 

(Bergthorsson et al., 1955). In the 1960s meteorological models began to gain 

complexity and apply the Bjerkness/Richardson primitive equations replacing 

barotropic and baroclinic models (Edwards, 2001). During the late 1960s and early 

1970s meteorological models implemented solar radiation, moisture, and rain feedback 

on convection effects, as well as latent heat due to the increase in computational power 

(Lynch, 2008). Besides, the new advances emerging rapidly in computer sciences 

allowed a further increase in computational power availability and the corresponding 

increase in model’s accuracy (Harper et al., 2007; Bauer et al., 2015), also related to 

efficiency developments that improved global model’s dynamical cores since the 1970s 

(Williamson, 2007). This yielded the introduction of the first regional (or limited-area) 

and global forecast models during 1971 and 1974, respectively, in the United States 

(Shuman, 1989). In 1975, the European Centre for Medium-Range Weather Forecasts 

(ECMWF) was established to provide accurate global weather forecasts and the first 

operational forecast was conducted in 1979 (Lynch, 2008). This fact facilitated the 

development of regional models in Europe such as the High Resolution Limited Area 

Model (HIRLAM; http://hirlam.org/index.php/hirlam-programme-53, last access: 

http://hirlam.org/index.php/hirlam-programme-53
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03-10-2021) established in 1985, the Aire Limitée Adaptation dynamique 

Développement InterNational (ALADIN) used in France since 1995 (Côté et al., 1998), 

and the Consortium for Small-scale Modeling (COSMO; https://www.cosmo-

model.org/, last access: 03-10-2021) developed in Germany since 1998. In the United 

States, several mesoscale models were developed for short-range and high-resolution 

applications such as the Fifth-Generation Penn State/National Center for Atmospheric 

Research (NCAR) Mesoscale Model (MM5; Anthes and Warner, 1978) during the late 

1970s, the Regional Atmospheric Modeling System (RAMS; 

https://rams.atmos.colostate.edu/rams-description.html, last access: 03-10-2021) in the 

late 1980s, and the Weather Research and Forecasting (WRF; Sckamarock et al., 2008) 

model introduced in 1998 . 

Initially, most of these meteorological models were introduced in the context of weather 

forecasting; however, their usage and development for atmospheric research purposes 

have demonstrated their versatility. In fact, these models are currently used for different 

applications such as climate projections and the modeling of extreme meteorological 

phenomena and pollutant dynamics from global to local scales. Besides, the complexity 

of meteorological models has further increased in the past four decades due to the 

continuous implementation of new parametrized physical processes, key in model’s 

predictive skill, in conjunction with increasing spatiotemporal resolutions linked to 

improvements in high performance computing (HPC) systems (Dudhia, 2014; Bauer et 

al., 2015). On one hand, greater computing power allows to include a greater number 

of prognostic variables (integration of physical equations) in meteorological models 

enhancing their predictive skill. Furthermore, it allows the use of high spatial 

resolutions providing an accurate description of topographic features and land 

properties in the models that improve the representation of near-surface flows driven 

by local processes, e.g., sea breeze penetration along narrow valleys near the coast. 

However, computational power still represents a limiting factor in the present regarding 

the great complexity of atmospheric processes, together with the great energetic cost 

involved in the use of HPC systems (Bauer et al., 2015). On the other hand, a more 

accurate representation of initial conditions (IC) and lateral boundary conditions (BC) 

in mesoscale models provided by Global Climate Models (GCMs) such as the Global 

Forecast System (GFS), or reanalysis products such as the 5th generation of ECMWF’s 

Reanalysis (ERA5), enhances their performance in reproducing atmospheric dynamics. 

https://www.cosmo-model.org/
https://www.cosmo-model.org/
https://rams.atmos.colostate.edu/rams-description.html
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For example, the increasing horizontal resolution of the global atmospheric reanalysis, 

from 125 (ERA-40) to 25 km (ERA5), produced at the ECMWF shows the significant 

improvements achieved in the last two decades. In addition, the increase in the number 

of observations considered in this reanalysis, especially from satellites, have further 

improved the representation of atmospheric conditions. 

The increasing availability of computational power and the knowledge gained in the 

past decades have provided a higher accuracy in atmospheric modeling at regional and 

local scales. For instance, many studies have shown the ability of meteorological 

models to accurately reproduce sea breeze circulations for different terrain 

characteristics and atmospheric conditions (Soler et al., 2011; Steele et al., 2015; 

Drobinski et al., 2018; Lim and Lee, 2021), as well as to capture diverse extreme 

weather phenomena at different scales (Flesch and Reuter, 2012; Zollo et al., 2015; 

Singh et al., 2021). Based on this, mesoscale models can provide a fine spatiotemporal 

representation of atmospheric dynamics in 3-dimensional grids, which can be 

expensive to measure, such that they can be regarded as a crucial approach to complete 

the missing information from in situ measurements and satellite observations. 

Atmospheric modeling provides information about the atmospheric dynamics and 

processes, and the opportunity to contrast main estimated variables to observations. 

Currently, atmospheric modeling is the most extended tool to analyze meteorological 

phenomena at relative low cost from Eulerian and Langrangian perspectives. 

3. Structure and goals 

The purpose of this thesis is to bring an insight into the comprehension of the role that 

land use plays in the formation of summer storms in eastern Spain following some of 

the arguments exposed in Millán et al. (2005a) and Millán (2014). Concretely, this 

thesis intends to 

1) Estimate the recharge in water vapor and temperature variations associated with 

surface moisture and heat fluxes of the near-surface air involved in the 

generation of summer storms along the Turia valley in eastern Spain. 

2) Quantify the contributions to the atmospheric water vapor content and heat from 

the different land use categories that characterize the study area together with 

other relevant atmospheric processes. 
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The work conducted in this thesis mainly evaluated the relevance of water vapor 

contributions from vegetation to the near-surface air flows feeding a limited number of 

summer storms during a selected year. To accomplish this goal, additional issues needed 

to be addressed regarding the characteristics of the study area, the atmospheric 

conditions favoring the formation of summer storms and the available configurations 

of the main tool selected to conduct this study (the WRF mesoscale model). Specifically, 

several analyses were conducted in this thesis in order to 

• Evaluate the performance of two parametrizations of surface processes 

implemented in the model for a period covering several summer storm episodes 

regarding main hydrometeorological variables. 

• Characterize the main features of sea breeze and other local circulations for a 

long period over the Turia valley in terms of temperature and humidity changes 

using in situ measurements. 

• Compare heat and moisture fluxes at the surface over vegetated and non-

vegetated locations within the study area using in situ measurements. 

These analyses served to validate the performance of several model parametrizations in 

charge of surface processes and dynamics for the periods of interest. Besides, they 

provided a better understanding of the local atmospheric conditions favoring the 

occurrence of summer storms and the dominant role that sea breeze plays in the 

evolution of air temperature and humidity near the surface. 

Principally, this thesis was part of the project: Improving surveillance and regional 

forecasting of atmospheric risks. Evaluation of the role of changes in land use in the 

accumulation of re-charging of water vapor and pollution (VERSUS; REF: CGL2015-

67466-R), which was funded by the Ministerio de Economía y Competitividad and the 

Generalitat Valenciana. 

This thesis consists of a total of 6 chapters. An introduction to the state of the art 

regarding the background on sea breeze and summer storms, including the main factors 

driving and influencing the generation of this type of convective events, has been 

presented in this chapter (Chapter 1). 
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Chapter 2 presents the study area, methodologies and tools used to answer the 

questions posed in this thesis, as well as the observation datasets used to conduct 

previous analyses and to validate simulated variables. 

Chapter 3 describes the atmospheric conditions of the summer storm events to be 

analyzed in detail throughout high-resolution simulations, and the performance of the 

different model configurations implemented with respect to several reference products. 

Chapter 4 estimates the influence of surface heat and moisture fluxes during a summer 

storm episode, consisting of several events, over the study area regarding dominant land 

use categories with the two approaches selected. 

Chapter 5 is a general discussion of the results obtained in this thesis with respect to 

the previous research introduced previously in Chapter 1. 

Finally, Chapter 6 exposes the most relevant conclusions of this thesis and further work. 
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CHAPTER 2 

MATERIALS AND METHODS 

This chapter describes the materials and methodologies used in this research. First, a 

brief introduction to the study area is shown. Then, an extensive description of the 

Weather Research and Forecasting (WRF) mesoscale model with especial focus on land 

surface parametrizations and observational datasets are presented. Next, the 

methodologies implemented for the identification and selection of sea breeze days and 

summer storm episodes are introduced, as well as a description of the simulation 

strategy followed in this work. Finally, the two approaches for the quantification of 

energetic exchanges within the SVA system during sea breeze and prior to summer 

storm formation are exposed. 
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1. Area of study 

This investigation focuses on the extended Turia River Basin (TRB) located in the 

eastern part of the Iberian Peninsula, and especially in its lower part (Figure 2.1). The 

TRB is characterized by a complex topography and extends about 200 km from the 

coast toward northeast of the Valencian coast, covering an area of about 6850 km2. The 

initial 40-50 km (from the coast) the river basin is relatively flat with terrain heights 

lower than 500 m asl although it is confined between the Calderona mountain range at 

the north (denoting the limit between the TRB and the Palancia river basin) and other 

lower mountains at the south with heights of about 600 m. The Calderona mountain 

range extends from coastal areas to inland areas with heights from 367 m (peak of El 

Picaio at about 10 km from the coastline) up to the 1015 m of Montemayor peak. After 

this initial section of the TRB, the Turia valley narrows considerably delimited 

southward by the Negrete or Utiel Mountains (between 1000 and 1400 m asl) and 

Javalambre Mountains northward with peaks exceeding 2000 m asl. In the uppermost 

part of the TRB, extending mainly northward, the valley is delimited by the Albarracín 

(about 1800 m) and Gúdar Mountains (about 2000 m) to the east, respectively, also 

limiting with Mijares river basin on the east. The latter mountain ranges in the TRB 

described conform the southern part of the Iberian System which defines the southern 

limit of the Ebro valley in northeastern Spain. 

 

 

Figure 2.1 – Location of the TRB in the Iberian Peninsula (left) and TRB topography map 

with highlighted study area (solid black thick line) along with main cities and mountain 

ranges (right). 



MATERIALS AND METHODS 

46 

 

The Turia river is the second most important river in the Valencia region regarding 

streamflow, after the Júcar river, with headwaters of both rivers located in the Iberian 

System. This fact highlights the importance of precipitation over this area to maintain 

water flows of the main rivers sustaining water resources in the Valencia region. In fact, 

annual precipitation shows a coast-to-inland increase in the TRB with accumulated 

values ranging from 300 to 500 mm at the coast and up to 1000 mm at the upper part 

(Miró et al., 2018). Besides, generally hot and dry summers, that characterize the region, 

further remark the relevance of precipitation over the headwater of the Turia river 

during the driest period of the year. During this period, atmospheric dynamics are 

generally dominated by thermally driven winds (e.g., sea breeze), although synoptic 

westerly winds (ponents) can limit or overcome local and sea breeze circulations along 

the TRB. Sea breeze, as well as local winds, are key in the generation of orographically-

aided summer storms at the convergence zones, which are identified as the main source 

of water during summer over the mountain ranges in the Valencia region (Millán et al., 

2005b; section 2 in Chapter 1). It must be highlighted, that sea breeze flows along the 

Mijares and Palancia river basins also influence the formation, development and 

triggering of summer storms in the upper part of the TRB (Javalambre and Gúdar 

mountains). In addition, land use may represent an important factor in local circulations 

leading to convection. Moisture and heat surface fluxes can yield changes in the 

features of air advected (temperature and humidity) toward inland influencing the 

formation of this type of convective systems (see section 2.3 in Chapter 1). In this 

context, land-atmosphere interactions under these meteorological conditions may play 

a crucial role regarding their additional heat (e.g., urban areas) and water vapor 

contributions (e.g., croplands and forests) to the low troposphere that need to be 

quantified. To this end, the lowest part of the TRB, covering the initial 100 km from the 

coast approximately, was established to study the sea breeze characteristics and SVA 

fluxes (Figure 2.1). This study area covers an extension of 4190 km2 and the 

metropolitan area of València (of about 630 km2) is the main urban area distributed 

along the coast. Excluding wetland and water bodies, about 50 % of the study area is 

covered by natural land surfaces and 21 % by conifer forests (Larsen, 2021). According 

to these characteristics and the fact that this area is usually influenced by the sea breeze 

development before insolation begins to decay, main land-atmosphere interactions 

affecting summer storms formation is expected along the study area. Besides, 
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meteorological towers and sites with transpiration measurements are distributed within 

the area providing data of good quality. 

2. The Weather Research and Forecasting model 

All the information used in this section for the Weather Research and Forecasting (WRF) 

model description have been extracted from Skamarock et al., (2008). 

The WRF is a non-hydrostatic mesoscale Numerical Weather Prediction (NWP) model 

globally used for atmospheric research and weather forecasting. The WRF model was 

developed as a collaboration among several agencies: the National Center for 

Atmospheric Research's (NCAR) Mesoscale and Microscale Meteorology (MMM) 

Division, the National Oceanic and Atmospheric Administration's (NOAA) National 

Centers for Environmental Prediction (NCEP) and Earth System Research Laboratory 

(ESRL), the Department of Defense's Air Force Weather Agency (AFWA) and Naval 

Research Laboratory (NRL), the Center for Analysis and Prediction of Storms (CAPS) 

at the University of Oklahoma, and the Federal Aviation Administration (FAA), with 

the participation of university scientists. It can be implemented with two solvers: the 

NMM (Non-hydrostatic Mesoscale Model) and the ARW (Advanced Research WRF); 

the WRF-NMM is mainly used for producing forecast, whereas the WRF-ARW is used 

for both forecasting and research purposes with more complex dynamics and physics. 

In particular, this study is performed with the version 3.8.1 of the WRF-ARW model 

(hereafter referred to as WRF). A more detailed description of the model can be found 

in Appendix A. 

The WRF model presents several physics categories regarding radiation, cumulus 

parametrization, microphysics, Atmospheric Boundary Layer (ABL) and surface 

processes (Figure 2.2), with different parametrization options within each category. An 

overview of the different parametrization is presented in the following section along 

with the WRF configuration implemented for each physics category in this study. Land 

surface models (LSM) are presented in a different section due to their importance in the 

outcomes of this research. 
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Figure 2.2 - Schematic representation of the direct interactions among the different schemes 

in WRF. Adapted from WRF tutorial. 

 

2.1. Static data 

The WRF Preprocessing System (WPS) uses invariant variables (i.e., geographical data) 

to describe the study area with a wide number of datasets that can be implemented in 

order to execute a simulation. However, the objectives of this study implied to execute 

the WRF model at very high horizontal resolutions, as well as to represent more 

realistically land cover over the study area. To this end, new datasets in raster format 

were converted to binary for the area of interest following the instructions available in 

the WRF user’s guide and were implemented in the model. The two datasets 

implemented are the Shuttle Radar Topography Mission (SRTM; Farr et al., 2007) and 
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the Corine Land cover (CLC2012), the newest version available at the moment of 

implementation. The SRTM was a joint effort of the National Aeronautics and Space 

Administration (NASA) and the German and Italian Space Agencies started in 2000. It 

provides global high-resolution topography data (about 30 m) enhancing the 

representation of mountain ranges and valleys, which are important in the generation 

of local winds, in contrast with the 1-km resolution Global Multi-resolution Terrain 

Elevation Data (GMTED) available in WRF. The CLC2012 was produced within the 

frame of the Copernicus Land Monitoring Service providing consistent information 

about land cover in Europe. This dataset improved the representation of land use 

categories regarding resolution (100 m) and distribution of the different categories of 

land use in the Turia valley with respect to the other land cover datasets available over 

Europe, e.g., those retrieved from the EOS Moderate Resolution Imaging 

Spectroradiometer (MODIS; https://modis.gsfc.nasa.gov/data/dataprod/mod12.php) 

and the United States Geological Survey (USGS; 

https://www.usgs.gov/centers/eros/science/national-land-cover-database) land cover 

datasets available in WRF. The implementation of CLC2012 was carried out following 

the reclassification exposed in Pineda et al. (2004) in order to adapt the land use 

categories available in CLC2012 to the ones used in USGS. This reclassification 

reduced the number of land cover types from 44 to 11 (see Pineda et al., 2004); however, 

it provided a more accurate representation of the land use distribution over the area 

(Figure 2.3). 

 

https://modis.gsfc.nasa.gov/data/dataprod/mod12.php
https://www.usgs.gov/centers/eros/science/national-land-cover-database
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2.2. WRF parametrizations 

The configuration of each parametrization available in the WRF model is presented in 

this subsection along with a brief introduction to the calculations conducted by the 

corresponding module. A more detailed description of the modules, together with the 

selected configuration, can be consulted in Appendix A. 

2.2.1. Radiation 

Radiation schemes compute shortwave and longwave radiative fluxes that provide 

atmospheric heating throughout predicted parameters such as temperature, humidity, 

cloud coverage, as well as monthly-averaged climatology for aerosols and the main 

trace gases (Figure 2.4). In the WRF model, several well-tested radiation schemes are 

available for the calculation of radiative fluxes. These schemes differ in complexity, 

such as the number of microphysical interactions and the methodology to account for 

cloud fraction, as well as the input ozone profiles, which yield different model outputs. 

 

 

 (a)                                                               (b) 

Figure 2.3 – Land cover datasets implemented in WRF: (a) USGS and (b) reclassified 

CLC2012, along with the study area (solid black line). 
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Figure 2.4 - Schematic representation of radiation processes considered in a radiation 

scheme for both cloudy and clear conditions. Adapted from WRF tutorial. 

 

In this study, the Rapid Radiative Transfer Model (RRTM) for General Circulation 

Models (GCM), RRTMG, is selected to represent the radiative processes in the WRF 

model. This scheme is selected after a detailed analysis among all the available 

possibilities according to the schemes description and performance found in the 

bibliography (Montornès et al., 2015a; b), as well as a preliminary comparison with the 

New Goddard radiation parameterization (Chou and Suarez, 1999). The RRTMG 

presents a high number of spectral bands (16 short-wave and 14 long-wave bands), 

considers the interaction among four microphysical species (cloud water, rain drops, 

cloud ice and snow) to compute radiation scattering, it uses constant values for CO2, 

N2O and CH4, as well as climatological ozone and aerosol data (latitudinal, height and 

temporal variation), and the statistical technique known as Monte Carlo Independent 

Column Approximation (McICA) is implemented to represent subgrid-scale cloud 

variability including cloud overlap (Mlawer et al. 1997; Iacono et al., 2008). Moreover, 

this scheme is currently operative in the ECMWF Integrated Forecasting System (IFS) 

as exposed in Hogan and Bozzo (2016). Hence, the RRTMG scheme is considered to 

be the most convenient radiation parameterization for the purposes of this study. 
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2.2.2. Cumulus 

Cumulus schemes represent the effect of convective and/or shallow clouds at subgrid 

scale. They are intended to describe vertical fluxes generated by non-resolved updrafts 

and downdrafts, as well as the compensating subsidence outside the cloud (Figure 2.5). 

They provide vertical heating and moistening profiles on individual columns, surface 

precipitation due to convection and, most of them, moisture tendencies for cloud and 

precipitation fields. Also, several schemes compute momentum tendencies in the 

column caused by convective transport of momentum. Cumulus schemes are used for 

coarse resolutions (greater than 10 km) when convective eddies cannot be resolved by 

the model, although in some cases they may help triggering convection in grid 

resolutions of 3-10 km. In the 3-10 km grid scale range, known as the gray zone for 

cumulus, convection may start to be resolved and only some parametrizations are 

designed to be implemented within this range; hence it is recommended to avoid this 

range when defining domains. Additionally, in the two-way nesting simulations, issues 

may appear on the parent (coarse) domains when physics are different across nest 

boundaries; thus, several options must be considered to avoid such issue: (i) to use the 

same parametrizations in the coarse and fine domains, (ii) to define a large-enough 

nested domain to maintain effects away from inside of the coarse domain, or (iii) to use 

the one-way nesting. 

 

 

Figure 2.5 - Schematic representation of cumulus processes considered in a cumulus scheme. 

Adapted from WRF tutorial. 
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The Kain-Fristch Cumulative Potential (hereafter referred to as KF-CuP) was the 

cumulus scheme used in the WRF configuration to resolve clouds in the domains with 

the coarsest resolutions. This scheme was selected as it computes moisture tendencies 

for four hydrometeors: cloud water, rain, cloud ice and snow, as well as it shows 

improvements compared to the Kain-Fristch (KF) regarding predicted boundary layer 

and shallow cumuli (Berg et al., 2013). Other schemes such as the Multi-scale KF 

(Zheng et al., 2016), which also enhances KF simulated cloudiness, and the New SAS 

(Simplified Schubert-Arakawa; Han and Pan, 2011) were discarded due to limitations 

related to possible configurations, e.g., Multi-scale KF must be used with the Yonsei 

University (YSU) PBL scheme only, hence comparison between different PBL 

parametrizations could not be carried out. 

2.2.3. Microphysics 

Microphysics schemes explicitly resolve water vapor, cloud and precipitation processes. 

Specifically, an adjustment process is performed at the end of the time step in order to 

ensure an accurate final saturation balance for the updated moisture and temperature; 

hence, tendencies are not provided. These schemes present significant differences 

regarding the hydrometeors, the microphysical interactions, as well as the consideration 

of ice and/or mixed phases processes, the former resulting from interaction with ice and 

water particles. Also, microphysics schemes differ in the number of prognostic 

variables; for instance, one-moment bulk schemes (prognostic number concentration) 

and two-moment bulk schemes (prognostic mass moment and number concentration) 

are available in WRF. 

The one-moment bulk Goddard scheme was the microphysics parameterization used in 

this study. It considers ice and mixed phases, as well as the interaction among six 

hydrometeors: water vapor (Qv), cloud water (Qc), rain (Qr), cloud ice (Qi), snow (Qs) 

and graupel or hail (Qg) as shown in Figure 2.6. The interaction between ice and water 

particles is crucial for the generation of graupel and/or hail, typically formed during 

intense summer storms. Other two-moment bulk schemes also consider the mixed-

phase (e.g., Morrison and Milbrandt-Yau), however, several authors have proved that 

one- and two-moment bulk schemes show a very similar behavior under different 

conditions (Cossu and Hocke, 2014; Wheatley et al., 2014; Weverberg et al., 2014). 
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Figure 2.6 - Schematic representation of the microphysics processes considered in a 6-class 

microphysics scheme (e.g., Goddard). Adapted from WRF tutorial. 

 

2.2.4. Planetary Boundary Layer 

Planetary boundary layer (PBL) schemes compute flux profiles within both the well-

mixed boundary layer and the stable layer providing temperature, moisture and 

horizontal momentum tendencies in the atmospheric column, hence, handling vertical 

diffusion processes. 

The use of schemes based on horizontal deformation or constant eddy viscosity values 

are recommended since horizontal and vertical mixing are considered independently. 

Besides, these one-dimensional schemes assume a well-defined scale separation 

between subgrid and resolved eddies. This assumption must be taken into account when 

fine grid resolutions (about 200 m) are set; in this situation, the PBL scheme should be 

replaced by a Turbulent Kinetic Energy (TKE) scheme that resolves eddies within the 

boundary layer. However, as it occurs in cumulus schemes, the accuracy of PBL 

assumptions, e.g., non-resolved eddies, is reduced within the gray zone (between 200 m 

and 1 km). In general, PBL schemes are divided into two classes depending on the 

interactions within the atmospheric column: local and non-local schemes (Figure 2.7). 

On one hand, local schemes solve for TKE in each column (i.e., buoyancy, shear 

production, dissipation and vertical mixing) and the main difference among this class 

of PBL schemes arises in diagnostic mixing length-scale calculations. On the other hand, 
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non-local schemes use stability profiles or the so-called bulk Richardson number 

method to calculate PBL height (PBLH), in which PBLH is defined as the altitude 

where the bulk Richardson number Rib achieves a critical value Ricr. The physics behind 

the parametrization of processes within the boundary layer, especially the non-local 

closure, are presented in the following paragraphs. A more detailed description of both 

local and non-local approaches can be found in Stull (1988). 

 

 
 

Figure 2.7 - Schematic representation of the atmospheric variables interactions among the 

layers, highlighted in red and blue, in local (left) and non-local (right) PBL schemes. 

 

Many studies have discussed WRF model performance in representing PBL processes 

under different conditions and concluded that, generally, non-local schemes describe 

fluxes more accurately compared to local schemes (Hu et al., 2010; Xie et al., 2012; 

García-Díez et al., 2013). An extensive description of the various WRF PBL 

parameterizations and their performance can be found in Cohen et al., (2015). Banks et 

al., (2016) exposed that the non-local YSU and Asymmetric Convective Model, version 

2 (ACM2), and the local BouLac PBL schemes properly captured the evolution of near-

surface variables, while the local scheme Mellor-Yamada-Nakanishi-Niino level 2.5 

(MYNN) represented slightly better the PBL evolution, as shown in Milovac et al., 
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(2016) as well. Therefore, regarding the bibliography consulted, the YSU and ACM2 

PBL scheme present very good performances in general; however, the ACM2 PBL 

scheme was selected to be implemented in WRF regarding the characteristics of the 

LSMs chosen (see section 2.3 in this chapter). A more detailed description of PBL 

schemes can be found in Appendix A.1. 

2.2.5. Surface Layer 

The surface layer (SL) schemes determine exchange coefficients at the surface and 

friction stress, fed posteriorly to the PBL scheme, as well as 2-meter temperature, 2-

meter relative humidity and 10-meter winds. In addition, SL scheme calculations are 

used as upper boundary conditions in the LSM. Thus, the implementation of the SL 

parameterization in WRF is strictly connected to both the PBL scheme and the LSM. 

Only two SL schemes were considered in this study: the Revised MM5 Monin-

Obukhov (M-O) SL (Jiménez et al., 2012) and the Pleim-Xiu (PX) SL (Pleim, 2006). It 

is recommended to use the PX SL scheme together with the ACM2 PBL scheme, 

whereas the Revised MM5 M-O SL scheme can be implemented along with the 

majority of PBL parametrizations available in WRF. Even though the latter SL 

parameterization cannot be used with the YSU PBL, the so-called Pleim-Xiu 

configuration (ACM2 PBL + PX SL + PX LSM) has been widely tested within the 

WRF community and it has been proved to enhance the representation of the 

atmospheric processes in comparison with other configurations (Gilliam and Pleim, 

2010). 

2.3. Land Surface Models 

LSMs use precipitation (from cumulus and microphysics schemes), radiative forcing 

(from radiation scheme), input parameters computed by the SL schemes and other input 

parameters describing land surface properties and land state to calculate heat and 

moisture over land and sea-ice. These fluxes are used as lower boundary conditions for 

the PBL scheme (or diffusion schemes) to compute vertical transport. In general, LSMs 

use the surface energy balance among net radiation (𝑅𝑛), sensible (𝐻) and latent (LE) 

heat fluxes at the surface, and soil heat flux (𝐺), i.e. 

 𝑅𝑛 = 𝐻 + 𝐿𝐸 + 𝐺 (2.1) 

to compute soil temperature variations with Rn provided by the radiation scheme and H 

and LE usually computed by the LSM using SL scheme inputs (e.g., exchange 
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coefficients and winds). The complexity of LSMs can vary considerably depending on 

the number of predicted variables and soil layers, as well as the methods implemented 

to calculate surface fluxes. Moreover, some LSMs consider vegetation, root and canopy 

effects, and predict snow cover. In LSMs, tendencies are not computed and horizontal 

interaction between neighboring points is not considered, i.e., they are defined as one-

dimensional column models. In this study two models were implemented in WRF: the 

Pleim-Xiu LSM (Pleim 2006) and the Noah-MP LSM (Niu et al., 2011). A further 

description of these LSMs is presented in the following subsections and main 

differences between these models are shown in Table 2.1. 
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Table 2.1 - Parametrizations of the Noah-MP LSM and the Pleim-Xiu LSM in WRF. 

Option Noah-MP LSM Pleim-Xiu LSM 

Evapotranspiration Energy balance equation 
Humidity differences over 

resistance 

Land use categories 
Only dominant category per 

pixel 

Weighted categories per 

pixel 

Vegetation parameters for 

land use categories 

From input table 

VEGPARM.TBL 
Hardcoded 

Additional parameters 
From input table 

MPTABLE.TBL 
Hardcoded 

Soil layer structure 

(1) 0.00 - 0.10 m 

(2) 0.10 - 0.40 m 

(3) 0.40 - 1.00 m 

(4) 1.00 - 2.00 m 

(1) 0.00 - 0.01 m 

(2) 0.01 - 1.00 m 

Soil type structure Same for all layers Can vary for each layer 

Dynamic vegetation 
OFF 

LAI and 𝐹𝑉𝐸𝐺
𝑚𝑎𝑥 from table 

Not available 

LAI and 𝐹𝑉𝐸𝐺 from table 

Aerodynamic resistance Monin-Obukhov Monin-Obukhov 

Stomatal resistance Ball-berry scheme 
Updated Jarvis, 1976 (Xiu, 

2001) 

Soil moisture factor for 

stomatal resistance 

Using soil moisture 

β factor (Noah) 

Using soil moisture 

β factor (Xiu, 2001) 

Runoff and groundwater 

TOPMODEL with 

groundwater 

Niu et al. (2007) 

Runoff from soil moisture 

excess 

Pleim and Xiu (1995) 

Radiative transfer 
Modified two-stream 

approach 

Radiation at the surface 

(radiation scheme input) 

Surface evaporation 

resistance 
Sakaguchi and Zeng, 2009 Lee and Pielke, 1992 

Exchange coefficients 
Computed over land 

SL scheme over water 
SL scheme 

 

2.3.1. Pleim-Xiu LSM 

A schematic description of the different processes considered in the LSM are shown in 

Figure 2.8. This model is based on the Interaction-Soil-Biosphere-Atmosphere (ISBA; 

Noilhan and Planton, 1989) LSM with a set of significant improvements regarding 

stomatal and canopy parametrizations (Xiu and Pleim, 2001). The PX LSM integrates 

soil temperature and moisture in two layers of 0-1 cm and 1-100 cm, as well as liquid 

canopy water by resolving five partial differential equations introduced in Pleim and 

Xiu, (1995). In the first layer, soil temperature variations are calculated using 𝐺 

(defined as the heat storage rate; Noilham and Planton, 1989) determined from 
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Equation 2.1, whereas the second soil layer is implemented as a heat reservoir that 

slowly varies in time and influences the above layer as a restoring force. 

Evapotranspiration (𝐸) is defined as mixing ratio differences over a resistance related 

to soil and canopy properties and it is calculated as the sum of three components: 

transpiration (𝐸𝑡𝑟), evaporation from soil (𝐸𝑠𝑜𝑖𝑙), and evaporation from wet canopies 

(𝐸𝑐𝑎𝑛), given as 

 where 𝑞 is the mixing ratio, 𝑞𝑠 the saturated mixing ratio, 𝑇𝑠𝑓𝑐 the surface temperature, 

𝜌 the air density, 𝛽 is the availability factor of water from wet soil, 𝐹𝑉𝐸𝐺 the vegetation 

fraction, 𝐹𝑤𝑒𝑡  the fraction of canopy covered by liquid water, 𝑟𝑎𝑤  the aerodynamic 

resistance for water vapor, 𝑟𝑏𝑤 the quasi-laminar boundary layer resistance for water 

vapor and 𝑟𝑐  the canopy resistance. The term LE in Equation 2.1 is computed by 

multiplying 𝐸 by the latent heat of vaporization (𝐿) and 𝐻 is calculated from potential 

temperature differences and aerodynamic resistance (see Appendix A.2); in addition, 

2-meter temperature and mixing ratio are computed in this LSM and posteriorly fed to 

the SL scheme. Besides, Pleim-Xiu computes soil characteristics for both top and 

bottom layers using a fractional soil type, as well as it considers several land use 

categories per grid point so that surface fluxes are computed as a weighted average over 

the different categories present in a pixel. A more detailed description of the Pleim-Xiu 

LSM can be consulted in Pleim and Xiu, (1995, 2003) and Xiu and Pleim, (2001). 

 

 𝐸𝑡𝑟 =
𝐹𝑉𝐸𝐺(1 − 𝐹𝑤𝑒𝑡)

𝑟𝑎𝑤 + 𝑟𝑏𝑤 + 𝑟𝑐
[𝑞𝑠(𝑇𝑠𝑓𝑐) − 𝑞] (2.2) 

 𝐸𝑐𝑎𝑛 =
𝜌𝐹𝑉𝐸𝐺𝐹𝑤𝑒𝑡

𝑟𝑎𝑤 + 𝑟𝑏𝑤
[𝑞𝑠(𝑇𝑠𝑓𝑐) − 𝑞] (2.3) 

 𝐸𝑠𝑜𝑖𝑙 =
(1 − 𝐹𝑉𝐸𝐺)𝛽

𝑟𝑎𝑤 + 𝑟𝑏𝑤
[𝑞𝑠(𝑇𝑠𝑓𝑐) − 𝑞] (2.4) 
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Figure 2.8 - Schematic representation of PX LSM processes. 

 

2.3.2. Noah-MP LSM 

The following description of the Noah-MP LSM is based on Niu et al. (2011) and its 

evaluation can be consulted in Yang et al. (2011). 

A schematic representation of processes considered in the Noah-MP LSM are shown in 

Figure 2.9. The Noah-MP is the result of an extended version of the Noah LSM that 

offers a wide range of physical parametrizations such as leaf dynamics, radiation 

transfer through canopy, stomatal resistance, groundwater and runoff. The Noah-MP 

LSM computes surface heat fluxes as a function of 𝑇𝑠𝑓𝑐 and consists of four soil layers 

of 10, 30, 60 and 100 cm with an unconfined aquifer at the bottom. Soil moisture and 

soil temperature within the four active layers are calculated using the Richard’s 

equation and the thermal diffusivity equation, respectively, and in the aquifer, the 

temporal variation of the water stored follows the Darcy’s law (Niu et al., 2007). For 

soil temperature lower boundary condition, a bottom temperature (𝑇𝑏𝑜𝑡 ) at 8 m is 

introduced from an input file containing annual mean data of 2-meter air temperature 

(at 1-degree) based on the International Satellite Land Surface Climatology Project-

Initiative (ISLSCP-I) dataset. 



MATERIALS AND METHODS 

61 

 

 

Figure 2.9 - Schematic representation of Noah-MP LSM processes. Adapted from Niu et al. 

(2011). 

 

In this LSM, the energy balance equation (Equation 2.1) over each grid cell is resolved 

using an iterative method that updates skin temperature and the corresponding surface 

fluxes every iteration step. Once the energy balance is achieved (from 𝑇𝑠𝑓𝑐 increment, 

|∆𝑇𝑠𝑓𝑐| ≤ 0.01 K), or a certain number of iterations is reached (5 iterations), the iteration 

process stops. Furthermore, the Noah-MP LSM uses an advanced method to compute 

the energy balance over the continent: the so-called semi-tile approach. This method 

considers shortwave radiation over an entire grid cell accounting for canopy gaps so 

that fractions of sunlit and shaded leaves are computed along with their absorbed solar 

radiation; whilst, longwave radiation, 𝐻 and 𝐺 are calculated separately over bare and 

vegetated soil. Moreover, surface fluxes are computed over canopy and between soil 

and canopy for vegetated tiles; thus, over a vegetated grid cell, SVA exchanges are 

computed as a weighted sum of canopy, underneath canopy and bare ground fluxes. As 

for PX LSM, the total evapotranspiration is the sum of three components (𝐸𝑡𝑟, 𝐸𝑐𝑎𝑛 and 

𝐸𝑠𝑜𝑖𝑙) although these are computed from the LE term of the energy balance equation 

(Equation 2.1) such that over a grid cell: 
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where 𝐶𝑝  is the dry-air specific heat capacity, 𝛾  the psychometric constant, 𝑒𝑠  the 

saturated water vapor pressure, 𝑒 the water vapor pressure of air, 𝑒𝑐 the water vapor 

pressure of air below canopy, 𝑅𝐻𝑔  the air relative humidity in the surface soil pore 

space, 𝑇𝑣 the vegetation canopy surface temperature, 𝑇𝑔,𝑏 the ground temperature over 

bare soil and 𝑇𝑔,𝑣 the ground temperature over vegetated soil, 𝑟𝑎𝑤,𝑔 the aerodynamic 

resistance for water vapor below the canopy, 𝑟𝑠𝑜𝑖𝑙 soil surface resistance, and 𝐶𝑒
𝑤and 

𝐶𝑡
𝑤the evaporation and transpiration conductance (inverse of resistance), respectively, 

both a function of effective 𝐿𝐴𝐼  (Leaf Area Index) and 𝑆𝐴𝐼  (Stem Area Index). The 

corresponding 𝐸𝑡𝑟, 𝐸𝑐𝑎𝑛 and 𝐸𝑠𝑜𝑖𝑙 are obtained dividing Equations 2.5 – 2.7 by 𝐿. In a 

similar manner, Noah-MP calculates 𝐻 over bare and vegetated soil, as well as over 

canopy (above and underneath canopy), using ground and surface temperature 

differences (see Appendix A.2). 

The parametrizations for the Noah-MP are selected in the namelist.input file of the 

WRF model whereas other parameters dependent on land use category are define in 

two main tables regarding vegetation (VEGPARM.TBL) and other parameters 

(MPTABLE.TBL) that facilitate additional modifications if needed (Table 2.1). The 

main parameters defined for the land use categories in the VEGPARM.TBL and 

MPTABLE.TBL can be consulted in Table A.1 (Appendix A.3). 

3. Observations 

Observations provide the most realistic representation of the atmospheric state so that 

these are commonly used as reference to evaluate models’ performance. Hence, this 

thesis used observations from a wide set of sources to both analyze atmospheric 

conditions and validate estimates obtained with the WRF model since this was the main 

tool employed in this study. 

𝐿𝐸𝑡𝑟 =
𝜌𝐶𝑝𝐹𝑉𝐸𝐺

𝛾
𝐶𝑡

𝑤[𝑒𝑠(𝑇𝑣) − 𝑒𝑐] (2.5) 

𝐿𝐸𝑐𝑎𝑛 =
𝜌𝐶𝑝𝐹𝑉𝐸𝐺

𝛾
𝐶𝑒

𝑤[𝑒𝑠(𝑇𝑣) − 𝑒𝑐] (2.6) 

𝐿𝐸𝑠𝑜𝑖𝑙 =
𝜌𝐶𝑝

𝛾
{

(1 − 𝐹𝑉𝐸𝐺)[𝑒𝑠(𝑇𝑔,𝑏)𝑅𝐻𝑔 − 𝑒]

𝑟𝑎𝑤 + 𝑟𝑠𝑜𝑖𝑙
+

𝐹𝑉𝐸𝐺[𝑒𝑠(𝑇𝑔,𝑣)𝑅𝐻𝑔 − 𝑒𝑐]

𝑟𝑎𝑤,𝑔 + 𝑟𝑠𝑜𝑖𝑙
} (2.7) 
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3.1. Reanalysis datasets 

3.1.1. ERA5 

ERA5 represents the fifth generation of the ECMWF reanalysis products which 

improves several crucial aspects of its predecessor ERA-Interim. ERA5 reanalysis 

provides hourly data for the period from 1979 to the present (with a delay of 2-3 months) 

using a 4D-Var data assimilation in the IFS version CY41R2 of the ECMWF. 

Additionally, a preliminary version of this product is also available from 1950 to 1978 

(ERA5 reanalysis back extension). The spectral resolution of the ERA5 is T639 (about 

31 km over Earth’s surface) and it consists of 137 hybrid (sigma/pressure) vertical 

levels with the top level at 0.01 hPa; however, ERA5 atmospheric data is also available 

at 37 interpolated pressure levels. Furthermore, an extensive number of surface 

parameters (e.g., precipitation, 2-meter temperature and surface pressure) and other 

single level parameters (e.g., vertically integrated water vapor) are available, as well as 

soil parameters (e.g., soil moisture and soil temperature) obtained from the coupling of 

the IFS to a soil model. A more detailed description of the ERA5 product can be 

consulted in Hersbach et al. (2020). 

ERA5 reanalysis provides useful information about the state of the atmosphere and soil 

conditions that is used to perform synoptic analysis, as well as to initialize WRF 

simulations in this study. Concretely, temperature and geopotential at 500 hPa, and 

mean sea level pressure are used to evaluate atmospheric conditions for the periods of 

interest, whilst a wide set of meteorological variables are used to initialize atmospheric 

conditions and drive coarsest domains in WRF simulations. 

3.2. Satellite products 

3.2.1. Meteosat Second Generation 

Images from the visible (VIS) and Infrared (IR) spectral channels of the geostationary 

Meteosat Second Generation (MSG) are available every 15 minutes over Europe. 

Meteosat images are provided by the 12-channel Spinning Enhanced Visible and 

Infrared Imager (SEVIRI) imaging radiometer providing continuous images of the 

earth-atmosphere system. These high-resolution images facilitate a closer view of the 

meteorological conditions for a given period, as well as allow the tracking of features 

such as the formation and evolution of localized storms during the study period. A more 

detailed description is presented in Schmetz et al. (2002). 
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Specifically, satellite images from the VIS were downloaded from the website 

http://www2.sat24.com/history.aspx?culture=en (last access: 22-11-2019). 

3.2.2. CMORPH 

The Climate Prediction Center (CPC) produces global precipitation estimates (from 

60ºS to 60ºN) using the so-called CPC Morphing Technique (CMORPH) at a spatial 

horizontal resolution of about 8 km at the Equator, and a temporal resolution of 

30 minutes for the period from 1998 to present (with a delay of 3-4 months). This 

product obtains precipitation estimates using passive microwave observations from low 

orbiter satellites (e.g., the NOAA meteorological satellites) posteriorly propagated with 

motion vectors derived from different IR data (e.g., Meteosat IR). Besides, the data 

obtained is subject to bias corrections with respect to CPC daily precipitation 

measurements over land and adjusted against the merged analysis of pentad (5 days) 

precipitation from the Global Precipitation Climatology Project (GPCP) over ocean. A 

detailed description of the product can be found in Ferraro (1997), Ferraro et al. (2000), 

Joyce et al. (2004) and Xie et al. (2017). 

CMORPH high-resolution precipitation data can be used to evaluate the accuracy of 

the WRF model in reproducing precipitation. Specifically, WRF estimated precipitation 

from the different simulations is compared to CMORPH data at different 

spatiotemporal scales to analyze the performance of the model. 

3.2.3. MODIS 

The Moderate Resolution Imaging Sepectroradiometer (MODIS), both on board 

EOS-TERRA and EOS-Aqua platforms, provides an extensive amount of atmospheric 

and surface data at moderate spatial resolution and at global scale. In this thesis, the 

8-day evapotranspiration at 500-m spatial resolution from the MOD16A2 v006 product 

(hereafter referred to as MOD16A2), available from 2000 to present, was used to 

evaluate the model’s performance. This product is generated with an algorithm based 

on the Penman-Monteith equation and provides values of E, LE, potential 

evapotranspiration PE and potential latent heat flux PLE together with quality flags 

(Mu et al., 2013). Other information regarding MOD16A2 product improvements, 

issues, quality and file specifications can be found in 

https://lpdaac.usgs.gov/products/mod16a2v006/ (last access: 21-10-2021). 

http://www2.sat24.com/history.aspx?culture=en
https://lpdaac.usgs.gov/products/mod16a2v006/
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Evapotranspiration estimates from MODIS can be used as a reference to evaluate WRF 

model in terms of surface moisture fluxes at high horizontal resolution. Concretely, E 

spatiotemporal averages calculated from WRF long-term simulations output are 

compared to MODIS estimates over the area of study. 

3.3. Surface stations 

3.3.1. CEAM, IVIA-SIAR and XVVCCA networks 

The analyses and model validations were conducted using several meteorological 

stations with sufficient measurements from three different networks: (i) the 

Mediterranean Center for Environmental Studies (CEAM), (ii) the Valencian Institute 

for Agronomic Research - Agroclimatic Information System for Irrigation (IVIA) and 

(iii) the Xarxa Valenciana de Vigilància i Control de la Contaminació Atmosfèrica 

(XVVCCA).  A short description of the characteristics of the main stations used in this 

study are shown in Table 2.2. 

 

Table 2.2 – Characteristics of meteorological stations located within the study area, where 

D is the distance to the coastline and Hgt the altitude above sea level. 

Station ID Source 
D 

(km) 

Hgt 

(m) 
Land use description 

Burjassot BU XVVCCA 8 36 Urban 

Montcada MO IVIA-SIAR 10 61 Fruit tree plantations 

Paterna PA CEAM 13 124 Urban 

Bétera BE IVIA-SIAR 15 97 Fruit tree plantations 

Villar del Arzobispo VI CEAM 47 370 Non-cultivated arable land 

Xulilla XU IVIA-SIAR 47 375 Fruit tree plantations 

Aras de los Olmos AR CEAM 82 1277 Semi-natural shrubland 

 

The IVIA-SIAR agrometeorological network consists of 55 surface stations in the 

Valencia region implemented to capture atmospheric parameters over different crop 

fields, so that crop water necessities are controlled, and a more efficient water usage 

can be performed. Further information can be consulted in 

http://riegos.ivia.es/meteorologia (last access: 21-10-2021). 

The XVVCCA is an automatic network that consists of more than 50 surface stations 

(25 meteorological towers) with the scope of controlling atmospheric pollution within 

http://riegos.ivia.es/meteorologia
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the Valencia region. Most of the stations measure the typical meteorological variables 

such as temperature, relative humidity, atmospheric pressure, solar radiation, 

precipitation and, wind speed and direction, apart from pollutants concentrations, in 

real time. These measurements are regularly subjected to validation in the Centre de 

Control de la Qualitat de l’Aire, as well as at CEAM. Further details can be consulted 

in https://agroambient.gva.es/va/web/calidad-ambiental (last access: 22-10-2021). 

3.3.2. GNSS network 

Active Geodetic networks use Global Navigation Satellite System (GNSS) receivers to 

provide an accurate positioning using signals received from satellite constellations such 

as GPS, GLONASS, Galileo and Beidou. This infrastructure was mainly used for 

navigation, time transfer and relative positioning until Bevis et al., (1992) presented a 

method to determine the atmospheric total precipitable water (TPW) content throughout 

the analysis of small signal deviations produced by atmospheric water vapor. Values of 

TPW can be determined with an accuracy of 1-2 mm (Haan et al., 2006). 

In this thesis, data from four different GNSS networks available in eastern Spain 

(ARAGEA, ERVA, CatNET and ERGNSS) and processed at the Intitut Cartogràfic i 

Geodèsic de Catalunya (ICGC) were used to derive the TPW using the approach 

presented in Bevis et al., (1994). The obtained data was used to evaluate the 

performance of the different WRF simulations in reproducing the total water vapor 

available in the corresponding atmospheric columns and crucial in the generation of 

precipitation. 

3.3.3. SPAIN02 product 

The Spain02 version 1 is a series of daily gridded precipitation datasets at different 

horizontal resolutions (50, 20 and 5 km) developed for peninsular Spain and the 

Balearic Islands using more than 2000 quality-controlled meteorological stations from 

the Spanish National Meteorological Agency (AEMET). It is based on the Surface 

Parameter Analysis (SPAN; Rodríguez et al., 2003; Navascués et al., 2003; Quintana et 

al., 2016) system used in the HIRLAM weather prediction model, operative at AEMET 

until 2017, with slight modifications such as the parameter controlling properties of the 

Optimal Interpolation method. The highest horizontal resolution (5 km) dataset 

available is selected to perform this study in order to visualize a more detailed 

distribution of precipitation. Further information regarding the 5-km Spain02 dataset 

can be consulted in Peral et al., (2017). 

https://agroambient.gva.es/va/web/calidad-ambiental
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The gridded daily precipitation provided in the Spain02 dataset at high spatial 

resolution allows to perform a preliminary analysis of precipitation spatiotemporal 

distribution in Spain, and especially in eastern Spain, with no gaps. Besides, this 

facilitates the comparison with simulated precipitation in the WRF model at a daily 

base. 

3.4. Models and analysis tools 

3.4.1. Hydrobal 

The HYDROBAL model is a useful tool developed to estimate water balances in forest 

areas with different vegetation types (Bellot and Chirino, 2013; Mouthair, 2016). It 

calculates daily water fluxes from the following input variables: minimum and 

maximum temperatures, potential evapotranspiration, solar radiation, and vegetation 

and soil characteristics. This model has been applied and validated over different areas 

providing successful results (Touhami et al., 2013; 2014; 2015; Manrique-Alba et al., 

2017; Moutahir et al., 2016; 2019), as well as it has been used to study soil-water fluxes 

over strategically instrumented sites in the study area of this thesis. 

Concretely, two sites or field plots (green triangles in Figure 2.11 in section 5 of this 

chapter) were established within the study area where vegetation and soil characteristics 

were described, as well as sap-flow and soil moisture measurements were carried out 

in parallel to the work presented in this thesis. These observations, together with the 

description of soil and vegetation features, were used to estimate transpiration (main 

contribution to evapotranspiration in forests) throughout the sap-flow technique and 

evapotranspiration E with the HYDROBAL model. Specifically, HYDROBAL was set 

according to the vegetation and soil characteristics, and soil moisture measurements at 

each site so that E was estimated and compared to the values obtained from the sap-flow 

approach showing a good agreement at a daily base over coastal and inland sites. The 

good performance of the HYDROBAL model encouraged the use of this model as a 

reference of moisture fluxes at these locations to evaluate simulated values in WRF 

during 2015. An extensive description of the two methodologies and the corresponding 

results over the field plots instrumented in the lower part of the TRB can be consulted 

in Larsen (2021). 

3.4.2. VAPOR 

The Visualization and Analysis Platform for Ocean, Atmosphere, and Solar Researchers 

(VAPOR; Li et al., 2019) is a user-friendly tool for meteorological and climatological 
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data analysis developed by the NCAR as an open-source tool. It is an interactive 3D 

platform that facilitates the visualization, analysis and presentation of data and results, 

especially from WRF simulations, although files in other data formats, such as MOM, 

POP, ROMS, GRIB and NetCDF, can be directly imported as well. In the present study, 

this program was used to analyze the advection of several parameters in the study area 

due to SBC, as well as to calculate time-varying (unsteady) trajectories. The calculation 

of unsteady trajectories is conducted with the Rutten-Kutta fourth-order method 

assuming massless particles previously defined in space and time by the user. This 

option was used in this thesis to determine backward trajectories from connective 

clouds and the displacement of air parcels associated with sea breeze and other 

locally-driven circulations. 

4. Summer storms and sea breeze 

Summer storms are convective events linked to sea breeze dominating conditions 

(Millán et al. ,2005b; see section 2.2 in Chapter 1). Thus, it is crucial to identify sea 

breeze occurrence and determine its characteristics in order to facilitate the analysis of 

the formation, development and triggering of summer storms. In this context, the 

following subsections introduce the methodology followed for the selection of the study 

periods, the identification of summer storms and the characterization of the sea breeze. 

4.1. Study period: May-October 2015 

A study period was selected regarding the occurrence of summer storms, commonly 

from May to October, according to Millán et al. (2005b). Then, all precipitation data 

was analyzed within the Hydrographic Confederation of the Jucar (HCJ) in eastern 

Spain to select the year of interest. In particular, the steps below were followed: 

i. Initially, the study period May-October 2015 was selected regarding the high 

number of precipitation days identified during the extended summer season 

(ESS) according to daily precipitation and the number of precipitation days 

within the ESS from the Spain02 dataset in the period (1988-2017). In order to 

select precipitation days within the HCJ three filters were applied to Spain02 

precipitation so that, first, pixels with daily precipitation lower than 1 mm·day-1 

were discarded (i.e., treated as zero); then, the days with less than 5 contiguous 

pixels with precipitation in the HCJ were disregarded; and finally, the days with 

total accumulated precipitation (i.e., sum of all pixels in the HCJ) lower than 

10 mm·day-1 were not considered. Once the precipitation days were identified, 
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several years of interest were further analyzed for the ESS using monthly 

climatological reports from AEMET to select the study year, considering other 

meteorological observations availability in the study area as well. The results of 

this analysis are explained in section 4 of Chapter 3. 

ii. Regarding the characteristics of summer storms (Millán et al. (2005b), synoptic 

maps generated with ERA5 mean sea level pressure and geopotential height and 

temperature at 500hPa were used to analyze atmospheric instability at upper 

levels and to detect the formation of the ITL. These maps facilitated the filtering 

out of precipitation events associated with the passage of Atlantic fronts or 

Mediterranean advection. 

iii. Additionally, hourly MSG-SEVIRI images were visualized to detect the areas 

in eastern Spain where convective clouds developed, as well as their 

characteristics (e.g., clouds extension and displacement). 

A set of episodes were identified using this approach and further analyzed with high-

resolution simulations focused on eastern Spain, specifically in the TRB. 

4.2. Sea breeze characterization 

In the Mediterranean region, winds present different characteristics over inland and 

littoral locations strictly influenced by distance to the coastline, altitude and topography; 

thus, surface stations are usually divided into three types (littoral, pre-littoral and inland) 

to conduct atmospheric studies using a combination of these three features. In this study, 

the classification of surface stations was also implemented using the three types 

introduced following previous classifications conducted over meteorological stations 

in the Valencia region (Millán et al., 2005a; b; Pérez-Landa et al., 2007). Specifically, 

stations situated in Aras de los Olmos (AR), Villar del Arzobispo (VI) and Paterna (PA) 

from the CEAM network were described as inland, pre-littoral and littoral, respectively, 

regarding their location within the Turia valley (Figure 2.1; as shown in Table 2.2). 

Afterwards, days with the occurrence of sea breeze during the period 2005-2015 over 

AR, VI and PA were selected according to the following steps:  

i. Wind roses were generated setting 1-degree and 1-ms-1 bins for wind direction 

and wind speed, respectively, such that the effect of topography in the wind 

direction and/or the location of the coastline could be distinguished. 
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ii. Data was filtered for daytime (05-19 UTC) and a bar chart of frequency of wind 

direction occurrence was generated in order to visually identify the wind 

direction bins that represented the sea breeze flow. For the coastal station PA, a 

wind speed threshold of 1-7 ms-1 was defined to exclude onshore flows due to 

dominating synoptic conditions. The upper limit of 7 ms-1 was selected since 

winds associated with intense sea breeze circulation are about 5-7 ms-1 in the 

Mediterranean region, whereas the lower limit of 1 ms-1 was set to filter out 

light early-morning thermally driven winds due to surface heating, especially 

during summer. The upper limit for wind speeds was not applied over 

pre-littoral and inland stations (VI and AR, respectively) since the sea breeze 

flow can be intensified by upslope winds and exceed this wind speed threshold 

(Millán et al., 2005a; b; Pérez-Landa et al., 2007). Instead, data over VI was 

filtered according to the sea breeze days detected in PA from the analysis. 

Analogously, the sea breeze days obtained from the analysis in VI were used to 

select sea breeze days in AR. This procedure could be conducted since the three 

meteorological stations from the CEAM network line up in the direction of sea 

breeze flows within the study area so that sea breeze days identified in AR must 

be also detected in VI and PA, and sea breeze days observed in VI must be 

detected in PA as well. 

iii. The analysis was conducted such that the bins representing the combined breeze 

were adjusted to one (or two combined) Gauss distribution and the 95 % 

confidence level was selected to define the range of wind direction variation 

corresponding to the sea breeze. Specifically, the Gauss adjustment was 

conducted using the MATLAB function fit for one Gausian distribution and for 

a combination of two Gaussian distributions selecting the options gauss and 

gauss2, respectively, (a more detailed description of the function can be 

consulted in https://es.mathworks.com/help/curvefit/gaussian.html?lang=en, 

last access: 23-08-2021). Afterwards, the adjustment with the greatest 

coefficient of determination (R-squared) was selected to set wind direction 

variations. As commented previously, this methodology was first applied to 

wind observations at PA, and the detected sea breeze days were used as an initial 

filter to select days with sea breeze occurrence at VI. Then, the approach was 

applied to wind observations at VI and the obtained sea breeze days were used 

https://es.mathworks.com/help/curvefit/gaussian.html?lang=en
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to select sea breeze days at AR. Finally, the same approach was applied to wind 

observations at AR. 

iv. Once obtained the wind direction thresholds for the sea breeze, days with at 

least 50 % of the time (7 h) with winds continuously blowing within the set 

wind direction and speed ranges were considered breeze days, and the 

percentage of breeze days with respect to the total number of days with available 

data was calculated for the whole period (2005-2015), as well as for winter 

(DJF), spring (MAM), summer (JJA) and autumn (SON). 

This methodology facilitated the identification of sea breeze occurrence and provided 

crucial information about its features over each type of station. 

5. Simulation strategy 

Several simulations were performed with the WRF model in order to fulfill the 

objectives of this thesis. First, the ESS was simulated with two LSMs (PX and 

Noah-MP) to identify main differences between these two surface parametrizations 

regarding the modeling of the hydrological cycle. Additionally, a comparison among 

three different parametrizations of land-atmosphere interactions was conducted for a 

specific summer storm episode (case study) to evaluate their accuracy in reproducing 

the characteristics of the different summer storms occurred in this episode (e.g., 

precipitation and winds). Finally, the episode was simulated at high resolution in order 

to evaluate SVA interactions and the surface fluxes contribution to atmospheric water 

vapor content and air temperature. A scheme of the simulation strategy is presented in 

Figure 2.10 along with the corresponding simulations IDs. The model set up, including 

the characteristics of each simulation, and the validation procedure are described in the 

following subsections. 
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Figure 2.10 - Simulation strategy summarizing the three sets of simulations: (1) ESS, (2) 

summer storm episode comparison, and (3) high-resolution summer storm episode (STM) 

simulations. 

 

5.1. Model set up 

The general parametrizations unchanged in all simulations were the RRTMG 

(radiation), the KF-CuP (cumulus), the Goddard (microphysics) and the ACM2 (PBL). 

In the following paragraphs the simulations executed are described according to the 

simulation strategy (Figure 2.10). 

5.1.1. Extended Summer Season (ESS) 

The main goal of ESS simulations was to estimate atmospheric parameters at high 

spatiotemporal resolution so that a performance evaluation of the two LSMs in the 

representation of hydrological cycle components such as evapotranspiration and 

precipitation (e.g., summer storms previously identified with observations) could be 

conducted. Specifically, these simulations were used to identify main differences 

associated with the parametrization of surface processes for relatively long periods 

(6 months), as well as the corresponding influence over convective precipitation linked 

to summer storms along the Mediterranean coast. Additionally, these simulations 

provided valuable information about WRF model deficiencies at local scale over 

eastern Spain and the correction for next runs if feasible. To this end, two simulations 

of the ESS (May-October 2015) covering the WMB, the Iberian Peninsula (IP) and the 

Valencia region (VR) at horizontal resolutions of 10.3, 3.4 and 1.1 km, respectively, 

were set for the two LSMs selected (PX and Noah-MP). The extensions of the domains 
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WMB, IP and VR were selected in order to accurately simulate synoptic conditions 

(e.g., Atlantic and Mediterranean advections over eastern Spain), the characteristic ITL 

and the generation of summer storms associated with the sea breeze circulation, 

respectively.  In both simulations the KF-CuP cumulus scheme was only activated for 

the outermost domain WMB and the PX SL scheme was used to reduce parametrization 

differences between simulations. However, it must be noticed that SL schemes 

implemented with the Noah-MP only compute exchange coefficients over water, 

whereas the Noah-MP performs this calculation over land (Table 2.1). This fact 

emphasized the need of an additional analysis regarding the SL parametrization 

implemented together with the Noah-MP LSM to identify (and reduce if possible) 

inconsistencies related to the calculation of exchange coefficients over water bodies 

(see next subsection). ERA5 data was used to set initial conditions, as well as to update 

boundary conditions of the coarsest domain every 6 h. In addition, a model spin-up of 

20 days was considered to avoid initially unreliable results associated with the initial 

conditions. Topography and land cover were represented according to GMTED and 

USGS datasets, respectively, with maximum resolutions of 1 km. Simulation domains 

are shown in Figure 2.11, along with the observations within domain VR used in the 

model validation, and main information is summarized in Table 2.3. 

 

 

Figure 2.11 - Domains for ESS-PX and ESS-NoahMP simulations with all observations used 

for the innermost domain (VR) validation of the model. 
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Table 2.3 - Main characteristics for ESS-PX and ESS-NoahMP simulations. 

Domain 1 2 3 

Domain ID WMB IP VR 

Simulated period 01/05 - 01/11/2015 01/05 - 01/11/2015 01/05 - 01/11/2015 

Grid points 331x206 417x348 222x321 

Time step 45 s 15 s 5 s 

Horizontal resolution 10.3 km 3.4 km 1.1 km 

Vertical levels 45 45 45 

IC and BC ERA5 Domain 1 Domain 2 

Land cover USGS (4 km) USGS (1 km) USGS (1 km) 

Topography GMTED (4 km) GMTED (1 km) GMTED (1 km) 

Radiation RRTMG RRTMG RRTMG 

Cumulus KF-CuP Resolved Resolved 

Microphysics Goddard Goddard Goddard 

PBL ACM2 ACM2 ACM2 

SL PX PX PX 

 

ESS simulations were compared to in situ measurements (Figure 2.11), including the 

Spain02 dataset, as well as to satellite estimates of E (MOD16A2) and precipitation 

(CMORPH) in order to evaluate the modeling of main hydrometeorological variables 

for the study period (see Sections 3.2 and 3.3 in this chapter). Besides, the HYDROBAL 

model was used to estimate E at the field plots regarding its good performance in 

reproducing E (see section 3.4 in this chapter). Estimates of E were computed using 

simulated precipitation, PE and soil moisture during May-October 2015 from the 

corresponding ESS simulation. Concretely, HYDROBAL generated E estimates at the 

sites (shown in Figure 2.11) according to the input values from ESS-PX and 

ESS-NoahMP (runs were identified as HYDROBAL-PX and HYDROBAL-NoahMP, 

respectively), and then these were used as reference to evaluate simulated E from the 

corresponding ESS simulation. 

5.1.2. Summer storms episode 

ESS simulations were executed with two LSM covering a 6-month period to evaluate 

the model in reproducing the hydrological cycle. However, it has been widely 

demonstrated that the performance of meteorological models decreases with simulated 

time (e.g., Balmaseda and Anderson, 2009), i.e., meteorological phenomena are more 

accurately reproduced in simulations initialized close to the meteorological event. 

Hence, a comparison of a specific summer storms episode was conducted to further 

evaluate differences between PX LSM and Noah-MP LSM in reproducing the 

formation, development and triggering of summer storms. Besides, ESS simulations 
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were executed with two different LSM but the same SL scheme so that the LSM was 

the only different parametrization between the simulations. However, the simulation of 

surface processes is also subject to the selected SL scheme which can reduce or enhance 

the performance of a given LSM, i.e., it is recommended to use the PX SL scheme 

together with the PX LSM, whereas other SL schemes can be implemented with the 

Noah-MP LSM. This indicates that the implementation of a different SL 

parametrization (such as the Revised MM5) with the Noah-MP LSM may improve 

Noah-MP performance over the study area. Specifically, differences in the 

representation of meteorological variables would be related to water-atmosphere 

interactions (i.e., lakes and sea) regarding that SL schemes only compute exchange 

coefficients over water bodies when used with the Noah-MP LSM (see Table 2.1). Thus, 

this additional parametrization (referred to as MM5-NoahMP) in the WRF model was 

executed to consider differences associated with the SL scheme selection. 

To this end, three simulations of a summer storm episode from the 13th to 24th of July 

2015 (consisting of 4 main summer storm events occurred the 16th, 18th, 21st and 22nd) 

were executed with three different combinations regarding SL scheme and LSM. The 

period to simulate was selected regarding the high number of summer storms occurring 

in a week which allowed the analysis of several summer storms with a single simulation 

reducing the computational cost. Simulations covered WMB and IP domains (Figure 

2.11) at horizontal resolutions of 10.3 and 3.4 km (same as ESS), respectively. Besides, 

the WRF model configuration was set up as in ESS simulations with differences 

regarding the simulated period (13th to 24th July 2015) and the initialization of soil 

conditions, i.e., ERA5 was used to initialized atmospheric conditions but soil conditions 

were extracted from the corresponding ESS simulations. Specifically, ESS-PX soil 

conditions were used to initialize PX-PX simulation, whereas PX-NoahMP and 

MM5-NoahMP were initialized with ESS-NoahMP soil conditions for consistency 

(Table 2.4). The main objective of these simulations was to evaluate their accuracy in 

reproducing a particular episode over the Turia valley and select the most suitable 

configuration for a high-resolution simulation of the same episode. Regarding this 

objective, validation efforts with all available observations focused over the selected 

domain for the posterior high-resolution simulation (see Figure 2.12). Besides, apart 

from surface observations, CMORPH precipitation data was used to evaluate the 

representation of precipitation in the TRB domain. 
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Table 2.4 - Options changed with respect to ESS simulations. 

Simulation ID PX-PX PX-NoahMP MM5-NoahMP 

SL PX PX Revised MM5 

LSM PX Noah-MP Noah-MP 

Initial soil conditions ESS-PX ESS-NoahMP ESS-NoahMP 

 

After an evaluation of the three simulations, the same episode of summer storms was 

simulated at a high-resolution. All meteorological and hydrological parameters used to 

initialize and drive this simulation were extracted from the finest domain (IP) of the 

corresponding previous simulation and several static parameters (i.e., land cover and 

topography) were modified in order to improve results (see Section 2.1). The extraction 

of initial conditions was performed using the Unified Post Processor (UPP) tool 

available in WRF, whilst boundary conditions were generated with the program 

ndown.exe (see Appendix B.3). A new simulation domain is defined to focus in the 

summer storms that develop over the mountain ranges of the TRB (Figure 2.12), and 

the number of model levels is increased. The main information about simulation set up 

is summarized in Table 2.5. 

 

 

Figure 2.12 - Domain for STM simulation along with observations used in the validation. 
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 Table 2.5 - High-resolution simulation set up.  

 Simulated period 15/07 - 23/07/2015  

 Simulation ID STM  

 Grid points 200x200  

 Time step 3 s  

 Horizontal resolution 680 m  

 Vertical levels 54  

 SL Revised MM5  

 LSM Noah-MP  

 IC and BC MM5-NoahMP  

 Land cover CLC 2012 (100 m)  

 Topography SRTM (30 m)  

 

5.2. Model validation 

All simulations performed with the WRF mesoscale model were subject to validation 

throughout direct comparison of spatial distribution and time series of typical 

meteorological and hydrological variables (i.e., precipitation, temperature, humidity, 

winds and evapotranspiration) from the different sources introduced in section 3 of this 

chapter. The model validation was performed using all observations available within 

the finest simulation domain after a quality control regarding data availability and 

continuity. In the high-resolution simulation (STM), the validation focused over the 

TRB using the observations shown in Figure 2.12. In addition, statistical analyses were 

conducted; specifically, the commonly used mean bias error (MBE; Equation 2.8) root 

mean square error (RMSE; Equation 2.9) and index of agreement (IOA; Equation 2.10) 

were calculated (Willmott et al., 1985): 

𝑀𝐵𝐸 =  
1

𝑁
 ∑(𝑃𝑖  −  𝑂𝑖)

𝑁

𝑖=1

 (2.8) 

𝑅𝑀𝑆𝐸 =  [
1

𝑁
 ∑(𝑃𝑖  −  𝑂𝑖)

2

𝑁

𝑖=1

]

1
2

 (2.9) 

𝐼𝑂𝐴 =  1 −  
∑ (𝑃𝑖  −  𝑂𝑖)

2𝑁
𝑖=1

∑ (|𝑃𝑖  −  𝑂̅|  +  |𝑂𝑖  −  𝑂̅|)𝑁
𝑖=1

 (2.10) 

where N is the number of samples, Pi represents the modeled value and Oi the measured 

value at a given time i, and the overbars denote the average for the corresponding period. 

Additionally, the so-called RMSE of the horizontal vector wind difference (RMSEV) 

was calculated as: 
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𝑅𝑀𝑆𝐸𝑉  =  [
1

𝑁
∑(𝑢𝑝,𝑖  −  𝑢𝑜,𝑖)

2
+ (𝑣𝑝,𝑖  −  𝑣𝑜,𝑖)

2
𝑁

𝑖=1

]

1
2

 (2.11) 

 

where u and v are the wind vector components in x and y axes, respectively, and the 

subscripts p and o denoting modeled and observed values. 

6. SVA energetic exchanges 

Two methodologies were used to study land-atmosphere moisture and heat exchanges 

under sea breeze circulations and their influence on the formation, development and 

triggering of summer storms. On one hand, the energetic exchanges in the SVA system 

were analyzed with measurements and simulated parameters using the so-called mixing 

diagrams (Betts, 1984; Betts, 1992; Santanello et al., 2009). On the other hand, 

humidity and temperature changes in air masses displaced within the sea breeze were 

analyzed using time-varying trajectories extracted from the finest WRF simulation with 

VAPOR. The two approaches are described in the following subsections. 

6.1. Mixing diagram approach 

The mixing diagram approach was introduced by Betts (1992) and broadly used for 

intercomparing PBL schemes and LSMs in Santanello et al., (2009, 2011, 2013), as 

well as for the analysis of SVA feedbacks under different atmospheric conditions 

(Erlingis and Barros, 2014; Milovac et al., 2016; Santanello et al., 2019; Sun et al., 

2020a; b), in a diurnal timescale. This method states that the diurnal boundary layer 

evolution, including PBL top entrainment rates, can be determined from surface heat 

and moisture fluxes and near-surface values of temperature and humidity in a perfectly 

mixed PBL. In this approach, no condensation occurs so that moisture fluxes contribute 

to increase the water vapor content of the atmosphere whereas heat fluxes tend to 

generate variations in air temperature. Thus, Cpθ (in the y axis, with θ the potential 

temperature) denotes temperature variations of the SVA system linked to sensible heat, 

whilst the specific latent heat content Lq is represented in the x axis. The variations in 

these two terms in the SVA system describe variations in the so-called moist static 

energy (MSE; Wallace and Hobbs, 2006) given as: 

𝑀𝑆𝐸 =  𝐶𝑝𝑇 + 𝑔𝑧 + 𝐿𝑞 (2.12) 
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where the term gz represents the geopotential (g is the Earth’s gravity acceleration and 

z the height above ground) and T the absolute air temperature. The MSE is a good 

indicator of the potential for near-surface heat and moisture to influence cloud 

formation and precipitation (Santanello et al., 2011), hence, mixing diagrams facilitate 

the interpretation and quantification of the land-atmosphere processes and feedbacks 

involved in the generation of summer storms throughout the representation of q and θ 

variations in energy space per unit mass, i.e., Cpθ versus Lq. In addition, mean heat and 

moisture fluxes can be disaggregated into three components representing surface, 

advection and entrainment as vectors for a given increment of time Δt. 

The quantified contribution from the surface to the total mean flux within the PBL is 

represented by the surface vector 𝑣⃗𝑠𝑓𝑐 with the x and y components given by: 

𝐿∆𝑞𝑠𝑓𝑐 =
𝐿𝐸̅̅̅̅ ∆𝑡

𝜌𝑃𝐵𝐿𝑃𝐵𝐿𝐻̅̅ ̅̅ ̅̅ ̅̅
 (2.13) 

𝐶𝑝∆𝜃𝑠𝑓𝑐 =
𝐻̅∆𝑡

𝜌𝑃𝐵𝐿𝑃𝐵𝐿𝐻̅̅ ̅̅ ̅̅ ̅̅
 (2.14) 

where ρPBL is the PBL air density and the overbars indicate averaged values over Δt.  

The advection at a location is not often negligible, hence an expression to quantify the 

advected part must be included to close the budget equation (Santanello et al., 2005). 

The x and y components of the advection vector 𝑣⃗𝑎𝑑𝑣 are given by: 

𝐿∆𝑞𝑎𝑑𝑣 = 𝐿∆𝑡 {⟨𝑢̅
𝜕𝑞̅

𝜕𝑥
⟩ + ⟨𝑣̅

𝜕𝑞̅

𝜕𝑦
⟩} (2.15) 

𝐶𝑝∆𝜃𝑎𝑑𝑣 = 𝐶𝑝∆𝑡 {⟨𝑢̅
𝜕𝜃̅

𝜕𝑥
⟩ + ⟨𝑣̅

𝜕𝜃̅

𝜕𝑦
⟩} (2.16) 

where the brackets represent averaged values within the PBL. The residual vector that 

connects 𝑣⃗𝑎𝑑𝑣 with the final values Lq and Cpθ at final time tend is called the entrainment 

vector 𝑣⃗𝑒𝑛𝑡, in which the x and y components represent moisture and heat fluxes at the 

interface layer. 

The thermodynamic properties of the SVA system can be analyzed by overlaying 

variables such as the equivalent potential temperature θe (as derived in De Ridder, 1997), 

which determines the potential for moist convection (analogous to MSE), and the 

relative humidity RH in mixing diagrams for a diurnal average of surface pressure 𝑝̅ 
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(Betts and Ball, 1995; Betts et al., 1996; Santanello et al., 2009; Santanello et al., 2011). 

These variables can be determined as: 

𝑅𝐻 =
𝑞

𝑞𝑠
 (2.17) 

𝜃𝑒 = (𝑇 +
𝐿

𝐶𝑝
𝑞) (

𝑝0

𝑝̅
)

𝑅𝑑
𝐶𝑝

 (2.18) 

where the qs is temperature dependent, p0 is the standard reference pressure and Rd is 

the gas constant for air. Regarding the definition of θe in Equation 2.18, this variable 

indicates the energy partitioning between humidity and temperature so that a q-θ 

evolution along isolines of θe (constant value) denotes a tendency to equilibrium 

between Lq and Cpθ. For example, an increasing Cpθ (heating) along a θe isoline 

indicate that the corresponding Lq decrease (drying) balances the energy partitioning 

with a null change in the MSE of the SVA system denoted by θe. Furthermore, 

considering that 𝑣⃗𝑠𝑓𝑐 , 𝑣⃗𝑎𝑑𝑣  and 𝑣⃗𝑒𝑛𝑡  are the three quantified contributions to Lq and 

Cpθ leading to energy variations in the SVA system, a constant θe with changing q and 

θ indicates a balance among surface, advection and entrainment contributions to MSE. 

Similarly, RH definition in Equation 2.17 states a partitioning between q and θ denoting 

the saturation degree of air. 

Additionally, the Evaporative Fraction (EF) can be calculated as: 

𝐸𝐹 =
𝐿𝐸

𝐿𝐸 +  𝐻
 (2.19) 

so that the relevance of moisture fluxes in the SVA system can be quantified. 

Specifically, this definition has been extensively used in the analysis of energy partition 

over land surfaces (De Ridder et al., 1997; Dirmeyer et al., 2000; Gentine et al., 2006; 

Seneviratne et al., 2010; Santanello et al., 2011; 2015; 2018) and ranges between 0 and 

1 denoting dry and freely evaporating surfaces, respectively. In this study, the EF is 

used to quantify differences among land use categories and locations with the output of 

the STM simulation. 

In summary, mixing diagrams are useful to diagnose land-atmosphere level of coupling 

during daytime as total heat and moisture fluxes can be determined within the PBL, as 

well as the surface, advection and entrainment mean contributions to the total mean 

flux using the previously defined vectors. Specifically, the positive/negative values of 
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the x (Lq) and y (Cpθ) components in 𝑣⃗𝑒𝑛𝑡 denote a moist/dry and hot/cold air influx at 

the top of the PBL (from the free atmosphere or previous residual layers). Further 

information regarding mixing diagrams and vector calculation can be consulted in 

Santanello et al. (2009, 2011, 2013). 

 

   

Figure 2.13 - Selected littoral (LI), pre-littoral (PL) and inland (IN) locations for the 

representation of mixing diagrams within the study area over the land-use category map 

defined in STM. The subscripts indicate the WRF land use dominant category of the model 

grid-point: urban (URB), crops/woodland mosaic (CRP), mixed shrubland/grassland (SHR) 

and evergreen needle-leaf forest (ENF). See Figure 2.3 for complete legend of land use 

categories. 

 

In this work, mixing diagrams were generated using both observations and simulated 

variables. However, the corresponding vectors were only calculated with the model 

output since observed surface fluxes were not available at the study area. Mixing 

diagrams were generated with WRF data over selected model grid points regarding 

distance to sea, terrain height and land use categories in order to highlight the links 

between land-atmosphere energetic exchanges and land cover (Figure 2.13). Regarding 

land use, it was selected the middle grid point of a homogeneous area of at least 25 grid 

points (about 3 km2) with the same dominating land use category according to the 

model. Besides, two periods for the calculation of vectors are selected: (1) before and 
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(2) after the arrival of an Intermediate Sea-Breeze Front (ISBF; see Section 4 in 

Chapter 4) to the given point. In the case that sea breeze winds were influenced by other 

meteorological phenomena (e.g., circulations due to the development of a storm), 

vectors were calculated before wind changes occur. Concretely, the selection of periods 

for vector calculation was conducted according to the homogeneous evolution of Lq 

and Cpθ so that two main periods of several hours could be identified and analyzed in 

detail. 

6.2. Trajectories 

In this methodology, an air parcel of height delimited by the PBLH is considered to 

represent the air mass that is displaced by the formation of the sea breeze. This air parcel 

moves forward modifying its features (e.g., temperature and humidity) according to the 

input from surface fluxes (moist and heat) and the entrainment effect as it interacts with 

the surrounding air. Hence, this approach provides the possibility to quantify surface 

contributions to moving air masses linked to the generation of convective clouds. 

To this end, the VAPOR tool is used to extract time-varying backward and forward 

trajectories from (1) the convective clouds generated over the TRB according to WRF 

hourly output files and (2) at the ISBF when the displacement toward inland occurs, 

representing the air parcels that displace within the ISBF not always associated to the 

formation of storms. Specifically, the trajectories were calculated for the first trajectory 

(1) as: 

• First, a box with a volume of at least 1x1x0.1 km was selected in a cloud and 

seeds (points) were evenly distributed within it with separations of 100 m 

horizontally and 10 m in the vertical). 

• Then, unsteady (time-varying integration of flows) backward trajectories were 

computed from each seed using horizontal (u,v) and vertical wind vectors (w). 

Forward trajectories were also calculated to visualize air parcels displacement 

after the convective cloud generation. 

• Finally, the centroid of the trajectories was selected and the corresponding series 

of points with a constant time increment Δtk =18s and a varying distance Δl was 

extracted. 

For the case of air parcels moving along with the ISBF (2), trajectories were obtained 

regarding whether late afternoon convective clouds formed due to the ISBF or not. In 



MATERIALS AND METHODS 

83 

 

the case convective clouds generated, the same procedure as for (1) was followed, 

otherwise: 

• First, a box was situated 5 km behind the ISBF extending from the surface up 

to the PBLH, 1 km toward the coastline and 1 km parallel to the frontal line (i.e., 

the dimensions of the box were 1x1xPBLH in km). 

• Analogously to the first trajectory, seeds were evenly distributed within the 

volume with separations of 100 m horizontally and 10 m vertically. 

• Then, flows were integrated forward and backward (to ensure air parcels origin 

from the sea) in time from each seed using horizontal and vertical wind vectors 

(u, v and w).                                                                                                                                                                                                                                                        

• Finally, the centroid trajectory was selected as in the first case and the 

corresponding series of points extracted to an ASCII file. 

Before the analysis, initial trajectory points were selected at 06 UTC for (1) and at the 

time the air parcel reached the coastline in the morning for (2) in order to filter out sea 

contributions. Considering the PBLH as the height of the air parcel, the final points to 

analyze were set at the time PBL breaks, i.e., a sudden PBLH decrease and/or 

convective cloud formation occurred. Afterwards, variables from the WRF hourly 

output were linearly interpolated to the trajectory points so that for a given trajectory 

point k, nearest to model grid point (i,j), and time t, between WRF output times t0 and 

t1, variable qk,t was computed, for instance, as:                                                                                                                                                                                                                                                                                                                                                                                                                                                      

𝑞𝑘,𝑡 =  (1 − 𝛥𝑡𝑊𝑅𝐹)𝑞𝑖,𝑗,𝑡0
 + 𝛥𝑡𝑊𝑅𝐹𝑞𝑖,𝑗,𝑡1

  (2.20) 

where Δt = t - t0.  Equation 2.20 was also applied to other meteorological and 

hydrological variables (e.g., E, H, PBLH and θ, among others), as well as it was used 

to estimate values in the vertical of the trajectory (i.e., at each model level) to generate 

cross-section like plots and to calculate q and θ averages within the PBL. 

Specifically, this methodology was used to quantify water vapor and heat contributions 

to the PBL, as well as the entrainment effect, similarly to the mixing diagram approach, 

but considering an air parcel of height PBLH moving along the TRB. In other words, a 

well-mixed air parcel, characterized by q and θ averages within the PBL, was 

considered so that surface heat and moisture contributions, as well as the interaction 

with the surrounding air, changed the overall properties of the air parcel during Δtk. 
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Hence, the contributions to q and θ from the surface to the air parcel over each trajectory 

point k were computed as: 

∆𝑞𝑠𝑓𝑐,𝑘 = 1000
𝐸𝑘∆𝑡𝑘

𝜌𝑃𝐵𝐿,𝑘𝑃𝐵𝐿𝐻𝑘
̅̅ ̅̅ ̅̅ ̅̅ ̅

 (2.21) 

∆𝜃𝑠𝑓𝑐,𝑘 =
𝐻𝑘∆𝑡𝑘

𝑐𝑝𝜌𝑃𝐵𝐿,𝑘𝑃𝐵𝐿𝐻𝑘
̅̅ ̅̅ ̅̅ ̅̅ ̅

 (2.22) 

where the factor 1000 in Equation 2.21 is used to convert the units to g·kg-1 to simplify 

the interpretation of the results. The entrainment was calculated as: 

∆𝑞𝑒𝑛𝑡,𝑘 =  ∆𝑞𝑃𝐵𝐿,𝑘  − ∆𝑞𝑠𝑓𝑐,𝑘 (2.23) 

∆𝜃𝑒𝑛𝑡,𝑘 =  ∆𝜃𝑃𝐵𝐿,𝑘  −  ∆𝜃𝑠𝑓𝑐,𝑘 (2.24) 

where the subscript sfc indicates variations due to surface fluxes, ent the changes 

produce by the entrainment effect, calculated as the difference between the total 

increments (ΔqPBL and ΔθPBL) and the increment caused by surface fluxes, and the 

subscript PBL indicating the average in the PBL. In Equation 2.24 differences were 

calculated in terms of energy per unit mass (i.e., CpΔθ) although Cp cancels out so that 

it is not shown for simplicity. In this approach, it is important to notice that the 

entrainment effect (mixing with the surrounding air) was not only produced at the top 

of the air parcel but also at the front and at the lateral sides as it displaces forward. The 

importance of the total contribution of surface fluxes with respect to entrainment (i.e., 

surface to entrainment ratio) for q (SRq) and θ (SRθ) can be quantified as: 

𝑆𝑅𝑞 =
∑ ∆𝑞𝑠𝑓𝑐,𝑘

𝑁𝑘
𝑘=1

∑ ∆𝑞𝑒𝑛𝑡,𝑘
𝑁𝑘
𝑘=1

 (2.25) 

𝑆𝑅𝜃 =
∑ ∆𝜃𝑠𝑓𝑐,𝑘

𝑁𝑘
𝑘=1

∑ ∆𝜃𝑒𝑛𝑡,𝑘
𝑁𝑘
𝑘=1

 (2.26) 

where Nk is the total number of trajectory points. Additionally, q and θ total 

contributions for each land use category with respect to trajectory length can be 

calculated as: 

∆𝑞𝑠𝑓𝑐,𝑐
̅̅ ̅̅ ̅̅ ̅̅ ̅ =  

∑ ∆𝑞𝑠𝑓𝑐,𝑐
𝑁𝑐
𝑐=1

∆𝐿𝑐
 (2.27) 

∆𝜃𝑠𝑓𝑐,𝑐
̅̅ ̅̅ ̅̅ ̅̅ ̅ =  

∑ ∆𝜃𝑠𝑓𝑐,𝑐
𝑁𝑐
𝑐=1

∆𝐿𝑐
 (2.28) 
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where c denotes the land use category, Nc the number of trajectory points over c, and 

ΔLc the total distance traveled by the air parcel over c, i.e.: 

 ∆𝐿𝑐  =  ∑ ∆𝑙𝑐

𝑁𝑐

𝑐=1

 (2.29) 
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CHAPTER 3 

SUMMER STORMS AND MODELING 

In this chapter, the performance of the two LSMs implemented in the WRF model is 

analyzed using high-resolution simulations over eastern Spain. First, the period under 

study is introduced, along with the summer storms identified, with special focus on the 

atmospheric conditions during the four convective precipitation events detected in the 

period 15th - 23rd July 2015. Then, the two LSMs are compared regarding the 

representation of typical meteorological variables at the surface (wind, temperature and 

relative humidity), evapotranspiration and precipitation using the two simulations of 

the extended summer season (ESS) covering the period May-October 2015. Finally, the 

output of three additional 3-km horizontal resolution simulations of the study case 

implemented with different LSMs and SL schemes is analyzed in order to further 

compare the performance of the two selected LSMs. 
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1. Summer storms episodes in eastern Spain 

1.1. May-October 2015 

Summer storms are mainly observed during the period May-October, defined here as 

the extended summer season (ESS) since these are linked to sea breeze (Millán et al., 

2015a; b), as well as other thermally driven circulations (e.g., upslope winds) over 

inland regions. Hence, the study year is selected regarding high number of precipitation 

days and accumulated precipitation observed during the ESS, and especially in summer 

(JJA). 

The number of days with precipitation and accumulated precipitation over 

Hydrographic Confederation of the Jucar (CHJ) during ESS (see methodology in 

section 4 of Chapter 2) of the period 1988-2017 (30-year reference climatological 

period) are exposed in Figure 3.1. This figure shows similar precipitation days during 

ESS along the last three decades, despite the decreasing trend, and several maxima can 

be identified, especially for JJA. Focusing on the most recent years regarding the 

greatest number of observations and climatic reports available, three maxima are 

detected in the last decade (in 2010, 2013 and 2015) when only precipitation days for 

JJA are considered (Figure 3.1a). These peak values are also detected in accumulated 

precipitation during JJA (Figure 3.1b) so that 2010, 2013 and 2015 were contemplated 

as potentially interesting periods for this study. Then, based on monthly climatological 

reports from AEMET a more accurate analysis of precipitation during summer for the 

selected years was conducted. According to these reports and focusing on the CHJ, June 

and August were considered as wet and very wet months in 2010, respectively (AEMET, 

2010a; c), whereas July was dry regarding climatological averages for the period 1981-

2010 (AEMET, 2010b). Similarly, in 2013, July and August were wet and very wet, 

respectively (AEMET, 2013b; c), whilst June was a dry month (AEMET, 2013a). In 

contrast, June and July 2015 were very wet months (AEMET, 2015a; b) and August 

was wet (AEMET, 2015c). This suggests that more and/or heavier summer storms 

occurred during 2015 with a considerable number of them concentrated in July 

(AEMET, 2015b), which additionally reduces the modeling efforts planned in this work. 

In fact, following the methodology based on Millán et al. (2005b) and presented in 

Section 4 of Chapter 2, a total of 43 days with summer storm events are detected in 

2015 over the CHJ, most of them (32) observed from June to August. The 
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characteristics of several of these episodes regarding synoptic conditions are presented 

in the following section for a more detailed analysis of the subperiod 15th to 23rd of July. 

     
                                         (a)                                                                       (b) 

Figure 3.1 – For the period 1988-2017: (a) Relative precipitation days and (b) mean 

accumulated precipitation in the CHJ for the extended summer season (ESS) according to 

Spain02 dataset. Precipitation and precipitation days for summer (JJA) and the other months 

(May, September and October) are colored in dark and light gray, respectively. 

 

Despite the identification of summer storms has been conducted within a specific area 

in eastern Spain (Figure 3.1), other regions of the Iberian Peninsula are also influenced 

by this type of events under these synoptic conditions. In fact, Spain02 total 

accumulated precipitation during the ESS in 2015 and accumulated precipitation due to 

the 43 days with summer storms occurrence highlight the importance of this 

precipitation type over eastern Spain (Figure 3.2). However, it must be noticed that a 

precipitation filter has been apply to the Spain02 data within the area selected to identify 

summer storms so that the development of summer storms generating precipitation 

outside the CHJ are not considered. This implies that the distribution of precipitation 

associated with summer storms over Spain (Figure 3.2, bottom) does not represent all 

events although it accurately remarks the main areas affected by summer storms 

regarding the synoptics yielding these events. Concretely, Figure 3.2 indicates that 

precipitation due to summer storms mainly occurs over mountain ranges where 

convergence of surface flows is observed (Millán, 2014). Moreover, summer storms 

provide considerable amounts of precipitation over the Pyrenees, the Iberian System 

and the Sub-Betic System (Figure 3.2, bottom); for example, the mountains nearest to 

the Mediterranean sea in the Iberian System within the CHJ (delimiting the upper part 

of the TRB, see Figure 2.1 in Chapter 2) show maximum accumulated precipitation 

amounts of about 300 mm due to summer storms which represent more than a 50 % of 

the total accumulated precipitation (about 500 mm) during ESS 2015 (Figure 3.2). This 

fact remarks the key role that summer storms play in the water supply over the 
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headwaters of the Mediterranean basin in eastern Spain, and especially over the TRB, 

in accordance with previous studies (Millán et al, 2005a; b; Miró e al, 2018). 

 

Figure 3.2 – Total (top) and summer storms (bottom) accumulated precipitation during the 

period May-October 2015 over Spain according to Spain02 dataset. 

 

1.2. Case study 

Several summer storm episodes over the TRB were selected to be further investigated 

regarding the precipitation amounts that these provide in general. In the following 

paragraphs, the events occurring between the 15th and 23rd of July are described 

regarding synoptic circulations, with special focus on the Iberian Peninsula, to remark 
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the peculiarities of each convective precipitation event. Two main features regarding 

large-scale circulations are considered to conduct the description of these events: the 

formation of the Iberian Thermal Low (ITL) and the presence of cold air at 500hPa, in 

accordance with Millán et al. (2005b). Particularly, most days within the period from 

the 15th to the 23rd of July 2015 were characterized by the presence of cold air in upper 

levels of the atmosphere leading to recurrent summer storms producing precipitation 

over inland and pre-littoral areas in the Valencia region. In addition, the presence of 

cold air aloft yielded generalized convective precipitation for some days that reached 

the coast as well. 

1.2.1. Event 1: 16th of July 

A ridge at upper levels extended over the Western Mediterranean at the beginning of 

the second week of July 2015 (Figure 3.3a). These synoptic conditions favor a situation 

of stability over the IP, i.e., strong insolation and the corresponding temperature 

increase at the surface, which also yielded the formation of the ITL (Figure 3.3a).The 

same atmospheric conditions prevailed the following day, leading to the formation of 

the thermal low over the IP, although the ridge was slightly displaced by a weak trough 

moving from the Atlantic Ocean toward the Mediterranean, with an associated low-

pressure system at the surface over the west coast of the United Kingdom (Figure 3.3b). 

During both the 15th and the 16th, weak synoptic conditions favor the formation of local 

thermally driven winds such as upslope winds and sea breeze that forced surface air to 

be injected to upper atmospheric levels at the convergence zones. These surface 

conditions together with the large-scale circulations, that favored the advection of cold 

air at 500hPa over the IP, led to the development of summer storms over the mountain 

ranges, mainly over the Iberian and the Sub-Betic Systems (Figure 3.4). However, the 

earlier formation of summer storms the 16th (at about 13 UTC) than the 15th (at about 

17 UTC) shown in Figure 3.4 is probably linked to the colder air mass (-12 ºC at 500hPa) 

that extended over the IP during the second day in comparison to the 15th (Figure 3.3), 

among other flow differences at surface levels. Besides, temperature differences at 

500hPa between the two days are also the main factor influencing the greater 

development of the convective systems during the 16th, yielding more abundant and 

generalized precipitation along the Spanish Mediterranean coast. During both days, 

summer storms moved toward the coast, as well as showed a displacement toward the 
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northeast as these developed in the vertical (Figure 3.4), in accordance with the 

dominating southeastern synoptic flow at 500hPa (Figure 3.3). 

 

 

                                      (a)                                       (b) 

Figure 3.3 – Synoptic conditions, i.e., geopotential height (colormap) and temperature at 

500hPa (white lines), and mean sea level pressure (black lines) for the (a) 15th of July at 15 

UTC and (b) 16th of July 2015 at 12 UTC obtained from ERA5 product. Low- and high-

pressure systems are indicated as L and H, respectively. 

 

(a) (b) 

Figure 3.4 - Meteosat cloud over images for the (a) 15th of July a 17 UTC and (b) 16th of 

July at 12 UTC. © Sat24.com/Eumetsat/Met Office 

 

1.2.2. Event 2: 18th of July 

The ridge at upper levels situated over the IP at the beginning of the second week of 

July displaced toward the Eastern Mediterranean as the trough weakened and slowly 

crossed the northern part of the IP from west to east (Figure 3.5). Concretely, the trough 

was situated over southwestern areas of the IP the 17th and reached eastern Spain the 

18th in the afternoon, so that more unstable conditions at upper atmospheric levels were 
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found over the IP than the previous days (Figure 3.5). At the surface, the Azores High 

was located at southern Atlantic Ocean and relatively high pressures extended over the 

Western Mediterranean indicating stable atmospheric conditions (Figure 3.5). Besides, 

a weak thermal low generated due to the lower insolation over southern IP during the 

17th (Figure 3.6a), although the trough at the southwest enhanced the deepening of the 

ITL at surface levels (Figure 3.5a). In contrast, the insolation over the IP during 18th 

was greater than the 17th since no clouds covered land areas enhancing the generation 

of the ITL (Figure 3.6b), further intensified by low relative instability at upper levels 

(Figure 3.5b). The absence of clouds in eastern Spain during both days favored the 

formation of dominating upslope winds and sea breeze circulations over the 

Mediterranean basins implying the injection of surface layers to upper atmospheric 

levels (Figure 3.6a). Under these synoptic conditions, the convergence of surface flows 

at the mountain ranges driven by upslope winds and sea breeze favored the formation 

of convective clouds over the Iberian System (Figure 3.5). Additionally, the relative 

unstable conditions at middle tropospheric levels enhanced the development of 

convective storms, especially the 18th of July when the cold air aloft displaced toward 

the Mediterranean coast (Figure 3.6b). The 17th main precipitation occurred outside the 

TRB boundaries with low accumulated amounts in northern areas of the TRB, whereas 

the 18th convective clouds generated over most mountain ranges of the Valencia region 

with generalized precipitation (Figure 3.6b). Convective systems moved from inland 

areas toward the coast at surface levels, whereas the upper-level synoptic flows forced 

a displacement toward northeast at 500hPa. 

 

 

                                      (a)                                       (b) 

Figure 3.5 - Same as Figure 3.3 but for the (a) 17th of July at 16 UTC and (b) 18th of July at 

17 UTC. 
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(a) (b) 

Figure 3.6 - Meteosat cloud cover images for the (a) 17th of July a 14 UTC and (b) 18th of 

July at 17 UTC. © Sat24.com/Eumetsat/Met Office 

 

1.2.3. Event 3: 21st of July 

In the middle and upper levels of the atmosphere, the trough displaced further east the 

19th, it narrowed the 20th and then detached from the general flow the 21st so that a pool 

of cold air aloft remained over the eastern coast of Italy (Figure 3.7). These synoptic 

dynamics favored the formation of a ridge over the IP in the period between the 19th 

and 21st although cold air at 500hPa remained over eastern Spain (Figure 3.7). At the 

surface, relative high pressures extended from the Atlantic Ocean to Central Europe 

indicating stable atmospheric conditions which favored the formation of the ITL during 

this period (Figure 3.7), as well as the formation of sea breeze along the Mediterranean 

coast, especially the 20th and 21st. 

Concretely, morning clouds were observed during the 19th reducing insolation over the 

Spanish Mediterranean coast and leading to the later (at about 17 UTC) formation of a 

less intense sea breeze than previous days (Figure 3.8a), although the thermal low 

formed over the IP (Figure 3.7a). Sea breeze circulations advected moist marine air 

toward inland areas throughout the valleys that were injected to upper atmospheric 

levels at the convergence zones and yield the formation of localized summer storms 

(Figure 3.8a). Convective clouds showed the usual displacement from inland to the 

coast at the surface, whilst it moved toward the east at 500hPa regarding synoptic flows 

(Figure 3.7a). The 20th, the absence of clouds facilitated the earlier formation of the ITL 

and thermally driven winds (upslope winds and sea breeze), as well as the pool of cold 

air aloft further extended over the IP (Figure 3.7b). This situation led to localized 

convective initiation over the Iberian and Sub-Betic Systems at about 14 UTC (Figure 
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3.8b). However, convective systems were short-lived and showed no displacement 

toward coastal areas (Figure 3.8b) linked to the weak or absent upper-level synoptic 

flows (Figure 3.7b). In contrast, the ridge weakened the 21st which produced slightly 

greater unstable atmospheric conditions over the IP with northeasterly winds at 500hPa 

(Figure 3.7c). As for the previous days, clear sky conditions dominated (Figure 3.8c) 

so that the ITL formed along with local thermally driven winds enhancing the 

convergence of surface flows at the mountain ranges (Figure 3.7c). These atmospheric 

dynamics led to the formation of summer storms over the Iberian System and the 

Pyrenees in easter Spain (Figure 3.8c). Besides, storms development was intensified by 

the presence of cold air aloft which produced generalized precipitation over the upper 

part of the TRB (Figure 3.7c). 

 

 

                                      (a)                                       (b) 

 

                                      (c) 

Figure 3.7 – Same as Figure 3.3 but for the (a) 19th of July at 17 UTC, (b) 20th of July at 13 

UTC and (c) 21st of July at 13 UTC. 
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(a) (b) 

 (c)  

Figure 3.8 - Meteosat cloud cover images for the (a) 19th of July at 17 UTC, (b) 20th of July 

at 14 UTC and (c) 21st of July at 13 UTC. © Sat24.com/Eumetsat/Met Office 

 

1.2.4. Event 4: 22nd of July 

In general, the same atmospheric conditions during the period between the 19th and 21st 

of July 2015 were observed the following two days (the 22nd and 23rd) with high 

pressures covering a large area from the Atlantic Ocean to Central Europe favoring the 

formation of the thermal low over the IP (Figure 3.9), as well as upslope winds sea 

breeze. However, the ridge further weakened the 22nd so that cooler air in the upper 

atmosphere (less than -8 ºC at 500hPa) covered the IP generating relatively unstable 

conditions (Figure 3.9). This fact, along with the convergence of surface flows at 

mountain ranges led to the formation, development and triggering of summer storms 

localized over the Iberian and Sub-Betic Systems in eastern Spain (Figure 3.10a). These 

convective systems presented a wide circular anvil, indicating the weak upper-level 

synoptic flows, and displaced toward coastal areas along the valleys producing 

generalized precipitation, especially in the Valencia region (Figure 3.10a). The 

following day, instability at upper atmospheric levels decreased, although cold air was 
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still present at 500hPa, and clear-sky conditions yielded the formation of the ITL and 

local thermally driven circulations at the surface (Figure 3.9b). Hence, analogously to 

the 22nd, the injection of surface air to upper atmospheric levels at the convergence 

zones led to the generation of summer storms over the Iberian and Sub-Betic Systems 

(Figure 3.10b). In this case, summer storms were short-lived and localized with respect 

to those originated the 22nd regarding the more stable atmospheric conditions (Figure 

3.9b). However, it must be noticed that initial wet atmospheric conditions and enhanced 

moisture fluxes at the surface may have had further influenced the generation of 

summer storms during the 23rd, considering the generalized precipitation occurred the 

previous day over the Valencia region. 

 

 

          (a)        (b) 

Figure 3.9 - Same as Figure 3.2 but for the (a) 22nd of July at 15 UTC and (b) 23rd of July at 

12 UTC. 

 

 (a) (b) 

Figure 3.10 - Meteosat cloud cover images for the (a) 22nd of July a 15 UTC and (b) 23rd of 

July at 15 UTC. © Sat24.com/Eumetsat/Met Office 
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2. ESS simulations 

The WRF model was used to reproduce the atmospheric conditions over the Valencia 

region during the period May-October 2015 exposed in the previous section with two 

different parametrizations of surface processes defined as ESS-PX and ESS-NoahMP 

(see section 5 in chapter 2). The quality of these two high-resolution (1 km) simulations 

was evaluated in this section regarding hydrometeorological variables that play a key 

role in the generation of summer storms along the Mediterranean coast. The two ESS 

simulations were initially evaluated against observations from different sources such in 

situ measurements (CEAM, XVVCCA and GNSS networks), satellite observations 

(MODIS and CMORPH) and model estimates (HYDROBAL) over the Valencia region 

(see Chapter 2). 

2.1. Statistical analysis 

Initially, the performance of the two WRF simulations was assessed throughout the 

calculation of statistical scores and uncertainties following the methodology introduced 

in section 5 of Chapter 2. In general, the IOA scores obtained for the study period 

indicate that variations of temperature and relative humidity at 2 m above ground were 

accurately represented in both simulations (IOA scores greater than 0.75) although 

RMSE and MBE values denote slightly greater inconsistencies for the ESS-NoahMP 

regarding temperature (Table 3.1). In addition, MBE denotes a low warm bias for ESS-

PX in contrast with the cold bias obtained for ESS-NoahMP (temperature difference of 

1 ºC between simulations), whereas relative humidity was slightly underestimated in 

both runs (negative MBE) as shown in Table 3.1. Besides, the RMSE of 19 % indicates 

that humidity values presented greater discrepancies with respect to observations in the 

two simulations (Table 3.1). Overall, these statistical scores indicate that the difference 

in the surface fluxes parametrization between the LSMs leaded to an overall air 

overheating in ESS-PX, whilst the contrary effect occurred in ESS-NoahMP, despite 

the generally well-reproduced atmospheric conditions (temperature and humidity) near 

the surface. Oppositely, the statistical scores for the wind vector are considerably lower 

than those obtained for the other two variables denoting a less accurate modeling of air 

flow variations at 10 m above ground (Table 3.1). Nevertheless, wind vector IOA values 

are about 0.60 with similar discrepancies regarding observations since both simulations 

generated more intense winds (MBEs of about 1 ms-1) and present RMSE and RMSEV 

of about 2 ms-1 and 3 ms-1, respectively, on average (Table 3.1). Overall, these values 
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indicate that wind speeds were slightly overestimated, i.e., stronger atmospheric 

dynamics at the surface than observed. 

 

Table 3.1 - Statistical scores (IOA, RMSE, RMSEV and MBE) for ESS-NoahMP and ESS-

PX using all data available from meteorological stations during all period (All) and days with 

summer storms (Stm). 

 Wind (ms-1) Temp. (ºC) RH (%) 

 SIM IOA RMSE MBE RMSEV IOA RMSE MBE IOA RMSE MBE 

A
ll

 ESS-NoahMP 0.59 2.4 0.9 3.2 0.92 3.2 -0.7 0.77 19 -1 

ESS-PX 0.60 2.3 0.8 3.1 0.92 3.0 0.5 0.76 19 -2 

S
tm

 ESS-NoahMP 0.55 2.3 1.0 3.2 0.90 3.2 -0.6 0.74 19 -1 

ESS-PX 0.57 2.2 1.0 3.1 0.90 3.0 0.4 0.73 20 -4 

 

An accurate parametrization of surface fluxes is crucial to reproduce summer storms 

since these are usually linked to weak synoptic conditions. Hence, the same statistics 

were calculated for the identified days with summer storm occurrence during the 

simulated period. These statistical scores indicate that both simulations presented 

slightly greater difficulties in reproducing temperature, humidity and wind variations 

according to the obtained IOA values (Table 3.1). However, temperature variations 

were still accurately represented with IOA values of 0.90, as well as humidity showing 

IOA scores greater than 0.70 (Table 3.1). Wind variations were less accurately 

reproduced in the model regarding the IOA scores below 0.60 in this case, although 

errors (RMSE, RMSEV and MBE) show a very low increase, this occurs for temperature 

and humidity as well (Table 3.1). Wind statistics obtained for days with summer storms 

show that both simulations overestimated wind intensities about 1 ms-1, which denotes 

more intense sea breeze flows along the coast of the Valencia region regarding the sea 

breeze dominating conditions. This fact may lead to the corresponding overdrawn 

injection of moist air to upper levels of the atmosphere at the convergence zones 

influencing summer storm triggering and precipitation intensity. However, other factors 

such as the dry biases obtained for both configurations indicate an overall 

underestimation of humidity that may reduce condensation at convergence zones (less 

water vapor advected toward inland areas). Besides, errors of in situ measurements (e.g., 

3-5 %, 0.5 ºC and 0.5 ms-1 for humidity, temperature and wind speed, respectively) must 
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be also considered so that model estimates could be even greater or lower than observed 

values. 

2.2. Precipitation 

Summer storms were mainly detected during summer months (June-August) for the 

ESS in 2015, as indicated in Section 1 of this chapter, so that CMORPH satellite product 

(considering precipitation over land and sea) and Spain02 dataset (considering only 

precipitation over land) were used to conduct an initial evaluation of the monthly mean 

distribution of precipitation in the WRF model within the VR domain (see Figure 2.11 

in Chapter 2). At a first glance, ESS-NoahMP significantly underestimates total 

monthly precipitation during July and September in comparison to CMORPH and 

Spain02 (Figure 3.11a; b), more than a 50 % over land. In contrast, ESS-PX shows a 

more accurate representation of monthly mean precipitation over the VR domain in 

general, except for October when it abruptly overestimates mean precipitation. In 

addition, discrepancies between ESS-NoahMP and CMORPH remain when only days 

with summer storm occurrence were considered (Figure 3.11c), whereas monthly 

precipitation associated with summer storms is more accurately captured during 

September in the comparison with Spain02 (Figure 3.11d). In contrast, model 

inconsistencies during August increase for summer storms precipitation, whereas they 

decrease during October due to the low precipitation contribution of summer storms 

during this month (Figure 3.11c; d). Besides, it can be noticed that summer storms 

contribution represents an important part of the total accumulated precipitation during 

July (almost 100 %) despite the very low precipitation amounts, which remarks the 

slightly more accurate representation of monthly precipitation in the ESS-PX compared 

to the ESS-NoahMP over the VR domain. 
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                                          (a)                                                                    (b) 

     
                                          (c)                                                                    (d) 

Figure 3.11 - Spatially averaged monthly precipitation over domain VR (see Figure 2.11 in 

Chapter 2) from ESS-NoahMP (in blue), ESS-PX (in red), and (a,c) CMORPH (in light gray) 

and (b,d) Spain02 (in dark gray) during the period 21st of May to 31st of October considering 

(a,b) all days and (c,d) days with summer storms. 

 

Apart from temporal distribution of precipitation associated with summer storm events, 

the Spain02 dataset (the product with higher spatial resolution) denotes a specific area 

within the VR domain where summer storm precipitation dominates in comparison to 

other areas (Figure 3.12a). According to this product, an area where summer storms 

provide important amounts of precipitation can be defined so that the model 

performance can be evaluated in detail. This is conducted by setting a threshold of 5 

mm·day-1 for the days with summer storm occurrence so that the area denoted by the 

black line in Figure 3.12a is obtained. In general, the calculation of the probability 

density function (PDF) within this area indicates that both simulations tend to 

overestimate precipitation intensity (Figure 3.12b). Concretely, the number of summer 

storms reproduced in the model with intensities less than 30 mm·day-1 is lower than 

those in Spain02, whilst the contrary occurs for the number of summer storms with 

intensities greater than this value (Figure 3.12b). Besides, ESS-NoahMP produced 

slightly heavier summer storm events than Spain02 and ESS-PX, reaching intensities 

up to 80 mm·day-1 (Figure 3.12b). 



SUMMER STORMS AND MODELING 

103 

 

                                           (a)                                                                    (b) 

Figure 3.12 - (a) Spain02 total accumulated precipitation over land for the days with summer 

storm events within the period 21st of May to 31st of October 2015 in the Valencia region. 

The Spain02 grid points with the heaviest summer storms (mean intensity greater than 

5 mm·day-1) are indicated by the black line. (b) The corresponding probability density 

functions (PDFs) for Spain02 (in black) ESS-NoahMP (in blue) and ESS-PX (in red) within 

the area highlighted in (a). 

 

Despite the slight differences between the two simulations highlighted previously, 

maximum accumulated values associated with summer storms within the period 

May-October 2015 within the highlighted area in Figure 3.12a are significantly 

overestimated regarding Spain02 accumulated precipitation. Specifically, accumulated 

precipitation reaches up to 551 mm in ESS-PX and 472 mm in ESS-NoahMP compared 

to the 324 mm observed in Spain02. Despite the influence of rain gauge measurements 

interpolation on the reduction of the observed precipitation maxima (Quintana-Seguí et 

al., 2017), as well as spatial resolution differences, ESS-PX local precipitation maxima 

indicate an important inconsistency regarding the simulation of summer storm events. 

In addition, both WRF simulations denote considerable accumulated precipitation 

amounts over large areas in the northern part of the domain which are not depicted in 

Spain02 further increasing precipitation excess, i.e., leading to precipitation 

accumulated averages over the VR domain of 148 mm and 176 mm for ESS-NoahMP 

and ESS-PX (reprojected to Spain02 5-km grid), respectively, in contrast with the 89 

mm obtained for Spain02. 
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These significant differences in precipitation between the two simulations remark the 

important role that the parametrization of surface processes play in the generation of 

summer storms in the Valencia region, as well as the need to further investigate the 

surface impact on the formation of these convective systems. 

2.3. Evapotranspiration 

The comparison of ESS-NoahMP and ESS-PX simulations regarding moisture fluxes 

at the surface with MOD16A2 estimates over the study area, covering the period 

between the 26th of May and the 25th of October, provide valuable information about 

WRF representation of E. On one hand, spatial averages of E within the study area 

indicate that both simulations reproduced correctly mean moisture fluxes, with values 

of 1.4 mm·day-1 for ESS-NoahMP and 1.2 mm·day-1 for ESS-PX, in comparison to the 

1.2 mm·day-1 obtained from MODIS. However, important differences can be noticed 

with respect to the spatial distribution of E. According to Figure 3.13, MOD16A2 

indicates that greatest water vapor contribution to the atmosphere occurred near the 

coast, especially in the Albufera of Valencia reaching values of E up to 4.4 mm/day. 

Oppositely, both simulations generated greatest moisture fluxes over northern inland 

areas with maximum E values of 1.8 and 2.8 mm·day-1 for ESS-NoahMP and ESS-PX, 

respectively, in contrast with the range 1.5-2.0 mm observed in MOD16A2 (Figure 

3.13). This fact is mainly related to the land use distribution within the study area based 

on USGS land cover dataset (see Figure 2.3 in Chapter 2), e.g., the Albufera of Valencia 

was considered as forest or croplands, whilst it mainly consists of rice fields which 

provide important amounts of water vapor to the atmosphere (Figure 3.13). Another 

significant difference between modeled surface moisture fluxes and MOD16A2 

estimates is observed over the city of Valencia and its metropolitan area, which was not 

accurately represented in the WRF model, i.e., the model represented a smaller urban 

area. This induced inconsistencies in the representation of E values near the coast, i.e., 

moisture fluxes at the surface were overestimated in both simulations over the city of 

Valencia (Figure 3.13). In addition, an important difference between the two 

simulations arose from the fact that PX LSM considered a non-zero water vapor 

contribution from urban areas in contrast to the zero-contribution hardcoded in the 

Noah-MP LSM for this land use category, leading to differences regarding minimum 

moisture fluxes (0.6 mm·day-1 for ESS-PX). Besides, the ESS-PX simulation showed 

important moisture fluxes in the northernmost part of the study area around the 
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Javalambre mountains (see Figure 2.1 in Chapter 2), where this simulation also showed 

greater accumulated precipitation associated with summer storms compared to ESS-

NoahMP, as commented in the previous subsection. 

 

                                 (a)                                                   (b)                                             (c) 

Figure 3.13 - Daily temporal average of the period 26/05/2015 - 25/10/2015 obtained for (a) 

MOD16A2, (b) ESS-NoahMP and (c) ESS-PX. 

 

On the other hand, the analysis of the temporal evolution of E (8-day composite) over 

the study area showed similar variations for both simulations, in the range 0.7-2.3 

mm·day-1, although these are generally greater than MOD16A2 estimates, from 1.0 to 

1.6 mm·day-1 (Figure 3.14). Besides, on average, both simulations present a RMSE of 

0.5 mm·day-1, as well as MBE values are close to zero (-0.1 and 0.2 mm·day-1 for ESS-

NoahMP and ESS-PX, respectively). However, E temporal variations regarding 8-day 

averages were more abrupt for ESS-PX in comparison with the ESS-NoahMP regarding 

standard deviations (Figure 3.14). Greatest discrepancies were found during the period 

from the 19th of June to the 5th of July with biases between 0.7 and 1.0 mm·day-1 

between the two simulations and MOD16A2, as well as the 14th of August with an 

overestimated peak value of 2.3 mm·day-1 in ESS-PX. Also, the last month of the study 

period (October) ESS-PX overestimated E (up to 0.6 mm·day-1), whereas ESS-

NoahMP estimates were below observed values (between -0.5 and -0.6 mm·day-1) 

according to Figure 3.14. 
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Figure 3.14 - Temporal evolution of E spatial averages over the study area for MODIS (black 

line), ESS-NoahMP (blue line) and ESS-PX (red line). The temporal standard deviation with 

respect to the 8-day averages are denoted by the blue and red dashed line for ESS-NoahMP 

and ESS-PX, respectively. 

 

These results indicate that the WRF model with the two considered LSMs presented a 

tendency to punctually overestimate E regarding spatial averages within the study area. 

These inconsistencies are in agreement with the generally overestimated precipitation 

obtained in the previous analysis (see Section 2.2 of this chapter). Thus, regarding the 

dependence of surface moisture fluxes on soil moisture (with precipitation the main 

source of water) in the study area, E inconsistencies between MOD16A2 and both 

simulations were mainly related to precipitation temporal and spatial discrepancies. 

Analogously, the temporal evolution of modeled E from the two simulations was 

compared to HYDROBAL estimates over the specific field plots implemented along 

the study area using the corresponding modeled parameters from WRF as input for the 

HYDROBAL model (see section 5 of Chapter 2) so that precipitation inconsistencies 

were not considered in the comparison. In this context, statistical scores indicate that 

ESS-PX represented more accurately E variations (greater IOA scores) over VMFP than 

ESS-NoahMP, whereas the opposite was obtained at the inland site ARFP, although ESS-

PX also captured E variations accurately at this site (Table 3.2). However, RMSE and 

MBE scores show greater inconsistencies at ARFP with values ranging from 0.9-1.2 

mm·day-1 and 0.6-0.9 mm·day-1 (overestimate), respectively, whereas MBE values are 

slightly lower over VMPF, 0.4-0.5 mm·day-1 (Table 3.2). Overall, both simulations 

captured E variations accurately with a slight difference over the site located near the 

coast where the ESS-PX showed a better performance. 
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Table 3.2 - Statistical scores (IOA, RMSE and MBE) for E (in mm·day-1) at the two 

locations (ARFP, and VMFP) for ESS-NoahMP and ESS-PX using HYDROBAL-NoahMP 

and HYDROBAL-PX as the corresponding references, respectively. 

 ARFP VMFP 

SIM IOA RMSE MBE IOA RMSE MBE 

ESS-NoahMP 0.78 0.9 0.6 0.63 0.8 0.5 

ESS-PX 0.76 1.2 0.9 0.76 0.8 0.4 

 

Despite the generally well-represented E evolution over the instrumented sites, time 

series of E over VMPF and ARPF show that the ESS-NoahMP overestimated moisture 

fluxes at the surface the first half of the study period (from the 25th of May to 9th of 

August), although peak values were well-captured (Figure 3.14). Besides, the last half 

of the period ESS-NoahMP simulated values were similar to HYDROBAL-NoahMP 

estimates at VMPF, although E was underestimated the last two weeks of October at 

both sites (Figure 3.15). Similarly, ESS-PX overestimated moisture fluxes with a strong 

sensibility to precipitation although it generally captured accurately the occurrence of 

peak values and the following decrease in E compared to HYDROBAL-PX estimates 

(Figure 3.16). The strong E variations due to precipitation leaded to punctual 

overestimated moisture fluxes up to 4 mm·day-1, even the days with light precipitation 

such as the 31st of July at VMPF (Figure 3.16). These results are probably related to PX 

LSM superficial soil layer of 1 cm, as well as its more realistic soil depth (1 m) in 

contrast to Noah-MP (more complex LSM) soil depths of 2 m (see Table 2.1 in Chapter 

2), regarding the sites considered. 

Overall, both LSMs present a tendency to overestimate surface moisture fluxes, 

especially over inland areas, although ESS-NoahMP simulated more accurately E 

variations and maxima over the inland site where simulated precipitation events were 

more intense as well. Instead, ESS-PX tends to overestimate peak moisture fluxes due 

to precipitation with a better representation of E evolution at VMFP than ESS-NoahMP. 
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(a) 

 
(b) 

Figure 3.15 - Temporal evolution of E obtained from HYDROBAL-NoahMP (black line) 

and ESS-NoahMP (red line), together with simulated precipitation in ESS-NoahMP (bar 

chart), at (a) VMPF and (b) ARFP. 

 

 
(a) 

 
(b) 

Figure 3.16 - Same as Figure 3.15 but for HYDROBAL-PX and ESS-PX. 
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3. Comparative analysis 

Following the general analysis of ESS simulations, the three simulations of the case 

study covering the period from the 15th to 23rd of July 2015 (see Section 1 of this chapter) 

at a horizontal resolution of 3 km was conducted with special focus over the TRB 

domain (see Figure 2.12 in Chapter 2). Similarly to the previous section, the outputs 

from the simulations (PX-PX, PX-NoahMP and MM5-NoahMP) were compared to 

observations, focusing on in-situ measurements and precipitation from CMORPH. In 

this analysis, Spain02 product is not used since it is mainly intended to conduct 

climatological studies (Peral et al., 2017). This comparison facilitated the performance 

assessment of the WRF model with the different implemented parametrizations, as well 

as the selection of the most accurate representation of the summer storms episode for a 

next high-resolution simulation (see Section 3 in Chapter 4). It must be noticed that the 

SL scheme implemented together with the Noah-MP LSM in WRF only performs the 

calculation of exchange coefficients over water body categories (see Table 2.1 in 

Chapter 2) so that main differences between MM5-NoahMP and PX-NoahMP were 

generated due to SL schemes energetic exchanges between sea (and lakes) and the 

atmosphere. The comparison between these two configurations allows to analyze the 

accuracy of the SL parametrization in coupling with the Noah-MP LSM over water 

bodies and its influence in the model performance. 

3.1. Statistical analysis 

Overall, the statistical analysis with all observations available from CEAM, IVIA-SIAR 

and XVVCCA networks described in Section 3.3 of Chapter 2 and within the domain 

for the STM simulation (see Figure 2.12 in Chapter 2) at a horizontal resolution of 3 

km indicate generally low differences among the three simulations according to 

statistical scores shown in Table 3.3. The three simulations present good IOA scores for 

temperature and relative humidity at 2 m above ground (greater than 0.90 and 0.80, 

respectively), with slightly greater values obtained in the PX-PX (Table 3.3).  This is 

also observed when data is evaluated separately for daytime (05-19 UTC) and nighttime 

(19-05 UTC), as well as for the analysis regarding the location of meteorological 

stations (littoral, pre-littoral or inland), especially for 2-m temperature with IOA values 

up to 0.96 over pre-littoral areas (Table 3.3). However, main inconsistencies in 

reproducing relative humidity and temperature variations at 2 m above ground were 

obtained during nighttime showing the lowest values, especially for the simulations 
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using the Noah-MP LSM. In fact, this parametrization of surface processes presents 

IOA values below 0.80 for 2-m temperature and 0.70 for 2-m relative humidity (Table 

3.3). Despite these differences in the representation of 2-m temperature variations, all 

simulations present similar values of RMSE and MBE ranging between 1.7 and 3.0 ºC, 

and between -1.0 and 1.0 ºC, respectively (Table 3.3). Maximum RMSE values 

(ranging from 2.5 to 3.0 ºC) are obtained over inland stations, and greatest MBEs of 

about 1 ºC (warm bias) are obtained over pre-littoral stations at nighttime, in contrast 

with MBEs of -1 ºC (cold bias) occurring over inland stations during daytime, only for 

Noah-MP simulations (Table 3.3). Analogously, relative humidity variations show the 

same behavior with RMSE values in the 10-16 % range and a generally dry bias (mainly 

negative MBE values) ranging from -8 % to 2 % as indicated in Table 3.3. In general, 

temperature and relative humidity were more accurately reproduced over the TRB when 

the PX-PX configuration was implemented in the WRF model, whilst the other two 

parametrizations with the Noah-MP LSM showed the same inconsistencies with respect 

to observations. 

Oppositely, wind variations were better reproduced in the MM5-NoahMP simulation in 

general, except for littoral stations in which the configuration PX-NoahMP shows 

slightly greater IOA scores and lower errors than the other two parametrizations (Table 

3.3). However, IOA values are generally lower than those obtained for 2-m temperature 

and relative humidity (below 0.70), except for littoral and pre-littoral stations during 

daytime (05-19 UTC), in the latter group of stations exceeding IOAs of 0.80 (Table 3.3). 

In contrast, nighttime IOA values are about 0.50 which indicates the lower accuracy of 

all simulations in capturing wind features between 19 and 05 UTC (Table 3.3). 

Although the low differences among the scores obtained for wind in the three 

simulations, these indicate that wind features were more accurately reproduced when 

the Noah-MP LSM was implemented in WRF, especially when it was used along with 

the MM5 SL (this is not observed for 2-m temperature and relative humidity). 
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Table 3.3 - Statistical scores Index Of Agreement (IOA), Root Mean Squared Error (RMSE), Mean Bias Error (MBE) 

and Root-Mean-Squared Vector Wind Difference Error (RMSEV) computed using N number of values within the 

study area. Calculations were carried out using all data available but also regarding stations’ location (inland, pre-

littoral or littoral) and Day (from 05 UTC to 19 UTC) or Night (from 19 UTC to 05 UTC of the following day). The 

best statistical scores among simulations (PX-PX, PX-NoahMP and MM5-NoahMP) are highlighted in bold numbers. 

     
Wind (ms-1) Temp. (ºC) RH (%) 

IOA RMSE MBE RMSEV N IOA RMSE MBE N IOA RMSE MBE N 

M
M

5
-N

o
a

h
M

P
 

A
ll

 

All 0.67 1.9 1.1 2.5 3653 0.90 2.6 -0.1 4219 0.83 14 -3 4461 

Day 0.69 1.8 1.1 2.4 2014 0.84 2.9 -0.9 2326 0.82 13 -3 2482 

Night 0.56 2.2 1.2 2.6 1639 0.78 2.5 -0.3 1893 0.68 16 -1 1979 

In
la

n
d
 All 0.61 2.0 1.0 2.7 2538 0.88 2.8 -0.9 3108 0.81 15 -1 3358 

Day 0.65 1.9 1.1 2.6 1473 0.81 3.0 -1.0 1713 0.81 13 -3 1869 

Night 0.53 2.2 0.9 2.8 1065 0.76 2.7 -0.7 1395 0.69 16 1 1489 

P
re

-l
it

to
ra

l 

All 0.81 1.3 0.7 1.9 533 0.95 2.1 0.2 561 0.84 15 -5 561 

Day 0.85 1.1 0.5 1.7 303 0.94 2.1 -0.5 307 0.78 14 -2 307 

Night 0.58 1.5 1.0 2.1 254 0.85 2.1 1.0 230 0.70 16 -7 254 

L
it

to
ra

l All 0.73 1.5 1.1 2.1 1035 0.92 1.8 -0.2 1415 0.82 11 2 1395 

Day 0.74 1.5 1.1 2.1 595 0.83 1.9 -0.2 780 0.76 11 1 780 

Night 0.50 1.5 1.0 2.0 440 0.79 1.7 -0.3 635 0.66 12 5 614 

P
X

-N
o

a
h

M
P

 

A
ll

 

All 0.66 2.0 1.1 2.5 3653 0.90 2.7 -0.6 4219 0.83 15 -3 4461 

Day 0.69 1.8 1.1 2.4 2014 0.84 2.9 -0.9 2326 0.82 13 -3 2482 

Night 0.55 2.2 1.1 2.6 1639 0.78 2.6 -0.3 1893 0.67 16 -2 1979 

In
la

n
d
 All 0.61 2.1 2.2 2.6 2538 0.88 2.8 -0.9 3108 0.81 15 -2 3358 

Day 0.65 2.0 2.2 2.6 1473 0.81 3.0 -1.0 1713 0.81 13 -3 1869 

Night 0.52 2.2 0.7 2.7 1065 0.76 2.7 -0.7 1395 0.69 16 1 1489 

P
re

-l
it

to
ra

l 

All 0.81 1.4 0.8 2.0 533 0.96 2.1 0.2 561 0.84 15 -5 561 

Day 0.83 1.2 0.6 1.9 303 0.94 2.1 -0.5 307 0.79 13 -2 307 

Night 0.60 1.5 1.1 2.1 230 0.86 2.1 1.0 254 0.70 16 -8 254 

L
it

to
ra

l All 0.77 1.4 0.9 1.9 1035 0.92 1.8 -0.3 1415 0.83 11 2 1394 

Day 0.76 1.5 1.0 2.0 595 0.83 1.9 -0.2 780 0.76 10 1 780 

Night 0.53 1.3 0.6 1.7 440 0.78 1.7 -0.4 635 0.69 12 5 614 

P
X

-P
X

 

A
ll

 

All 0.65 2.1 1.2 2.6 3653 0.91 2.7 -0.3 4219 0.84 14 -3 4461 

Day 0.69 2.0 1.2 2.6 2014 0.85 3.0 -0.4 2326 0.82 14 -4 2482 

Night 0.52 2.3 1.1 2.7 1639 0.82 2.4 -0.1 1893 0.73 15 -2 1979 

In
la

n
d
 All 0.60 2.2 1.1 2.8 2538 0.89 2.8 -0.4 3108 0.82 15 -3 3358 

Day 0.64 2.1 1.2 2.8 1473 0.82 3.0 -0.5 1713 0.80 14 -5 1869 

Night 0.48 2.4 0.9 2.9 1065 0.79 2.5 -0.4 1395 0.74 15 -1 1489 

P
re

-l
it

to
ra

l 

All 0.81 1.4 0.9 2.0 533 0.96 2.1 0.4 561 0.87 14 -3 561 

Day 0.83 1.3 0.7 1.9 303 0.95 1.9 -0.2 307 0.85 12 -1 307 

Night 0.63 1.6 1.1 2.1 230 0.85 2.2 1.1 254 0.72 16 -6 254 

L
it

to
ra

l All 0.73 1.6 1.1 2.1 1035 0.92 1.8 0.1 1415 0.85 10 1 1394 

Day 0.72 1.8 1.3 2.2 595 0.84 2.0 0.2 780 0.79 10 -1 780 

Night 0.55 1.4 0.8 1.9 440 0.81 1.7 -0.1 635 0.72 10 4 614 
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Table 3.4 - Statistical scores for TPW (in cm) with highest scores highlighted in bold. 

SIM 
All Day Night 

IOA RMSE MBE IOA RMSE MBE IOA RMSE MBE 

MM5-NoahMP 0.78 0.6 0.1 0.78 0.6 0.1 0.77 0.7 0.2 

PX-NoahMP 0.77 0.6 0.1 0.78 0.6 0.1 0.77 0.7 0.1 

PX-PX 0.75 0.6 0.2 0.76 0.6 0.1 0.75 0.7 0.2 

 

In a similar manner to temperature and relative humidity variations exposed previously, 

the differences between the SL schemes implemented with the Noah-MP LSM show no 

differences in the statistical analysis for the TPW with all observations available from 

the GNSS network (Table 3.4). However, differences are noticed in the IOA values for 

the PX-PX simulation showing a slightly less accurate representation of TPW average 

variations with respect to the other two simulations, despite the generally high IOA 

values greater than 0.75 (Table 3.4). These values contrast with the generally better 

representation of relative humidity at 2 m above ground for PX-PX obtained in the 

analysis with meteorological stations suggesting slightly greater humidity 

inconsistencies at upper atmospheric levels for the PX LSM configuration than for 

those using the Noah-MP LSM. Besides, it must be noticed that the integrated water 

vapor is independent of temperature whereas the relative humidity presents a 

dependence on temperature which may lead to a better representation of this variable 

regarding the very good modeled 2-m temperature in the PX-PX parametrization (Table 

3.3), and the corresponding less accurate representation of water vapor amounts in the 

atmosphere than the Noah-MP LSM simulations. 

The differences between the two simulations implemented with the Noah-MP LSM are 

very low, e.g., IOA of 0.77 and 0.78 for PX-NoahMP and MM5-NaohMP. However, 

the amount of water vapor in the atmospheric column is crucial in the generation of 

precipitation so that slight differences in TPW representation can be determinant in the 

occurrence and/or intensity of a summer storm. 

3.2. Precipitation 

Daily precipitation is evaluated for the period from the 15th to the 23rd of July 2015 over 

the STM domain (see Figure 2.12 in Chapter 2), as conducted in the previous statistical 

analyses, using CMORPH satellite product as reference precipitation. At a first glance, 

the summer storm event with low mean daily precipitation within the STM domain 

occurred the 15th is not represented in any of the three simulations (Figure 3.17). 
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Similarly, convective precipitation in the TRB occurring the 20th is only reproduced in 

the MM5-NoahMP simulation with an overestimation of mean precipitation, whilst the 

other parametrizations using the PX SL produce no precipitation over the domain 

(Figure 3.17). The following day, the 21st of July, CMORPH indicates mean 

precipitation values exceeding 2 mm·day-1, whereas WRF simulations show low mean 

precipitation (less than 0.3 mm·day-1), especially simulations implemented with the PX 

SL scheme (Figure 3.17). 

 
 

 

Figure 3.17 - CMORPH (gray), MM5-NoahMP (blue), PX-NoahMP (red) and PX-PX 

(yellow) daily precipitation spatially averaged over the STM domain (Figure 2.12), along 

with the corresponding cumulative sum (dashed lines). 

 

Oppositely, the rest of days WRF simulations reproduce mean precipitation at a daily 

scale although significant differences among simulations, as well as model 

inconsistencies, are detected. First, overall mean precipitation is considerably 

overestimated (up to 4 mm·day-1 the 22nd) for the PX-PX simulation whereas the ones 

implemented with the Noah-MP LSM present closer values to CMORPH, especially 

MM5-NoahMP (Figure 3.17). The other days, MM5-NoahMP shows the most accurate 

representation of simulated precipitation with respect to the other two simulations using 

the PX SL scheme, although it tends to overestimate mean precipitation within the STM 

domain up to 1 mm·day-1 the 17th of July (Figure 3.17). In fact, mean precipitation is 

overestimated in WRF simulations except for the 18th, as well as the previously 

commented situation on the 21st. The well-simulated mean precipitation on the 18th of 

July may be linked to a relatively stronger synoptic circulations than the other studied 

events (see Section 1.2 of this chapter), i.e., the WRF model reproduces accurately 

synoptic conditions so that precipitation events influenced by large-scale circulations 
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tend to be well-captured. The ability of the WRF model in reproducing large-scale 

circulations in the Mediterranean region is also associated with the accuracy of the 

ERA5 product, used in the initialization and boundary update of the outermost domain 

(see Section 5.1 in Chapter 2), in reproducing the state of the atmosphere at large scales 

(Gevorgyan, 2018; Dunzenli et al., 2021; Molina et al., 2021). 

Regarding the total accumulated mean precipitation in the STM domain, the MM5-

NoahMP parametrization captured precipitation amounts accurately compared to 

CMORPH, despite mean precipitation inconsistencies at a daily scale. In fact, MM5-

NoahMP presents a slight overestimate of about 2 mm, in contrast to overestimated 

accumulations of about 4 mm and 8 mm obtained for PX-NoahMP and PX-PX 

simulations, respectively (Figure 3.17). These results indicate that the influence of the 

SL scheme is crucial in the representation of precipitation associated with summer 

storms, even when it only computes exchange coefficients over sea and lakes. In 

combination with the Noah-MP LSM, the MM5 SL scheme shows a better performance 

compared to the PX SL regarding the considered summer storm events. 
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CHAPTER 4 

LAND USE INFLUENCE IN SUMMER STORMS 

In this chapter, the energetic exchanges between land and atmosphere are investigated 

under situations of dominating sea breeze circulation using both observations and WRF 

high-resolution simulations. First, the sea breeze is characterized during JJA for a 

period of 10 years using observations in the study area and mixing diagrams are 

analyzed to identify main SBC features and differences among land use categories. 

Then, q and θ variations are investigated for the case study (15th - 23rd July 2015) using 

a high-resolution simulation, as well as surface moisture and heat contributions to the 

atmosphere are quantified with the mixing diagram approach. Finally, an additional 

calculation of contributions to q and θ from the surface is conducted along the time-

varying trajectories extracted with the VAPOR program. This last analysis is also 

performed regarding land use categories along the trajectories. 
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1. Sea breeze classification 

An initial identification of days with sea breeze formation was performed following the 

methodology presented in Chapter 2 section 4. The features of the sea breeze were 

studied over the meteorological towers PA (littoral), VI (pre-littoral) and AR (inland) 

from the CEAM network located at about 15, 50 and 100 km from the coastline 

(Chapter 2 section 3.3, Table 2.2). 

First, wind roses were generated using all the available wind measurements within the 

period 2005-2015 over each station to perform an initial analysis of winds. As shown 

in Figure 4.1, PA and VI are more influenced by orography than AR regarding their 

location in the Turia valley. Generally, sea breeze presents a wider range of variation 

regarding wind direction at the coastline and then it is channeled through the Turia 

valley as indicated in the wind roses over PA and VI (Figure 4.1a). This situation is also 

given under dominating easterly winds, as well as light downslope winds at nighttime, 

which are channeled through the valley toward the sea (Figure 4.1a). Instead, inland 

areas such as AR, at about 1200 m asl and where wind confluence occurs, a wider range 

of wind directions is obtained denoting two situations: the first with dominating sea 

breeze circulations along the Turia valley (southwesterly winds) and the second with 

dominating ponents (easterly to southerly winds) as indicated in Figure 4.1b. According 

to this, two main dominant winds/modes can be distinguished over all stations: easterly 

and westerly winds, especially over PA and VI. Specifically, easterly winds frequency 

shows very clear peaks over both PA and VI locations blowing from the sea. In PA, 

wind direction variations are within the range 45-135º, and wind speeds reach up to 6 

ms-1, whilst in VI, winds range between 90 and 180º with peak velocities up to 7 ms-1 

(Figure 4.1a). The occurrence of easterly winds in AR, mainly associated with sea 

breeze circulations, is not as high as over PA and VI; however, a peak frequency is 

observed between 90º and 225º with wind speeds exceeding 9 ms-1, approximately 

(Figure 4.1b). 

 



LAND USE INFLUENCE IN SUMMER STORMS 

118 

 

 

(a)                                                                       (b) 

Figure 4.1 – Wind roses over (a) PA and VI, and (b) AR with the corresponding topography. 

Wind speed and direction bins to compute wind roses have been set from 0-10 ms-1 with 1 

m/s width and from 0-360º with 1º width, respectively. 

 

Following the methodology introduced in Section 4 of Chapter 2, wind data was 

selected for daytime (from 05 to 19 UTC) and all stations. Also, only wind speeds 

between 1 ms-1 and 7 ms-1 during daytime were considered at PA, whilst no upper 

threshold was set over VI and AR. Then, an adjustment to two combined Gaussian 

distributions was applied to the wind direction frequency over PA and the limits of the 

95 % confidence interval were considered to give wind directions ranging 11-173º. 

Afterwards, days with sea breeze formation, defined as 7-hour continuously blowing 

wind (at least) between the set threshold directions and velocities, were detected (Figure 

4.2a). The same procedure was used to identify sea breeze days over VI and AR 

although only the days identified in PA were considered regarding sea-land moist air 

advection along Turia valley, and the location of the stations which are aligned in the 

direction of sea breeze flows (Figure 4.1a). The wind ranges obtained are 55-173º for 

VI and 95-221º for AR with the limits of the 95 % confidence interval of the two 

combined Gauss adjustments of wind direction frequency (Figure 4.2). 
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   (a)    (b) 

   (c) 

 

Figure 4.2 – Wind direction frequency adjusted to Gauss distributions with calculated 95% 

confidence level (excluded areas in gray) for (a) PA, (b) VI and (c) AR for the period 2005-

2015 between 05 and 19 UTC. Wind speed values lower than 1 ms-1 have been removed for 

all stations, whereas an additional upper threshold of 7 ms-1 has been applied in (a). 

 

In Table 4.1 the percentage of sea breeze days is shown over AR, VI and PA for the 

whole period 2005-2015, as well as for each season. These results remark the 

importance of the local circulations during summer in the TRB since the sea breeze 

circulation reaches inland areas (AR) more than 40 % of days in contrast with the very 

low percentages (3 %) obtained over pre-littoral and inland locations during winter. The 

sea-land moist air advection due to the sea breeze during MAM is also considerable 

regarding that marine air masses reach mountain ranges of the TRB almost 25 % of 

days. Overall, the TRB can be described as an area moderately affected by local sea-

land circulations (more than 20 % of sea breeze days per year) that strongly influence 

land-atmosphere energetic exchanges during daytime. 

 

Table 4.1 – Percentage of days with sea breeze circulation in the TRB over PA, VI and AR. 

for winter (DJF), spring (MAM), summer (JJA), autumn (SON) and the period 2005-2015. 

Station DJF (%) MAM (%) JJA (%) SON (%) ANNUAL (%) 

PA 11 59 83 39 52 

VI 3 34 60 22 31 

AR 3 24 42 17 22 
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2. Characterization of SVA energetic exchanges 

The energy exchanges in the SVA system are analyzed in order to quantify the heat and 

moisture contributions at local scale during sea breeze occurrence that might be crucial 

in the triggering of summer storms over the mountain ranges of the TRB. In this section, 

the mixing diagram method (Section 5 of Chapter 2) with long-term observations are 

used to describe variations of near-surface variables (e.g., q and θ), focusing on sea 

breeze days. 

2.1. Atmospheric conditions in the TRB 

Firstly, mixing diagrams are used to highlight energy exchange differences in the SVA 

system between days with and without sea breeze occurrence at certain locations of 

interest within the TRB. To this end, an example of two consecutive days in August 

2015, the 12th, with dominant sea breeze circulation, and the 13th, with dominant ponent 

(synoptic westerly wind), over VI is shown in Figure 4.3. On one hand, under dominant 

ponents that overcome sea breeze circulation, dry air is advected from inland areas 

producing an abrupt decrease of humidity and increasing θ over VI, further enhanced 

by the entrainment effect at the top of PBL as it develops (Figure 4.3). In this particular 

day, the q decrease and θ increase occurs at an approximately constant rate until the 

features of the corresponding to advected air are matched, or an inversion layer at upper 

levels is reached that limits the PBL development is reached. On the other hand, under 

weak synoptic conditions, heat and moisture fluxes increase q and θ, respectively, 

whereas entrainment at the PBL top tends to reduce q and further increase θ in the 

morning. At noon, the development of the sea breeze leads to moist air advection from 

the sea over VI generating a considerable increment of q and limiting the increase of θ. 

Later, as insolation declines, temperature decreases (linked to surface heat fluxes 

decrease) at an approximately constant q that describes the advected marine air mass 

(Figure 4.3). Santanello et al., (2009; 2011) observed a similar behavior in mixing 

diagrams related to wet soils and the corresponding increase in q due to strong surface 

moist fluxes and weak advection. In the TRB, under dry soil conditions, surface moist 

fluxes are low so that the increment of q is mainly connected to the advection of moist 

air from coastal areas. In the example presented in Figure 4.3, the equal maximum 

values of Cpθ achieved in both days (~310 K), considering θ as the main marker of PBL 

growth, suggests a similar PBL height despite the different characteristics of the 



LAND USE INFLUENCE IN SUMMER STORMS 

121 

 

advected air; that is, the evolution of the PBL may be limited by an inversion zone at 

upper levels that remains unchanged between the 12th and the 13th of August 2015. 

 

 

2.2. Sea breeze circulation during JJA 

Before the analysis of the summer storm events using the mixing diagram method, it is 

important to identify the different energetic stages of the SVA system over littoral, pre-

littoral and inland areas, and how this system is influenced by the sea breeze formation, 

especially during summer. To this end, in-situ measurements from meteorological 

towers, CEAM (AR, VI and PA) and XVVCCA (BU), and from IVIA surface stations 

(XU, BE and MO) within the area of study are used to analyze SVA exchanges at each 

location, as well as q and θ differences among locations, and sea breeze influence on H 

(Cpθ) and LE (Lq). The analysis is conducted using averaged values of all observations 

available (about 10 years) to provide an overall view of diurnal cycle variations for 

summer (JJA), similarly to Santanello et al. (2015) and Sun et al., (2020a; b). This is 

carried out after a previous selection of the sea breeze days conducted in the previous 

section and the wind direction ranges from JJA results. Concretely, averages of q and θ 

are computed for days with dominant sea breeze circulation and mixing diagrams are 

generated for the period JJA in order to provide a general view of land-atmosphere 

 

Figure 4.3 - Mixing diagrams of a situation with dominant sea breeze circulation (dashed-

blue line), the 12th of August 2015, and a situation with dominant ponents (dashed-red line), 

the 13th of August 2015, over VI under soil dry conditions. 
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interactions. Besides, mixing diagrams are generated over different types of land use: 

(i) fruit trees and berry plantations (MO, BE and XU), (ii) urban/industrial areas (BU 

and PA), (iii) non-cultivated arable land (VI) and (iv) semi-natural shrublands (AR) to 

visualize differences in the SVA system. 

 

Figure 4.4 - Mixing diagrams at (a) MO and BU, (b) BE and PA, (c) XU and VI, and (d) AR 

using 10-year hourly averaged values (2005-2015) during summer (JJA) for days with 

combined-breeze formation. In each plot corresponding time in UTC is shown. Line colors 

represent urban (red), vegetated (green) and non-vegetated (orange) areas. 

 

Generally, in Figure 4.4, q and θ show a diurnal variation (from 05 to 19 UTC) in the 

shape of an inverted U over all locations (littoral, pre-littoral and inland) during JJA 

with amplitude differences mainly associated with cool and moist air advection from 

the sea toward inland. According to Figure 4.4, on average, the air cooling and 

moistening due to the generation of the sea breeze occurs earlier at MO, BU, BE and 
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PA (09 UTC) than over XU, VI (12 UTC) and AR (14 UTC), as well as q variations are 

subject to evapotranspiration, from soil and vegetation, and variations produced by 

upslope advection of moist air, that might have accumulated in the valley, toward XU, 

VI and AR prior to the sea breeze front (SBF) arrival. The inverted U shape obtained 

for averaged values shows that this is a typical variation of q and θ for sea breeze days. 

Besides, the inverted U shape is also observed in the mixing diagrams performed for 

sea breeze days during DJF, MAM and SON so that q-θ variations can be described for 

these seasons in an analogous manner to JJA, with substantial differences regarding 

amplitude and maximum values (see Appendix B.1). Therefore, the inverted U shape 

can be defined as a distinctive feature of the q-θ variation over areas dominated by sea 

breeze circulations. 

As commented previously, q-θ variations during sea breeze circulations are similar to 

the ones observed for weak advection and wet soil conditions, whereas the evolution of 

θ and q showed a significant drying and heating of the air mass according to Santanello 

et al. (2009; 2011) (see Appendix B.2). In the TRB, marine air advection dominates 

under weak synoptic conditions during JJA reaching inland areas in the afternoon so 

that the air mass heating and drying is exceeded by the moistening and cooling effect 

of the SBF. However, it is important to notice that the air located over the Turia valley 

is advected before the entrance of the SBF; hence, the characteristics of this air mass 

also produce an effect in the q-θ variations observed in pre-littoral and inland stations. 

In these terms, Santanello et al. (2009; 2011) remarks LE fluxes as the main limiting 

factor of the PBL growth. Considering soil dry conditions and low surface moist fluxes 

in the TRB, the increase of q limiting the PBL growth, before the SBF entrance, is 

mainly produced due to advection. This is further sustained by the wind plots presented 

in Figure 4.5. Overall, all stations present a change in wind direction and speed at about 

09 UTC that coincides with the changes observed in the mixing diagrams for littoral 

stations and the corresponding formation of the sea breeze (Figure 4.4a, b). However, 

the increment in q at an approximately constant θ is not observed over pre-littoral and 

inland stations until 12 and 15 UTC, respectively (Figure 4.4c, d). This fact is probably 

linked to the mixing of the PBL with dry air from the residual layer as it develops since 

the early morning and limiting the moistening due to advection. In the afternoon, an 

inversion layer is reached restricting the PBL growth so that an effective air moistening 

due to advection occurs. 
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A more detailed analysis is conducted in the following paragraphs for each pair of 

grouped stations regarding land use and location, as well as for the daytime periods of 

interest (highlighted in black circles in Figure 4.4). Additionally, increments in q and θ 

for the periods, as well as mean differences between stations, are shown in Table 4.2. 

 

(a)  (b) 

 (c)  (d) 

Figure 4.5 - Wind speed and direction averaged for JJA over (a) MO (green) and BU (red), 

(b) BE (green) and PA (red), (c) XU (green) and VI (orange), and (d) AR corresponding to 

the mixing diagrams shown in Figure 4.4. 

 

(a) MO and BU 

According to the mixing diagrams shown in Figure 4.4a and increments computed in 

Table 4.2a, q variations in the SVA system present a similar amplitude at both locations 

whereas θ variations are greater over MO than in BU. Specifically, the amplitude of the 

𝐿𝑞  variation is equal over MO and BU (about 6 kJ·kg-1), whereas MO shows an 

amplitude for Cpθ 3 kJ·kg-1 greater than BU due to morning temperature differences 

associated with heat island effect. Besides, three main time periods can be identified 

during daytime regarding changes in q-θ variation shown in Figure 4.3a: 

• From 05 to 09 UTC, temperature increases rapidly (Δθ=8.6 K and Δθ=4.9 K at 

MO and BU, respectively) whereas humidity increment is lower in comparison 

(Δq=1.3 g·kg-1 and Δq=0.6 g·kg-1 at MO and BU, respectively) according to 
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Table 4.2a, reducing RH to a value of about 50 % at both locations (Figure 4.4a). 

∆𝑞 and ∆𝜃 differences (about 0.7 g·kg-1 and 2.7 K) are originated by the distinct 

land use characteristics of each location regarding the negligible advection 

(wind speeds of 0.5-1.0 m/s, Figure 4.5a). Specifically, over vegetated areas 

such as MO, plants provide additional water vapor to the atmosphere throughout 

transpiration (LE is released instead of H) whereas, over urban areas such as 

BU, the amplitude of the diurnal potential temperature decreases by the heat 

island effect (surface energy release is mainly as H). According to Table 4.2a, 

the negative values of ∆𝑞 and ∆𝜃 for MO - BU indicate that MO presents a non-

significant lower humidity but a considerably lower temperature than BU 

between 05 and 09 UTC, although main q and θ differences occur in the early 

morning at 05 UTC. This indicates a cooler and drier air over MO than over BU 

at 05 UTC despite the greater RH at MO (80 %) than at BU (70 %) as shown in 

Figure 4.4a. 

• From 09 to 13 UTC, wind direction veers to east (northeast) in BU (MO) so that 

moist and cool air is advected producing an increase of q and limiting the θ 

increment, which had been increasing since 05 UTC due to surface heating and 

entrainment. Besides, MO - BU values of Δq=0.3 g·kg-1 and Δθ=-0.2 K indicate 

a greater q over MO than over BU and negligible θ differences (Table 4.2a). 

Thus, the air over MO becomes slightly moister than over BU during this period 

probably produced by evapotranspiration and entrainment differences, whereas 

θ maximum value is the same over both stations at 13 UTC (Figure 4.4a). 

• From 13 to 19 UTC, 𝑞  increase is maximum over BU (Δq=1.2 g·kg-1) and 

slightly higher than the increment observed in MO (Δq=0.4 g·kg-1), whilst θ 

decreases similarly over MO according to Table 4.2a. However, a tendency 

towards equilibrium among surface fluxes, advection and entrainment, depicted 

by a nearly constant θe of 337 K in the mixing diagram (Figure 4.4a), is observed 

only over BU as long as onshore wind perdures (Figure 4.5a). This equilibrium 

may be caused by the heat island effect that originates over urban areas since 

surface heat fluxes are significant during longer periods than over other land use 

categories. 
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Table 4.2 - q and θ increments for a) MO and BU, b) BE and PA, c) XU and VI, and d) 

AR within the corresponding periods of interest for each case. Averaged increment 

differences between each pair of stations within the corresponding period are indicated as 

a) MO - BU, b) BE - PA and c) XU - VI. Bold numbers indicate maximum Δq and Δθ for 

each station and positive and negative differences are highlighted in red and blue, 

respectively. It must be noticed that q and θ values have been divided by the corresponding 

constant: L and Cp for q and θ, respectively. 

a) 
05 - 09 UTC 09 - 13 UTC 13 - 19 UTC 

∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) 

MO 1.3 8.6 0.7 1.3 0.4 -4.2 

BU 0.6 4.9 0.6 0.9 1.2 -3.6 

MO - BU -0.1 -1.6 0.3 -0.2 -0.1 -0.2 
 

b) 
05 - 10 UTC 10 - 13 UTC 13 - 19 UTC 

∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) 

BE 0.6 9.4 0.5 0.4 0.8 -3.5 

PA 0.1 6.0 0.6 0.9 1.0 -2.1 

BE - PA 0.9 -0.2 0.9 1.3 0.2 1.0 
 

c) 
05 - 12 UTC 12 - 15 UTC 15 - 19 UTC 

∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K) 

XU 1.0 11.3 0.8 -0.3 0.0 -4.1 

VI 1.0 13.3 0.9 0.5 0.2 -4.4 

XU - VI 0.5 0.2 0.6 -1.3 0.4 -1.7 
 

d) 
05 - 14 UTC 14 - 19 UTC  

∆q (g·kg-1) ∆θ (K) ∆q (g·kg-1) ∆θ (K)   

AR 0.2 11.4 2.0 -4.5   
 

 

(b) BE and PA 

Following the mixing diagrams shown in Figure 4.4b and the increments in Table 4.2b, 

q and θ variations in the SVA system are very similar to the previously analyzed stations 

MO and BU despite differences in the amplitude ranges and times. It must be noticed 

that amplitude differences in the diurnal cycle of q and θ between BE and PA, especially 

θ maxima, may be influenced by the altitude of the stations: BE is situated at 2 m above 

vegetated ground whereas PA is mounted at the top of a building at about 20 m above 

ground. As for the previous analysis, three time periods can be identified regarding q-θ 

evolution as exposed in the following paragraphs: 
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• From 05 to 10 UTC, surface heat and moisture fluxes produce a considerable 

temperature increase (Δθ=9.4 K and Δθ=6.0 K at BE and PA, respectively), as 

well as a slight q increase at PA but considerable at BE (0.6 g·kg-1), reducing 

RH down to a value of 50 % over both locations (Figure 4.4b). As in MO and 

BU comparison, the low wind speeds of 0.5-1.5 m/s (Figure 4.5b) indicate that 

increment differences between BE and PA are related to the distinct land use 

categories that affect directly LE and H partitioning: over BE (vegetated area), 

transpiration provides additional moisture to air; over PA, an industrial area with 

buildings, the heat island effect contributes to reduce the amplitude of θ diurnal 

cycle. The distinct increment of q and θ at BE and PA also generate humidity 

differences (low for θ) between the stations of 0.9 g·kg-1 (Table 4.2b), so that a 

slightly greater air moistening occurs over BE than over PA. 

• From 10 to 13 UTC, generation and intensification of westerly winds from the 

sea, sea breeze (Figure 4.5b), tend to reduce θ increment and increase q similarly 

at both locations. Moreover, the q-θ evolution presents a tendency towards 

constant RH of 50 % from 09 to 11 UTC at PA, then θ remains nearly constant 

(θ ~ 300 K) from 11 to 13 UTC, and a RH of 47 % from 10 to 13 UTC at BE 

(Figure 4.4b). The values of BE - PA indicate that air continues to be moister 

over BE than over PA, but also warmer (Table 4.2b). 

• From 13 to 19 UTC, the onshore air flow from SE (Figure 4.5b) continues to 

generate an increase of q (daily maxima of 0.8 g·kg-1 and 1.0 g·kg-1 over BE 

and PA, respectively) and 𝜃 starts to decrease due to the diminishing surface 

heat flux, more abruptly over BE than over PA as shown in Table 4.2b. In PA, 

the q-θ variation follows a constant θe of about 334 K indicating an energetic 

equilibrium in the SVA system among surface fluxes, advection and entrainment. 

Besides, BE - PA values indicate a tendency toward similar q and θ over both 

stations. 

(c) XU and VI 

The comparison of these two stations is performed as in the previous analyses, 

following the mixing diagrams and values provided in Figure 4.4c and in Table 4.2c. In 

this particular case, XU and VI mixing diagrams present significant differences in 

comparison with the previously analyzed littoral stations regarding diurnal cycle 

amplitudes of both θ and q. According to XU - VI in Table 4.2c, a nearly constant Δq 
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of about 0.5 g·kg-1 and a Δθ ranging between -2 K and 1 K, approximately, is observed 

in the diurnal cycle of q-θ variation, which indicates a constantly moister air over XU 

than over VI. A more detailed study of the q-θ evolution is conducted by dividing 

mixing diagrams into three time periods as presented in the following paragraphs: 

• From 05 to 12 UTC, θ increases abruptly (more than 13 K over VI) along with 

q (up to 1 g·kg-1), principally due to heat and moisture fluxes from the surface 

regarding the low wind speeds until 09 UTC, and the advection of air masses 

situated over the TRB after 09 UTC (Figure 4.5c). During this period, RH 

reduces from 75 % to 35 %, approximately (Figure 4.4c). As in the analyses 

conducted above, land use characteristics are the main factor influencing Δθ and 

Δq over each location so that over vegetated areas, such as XU, the greater 

partitioning between LE and H produce a lower Δθ than over bare soil areas, 

such as VI. However, the same Δq observed over VI and XU suggests that an 

additional air moistening occurs due to moist air advection or entrainment. In 

particular, from 05 to 09 UTC, low wind speed at both locations (about 1 m/s) 

denotes a slight air advection so that main variations of q may be caused by a 

moist residual mixing layer with stronger mixing over VI. Overall, regarding 

averaged q and θ differences between XU and VI exposed in Table 4.2c, slightly 

moister and cooler air is found over XU than over VI during 05-12 UTC. 

• From 12 to 15 UTC, the sea breeze continues to intensify with time, with 

maximum wind speeds at 15 UTC (Figure 4.5c), and moist and cool air from 

coastal areas reaches XU and VI producing a significant change in θ, as well as 

an increase of q, slightly greater over XU (Table 4.2c). These increments lead 

to slightly increase the differences (XU - VI) so that a maximum difference in 

q of 0.6 g·kg-1 is achieved, indicating a slightly moister and cooler air over XU 

than over VI. 

• From 15 to 19 UTC, after the wind speed maximum at 15 UTC, the moist and 

cool air advection stabilizes over both locations despite the tendency to decrease 

(Figure 4.5c). According to Table 4.2c, q is nearly constant and θ decreases 

rapidly due to the decreasing heat fluxes at the surface. Besides, XU - VI values 

indicate that 𝑞 contrast between XU and VI remains equal, whilst temperature 

differences increase slightly during this period as the air over VI cools down 

faster due to the absence of plants. 
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(d) AR 

As in the previous analyses, time periods are set following q-θ variations observed in 

the mixing diagram in order to conduct the detailed analysis introduced in the 

paragraphs below: 

• From 05 to 14 UTC, surface heat fluxes produce a strong increment of θ whereas 

q approximately constant. However, a slight increase of q occurs due to both 

surface moisture fluxes and moist air advection from the valley between 05 and 

09 UTC, winds from southeast and south (upslope winds), whilst a very low 

decrease in q, linked to entrainment at the PBL top, is observed after 09 UTC 

(Figure 4.4d). This occurs despite the considerable advection with southerly 

winds of 3-4 m/s related to the initial state of the sea breeze (Figure 4.5d) due 

to strong surface heat fluxes and entrainment. In fact, early morning variation 

(05-09 UTC) is similar in VI; however, after 09 UTC the air drying in AR 

suggests a stronger entrainment at the PBL top considering a higher 

development of the PBL and the corresponding mixing with upper-level 

atmospheric layers. During this period, the q-θ variations produce a decrease of 

RH from 65 % at 05 UTC to about 35 % at 14 UTC (similar RH minimum in VI 

at 12 UTC). 

• From 14 to 19 UTC, the sea breeze intensifies with a maximum average wind 

speed of about 5 m/s at 17 UTC and posteriorly starts to diminish. Moist and 

cool air from coastal areas is advected over AR generating increments of q 

(Δq=2.0 g·kg-1) and θ (Δθ=-4.5 K), the latter further intensified by the 

weakening of surface heat fluxes. 

In summary, the q-θ variation for a 10-year average under sea breeze dominant 

conditions during summer shows that the inverted U shape amplitude observed in the 

mixing diagrams, from 05 to 19 UTC, is mainly dominated by the cooling and 

moistening effectivity of the sea breeze. However, in the comparison conducted over 

VI and XU (at about 40 km from the coastline), cultivated land appears to slightly 

modify (about 0.5 g·kg-1 and 1 K) the U shape with respect to non-cultivated land due 

to differences in the surface heat and moisture fluxes. Instead, humidity differences 

between urban and cultivated land use are not observed over areas close to the sea that 

present generally high values of q, although the heat island effect produces significant 

temperature contrasts of about 2-3 K (and RH of 70-80 %) between urban and vegetated 
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areas. Besides, the results over AR, located at 1277 m above sea level, indicate a 

stronger drying of the air mass associated with a greater development of the PBL. 

2.3. Case study: 15th - 23rd of July 2015 

In this subsection, a comparison between q and θ variations for the period covering 

from the 15th to the 23rd of July 2015 is conducted. In the context of the results shown 

in the previous section, a comparison is conducted for q and θ between BE and PA, as 

well as between XU and VI (the comparison between MO and BU is not shown due to 

lack of data during the study period). Specifically, time series of q and θ are 

intercompared during the period 15th to 23rd July 2015. 

 

 

 

Figure 4.6 - Temporal evolution of q and θ at 2 m above ground over BE and PA (top), and 

XU and VI (bottom) for the period 15th to 23rd July 2015, along with the corresponding 

difference between each pair of stations qdiff and θdiff. 

 

In Figure 4.6, the evolution of q and θ show the diurnal cycle temperature already 

commented in the previous section. Besides, hourly differences between stations agree 

with the variations observed for the 10-year averaged values denoting the effect of the 

heat island at night, lower temperature values over crop fields (BE) than in urban areas 

(PA), and the greater cooling effect at nighttime over bare soil (VI) than over vegetated 

areas (XU). Diurnal variations of q are not clearly distinguished at BE and PA since 
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these are located near the coastline and generally under the influence of marine air 

masses; however, peak values of q are observed between 12 and 18 UTC in relation 

with sea breeze formation at XU and VI. In contrast, hourly differences in q denote the 

slightly greater values at BE in comparison with PA from midday until early morning, 

as well as the generally moister air found over XU than over VI (~3 g·kg-1 on average), 

with differences up to 5 g·kg-1 between 12 and 18 UTC, in correspondence with the 

maximum sea breeze intensity observed in the previous analysis (Figure 4.5c). 

3. High-resolution simulation over the TRB 

The analysis performed using meteorological observations within the TRB provides 

information on SVA energetic exchanges over certain representative locations. 

However, the use of meteorological models facilitates a wider analysis of the variations 

in the SVA system since it provides an extensive number of atmospheric fields at a high 

spatial resolution over surface and an important number of atmospheric layers. 

Furthermore, it adds the possibility to study the advection of air masses and the 

corresponding formation, development and triggering of summer storms. In this section, 

the model validation of the STM performed over the TRB for the different summer 

storm events occurring between the 15th and the 23rd of July 2015 is exposed. 

3.1. Statistical analysis 

Observations from PA and VI, as well as the GNSS stations located at the coastal area 

and at the uppermost part of the TRB (see Figure 2.12 in Chapter 2), are used to conduct 

this statistical analysis. In general, the statistical scores obtained for winds indicate that 

the model captures accurately the temporal evolution of the sea breeze in the study area 

during daytime (05-19 UTC), whereas nighttime winds (19-05 UTC) are less accurately 

represented (Table 4.3). Besides, the model shows a better representation of temporal 

wind variations over the littoral and pre-littoral than over inland areas, as well as the 

lowest RMSE, MBE and RMSEV values are obtained at VI with slight differences in 

comparison to PA (Table 4.3). In contrast, AR presents the greatest errors (RMSE, MBE 

and RMSEv) indicating stronger biases with respect to observations (e.g., RMSE values 

slightly greater than 2 ms-1). In addition, the model presents warm and dry biases 

regarding humidity and temperature values, more accurately represented over VI in 

accordance with wind statistical scores (Table 4.3). Specifically, during daytime, warm 

and dry biases are more marked over PA, with MBE values up to 2 ºC and -2.1 gkg-1, 

than over VI with MBEs of 0.1 ºC and -0.7 gkg-1 for temperature and humidity, 
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respectively (Table 4.3). These humidity and temperature inconsistencies may be 

connected to several factors with respect to the model representation of atmospheric 

dynamics at local scale that may yield an overdrying due to entrainment effect (the main 

factor contributing to PBL drying). Additionally, overestimated nighttime winds (e.g., 

down-valley winds) advecting dry air from inland areas toward the coast may further 

enhance the overdrying at coastal areas. 

 

Table 4.3 - Statistical scores over PA, VI and AR with highest scores highlighted in bold. 

 

Station 
Wind (ms-1) Temp. (ºC) q (g·kg-1) 

IOA RMSE MBE RMSEV IOA RMSE MBE IOA RMSE MBE 

N
ig

h
t PA 0.56 1.5 0.7 2.1 0.62 2.2 1.5 0.48 3.3 -2.3 

VI 0.53 1.2 0.5 1.6 0.83 2.1 0.7 0.72 1.9 -0.7 

AR 0.47 2.2 1.5 2.5 -- -- -- -- -- -- 

D
a

y 

PA 0.80 1.5 1.1 1.7 0.84 2.4 2.0 0.55 2.8 -2.1 

VI 0.89 1.1 0.5 1.3 0.95 2.0 0.1 0.70 1.8 -0.7 

AR 0.72 1.9 1.4 2.9 -- -- -- -- -- -- 

A
ll

 PA 0.77 1.5 0.9 1.9 0.84 2.3 1.8 0.52 3.0 -2.3 

VI 0.87 1.1 0.5 1.4 0.96 2.0 0.4 0.71 1.8 -0.8 

AR 0.66 2.1 1.5 2.7 -- -- -- -- -- -- 

 

Overall, statistical scores suggest that the WRF model captures wind variations along 

the study area associated with dominating sea breeze flows during daytime (05-19 

UTC). However, inconsistencies regarding the modeling of humidity and temperature 

over coastal areas need to be considered and further analyzed. 

Regarding humidity, simulated values in WRF can be further analyzed using 

observations of the integrated water vapor column over coastal and inland locations 

provided by the GNSS network. This comparison shows that the model representation 

of the temporal evolution over inland areas (uppermost part of the TRB) is considerably 

less accurate than over the littoral (Table 4.4). However, the RMSE and MBE scores 

indicate similar inconsistencies over all stations although ACIN and ALIA present a 

slightly dry bias denoted by the negative MBE values (Table 4.4). Besides, the scores 

obtained indicate that TPW values and temporal variations are more accurately captured 

during daytime (05 to 19 UTC) than at night, except for ACIN (Table 4.4). In other 

words, the model captures better water vapor circulations during situations with 

dominating thermally driven winds (e.g., upslope winds and sea breeze) occurring at 

daytime in accordance with the statistical scores obtained previously. 
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Table 4.4 - Statistical scores for TPW (in cm) with highest scores highlighted in bold. 

Location Station 
All Day Night 

IOA RMSE MBE IOA RMSE MBE IOA RMSE MBE 

LI 
VALE 0.73 0.4 0.3 0.75 0.4 0.3 0.70 0.5 0.4 

VCIA 0.75 0.4 0.2 0.78 0.4 0.2 0.70 0.5 0.3 

IN 

TERU 0.59 0.4 0.1 0.61 0.5 0.0 0.55 0.4 0.1 

ACIN 0.50 0.5 -0.3 0.49 0.6 -0.3 0.57 0.4 -0.2 

ALIA 0.69 0.4 -0.2 0.74 0.4 -0.1 0.60 0.4 -0.2 

 

3.2. Precipitation 

Total simulated precipitation within the domain of the STM simulation is compared to 

CMORPH satellite data at an hourly base in order to visualize the model accuracy in 

capturing the four precipitation events. 

From a general point of view, all precipitation events are reproduced in the model 

except for the 21st of July with no precipitation simulated in contrast to CMORPH, 

remarking the inability of the WRF model to reproduce this event (Figure 4.7), as 

obtained in the 3-km horizontal simulation performed previously (see Chapter 3). 

Besides, the localized precipitation occurred the 15th of July is reproduced in this high-

resolution simulation contrasting with the inability to capture this event in the 

corresponding previous simulation (MM5-NoahMP) at a 3-km horizontal resolution 

(see Chapter 3). The ability of the model to reproduce the localized event during the 

15th is probably related to the high horizontal resolution of STM simulation (680 m), 

that is, the local circulations key in the generation of this event are more accurately 

represented at high resolutions. However, the occurrence of summer storms appears to 

be shifted in time with respect to CMORPH, i.e., the formation and triggering of 

summer storms occurs later in the model than in CMORPH, although the duration of 

the precipitation events is well-captured (Figure 4.7). Hourly precipitation maxima in 

the model domain also differs between CMORPH and STM precipitation in most events 

except for the 18th of July case with very similar precipitation peaks despite the 

temporal shift (Figure 4.7). In this case, the well-captured precipitation peaks may be 

linked to the stronger synoptic conditions during this day compared to the other summer 

storm events. 
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(a) 

(b) 

(c) 

(d) 

Figure 4.7 - CMORPH (blue) and STM (red) totalized hourly precipitation over the 

simulation domain (Figure 2.12) for (a) Event 1, (b) Event 2, (c) Event3 and (d) Event 4. 
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3.3. Mixing ratio, temperature and winds 

Despite the generally accurate representation of the state of the atmosphere for the 

period 15th to 23rd of July, precipitation shows differences regarding each summer storm 

events. Hence, the evaluation of temporal variation in humidity, temperature and wind 

is further studied for each summer storm event using time series plots so that the 

representation of sea breeze features can be further investigated. 

3.3.1. Event 1: 15th - 16th July 2015 

In PA, the positive bias in temperature is detected before noon (at 10 UTC) during both 

days whereas nighttime and early morning temperatures are well-captured in this period, 

specifically, in the subperiods 06-10 UTC and 20-10 UTC (Figure 4.8a). Similarly, q 

inconsistencies (dry biases) are lower from 06 to 10 UTC and from 18 to 21 UTC the 

first day, and in the period 08-11 UTC the second one, with a non-reproduced peak from 

11 to 14 UTC and a considerable increasing bias after 14 UTC (Figure 4.8a). Oppositely, 

in VI, the time variations and values of temperature and humidity are well-captured by 

the STM simulation, although important differences arise (cooler and moister biases in 

the model) after 11 UTC in q and 14 UTC in temperature (Figure 4.8b). This may 

explain the time shift observed in precipitation during this event; in fact, model 

inconsistencies reduce considerably after 20 UTC matching the precipitation reduction 

(Figures 4.7a and 4.8b). Despite the accurate values simulated over VI, low biases in 

temperature are observed in periods 08-20 UTC (cool bias) and 01-08 UTC (warm bias) 

that lead to an overheating of the PBL during daytime the 15th of July (Figure 4.8c). 

In PA, model inconsistencies obtained for humidity and temperature are linked to 

overestimated onshore (from 11 to 23 UTC) and offshore (from 23 to 08 UTC) wind 

intensities that produce an overdrying at the coast the 15th of July, as well as during the 

16th from 10 to 17 UTC (Figures 4.8c, d).  Another important effect that may contribute 

to intense drying and heating at the coast is the overestimated entrainment at the top of 

the PBL due to surface overheating in the model. In VI, wind intensities are more 

accurately reproduced with main overestimates of westerly (nighttime and early 

morning) winds obtained from 20 to 06 UTC (Figures 4.8c, d), that generate an 

overdrying of the surface air and reduces the local radiative cooling. 
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                        (a)                                                                  (b) 

                              (c)                                                                  (d) 

Figure 4.8 -Time series for the period 15th-16th July 2015 of (a, c) 2-meter temperature (T; 

solid lines) and mixing ratio (q; dashed lines), and (b, d) 10-meter wind direction (DIR; solid 

lines) and speed (VEL; dashed lines) from observations (black lines) and STM (red lines) at 

(a, b) PA and (c, d) VI. 

 

3.3.2. Event 2: 17th - 18th July 2015 

Contrarily to the first simulated event, there is a warm bias over PA during the two days 

of the second event with maximum differences, also identified for q, during daytime 

(approximately from 10 to 17 UTC) that agree with the generation of localized low 

clouds over littoral areas not reproduced in the model, as well as with overestimated 

sea breeze flows (Figures 4.9a, b). This fact produces an overestimation of temperature 

increase due to surface heat fluxes, a higher development of the PBL and the 

corresponding overestimate of entrainment at this location that leads to significant q 

inconsistencies (with biases of -5 g·kg-1). Besides, nighttime and early morning 

differences (20-08 UTC) in temperature and humidity are associated with 

overestimated offshore winds that advect dry air from inland areas and reduce the effect 

of surface radiative cooling (Figures 4.9a; b). Oppositely, temperature and humidity 

variations at VI are accurately captured, especially during daytime, although q presents 

considerable dry biases the 18th (about -3 g·kg-1) after 07 UTC and temperature is 

overestimated from 16 to 19 UTC (Figures 4.9b, c), both related to convective 

precipitation discrepancies (Figures 4.7b). In addition, temperature biases are identified 

at night and early morning (00-06 UTC) for both simulated days that correspond to 

overestimated down-valley winds that generate an excess drying of coastal areas 

(Figures 4.9b, c). 
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                             (a)                                                                  (b) 

                       (c)                                                                  (d) 

Figure 4.9 - Same as Figure 4.8 but for period 17th-18th July 2015. 

 

3.3.3. Event 3: 19th - 21st July 2015 

Humidity differences remarked previously at PA from the previous day (18th) further 

increase (about -6 g·kg-1 at 00 UTC) and extend until 06 UTC of the 19th, reducing the 

bias (about 2 g·kg-1) until 11 UTC matching the formation and intensification of sea 

breeze (Figures 4.10a; b). However, modeled q remains nearly constant at about 

13-14 g·kg-1 during the period 12-17 UTC, after an increase of 3 g·kg-1 between 10 and 

12 UTC, whilst observed values indicate a sudden increase of q from 14 to 18 g·kg-1 at 

12 UTC and a slow decrease to about 15 g·kg-1 at 17 UTC (Figure 4.10a), matching 

nearly stable onshore wind speeds, slightly overestimated in the model (Figure 4.10b). 

The following days (the 20th and 21st) humidity is underestimated in general with biases 

that reach about 8 g·kg-1 during the period 00-03 UTC the 21st, although in the 

afternoon of the 21st q is more accurately captured in the model (Figure 4.10a). 

Temperature variations also show a generalized warm bias during the 19th due to the 

warming (and drying) effect of down-valley winds at night and early morning, and the 

formation of low-level clouds after 08 UTC that are not reproduced in the model (Figure 

4.10a). This non-representation of clouds in the morning also occurs the following two 

days (the 20th and 21st) despite the well-captured wind variations, whereas nighttime 

and early morning temperature biases are considerably lower during the last two days 

compared to the 19th (Figure 4.10a; b). 
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                        (a)                                                                 (b) 

                        (c)                                                                 (d) 

Figure 4.10 - Same as Figure 4.8 but for period 19th-21st July 2015. 

 

At VI, as for the previous events, the accuracy of the model in capturing humidity and 

temperature is greater than over PA (Figure 4.10c), along with the well-reproduced sea 

breeze circulations and nighttime winds (Figure 4.10d). In fact, temperature is very well 

represented, except for the overestimated values during the period 00-06 UTC the 20th, 

and humidity inconsistencies (dry biases) are within the range between -4 g·kg-1 and 

0 g·kg-1 (Figure 4.10c), although these differences are considerably greater than in the 

previous events. As for PA, q variations linked to sea breeze formation are not properly 

captured in the afternoon despite the well-represent wind variations (Figure 4.10d); 

however, the accuracy in representing q increases the 21st (Figure 4.10c). 

Overall, discrepancies the 19th and 20th regarding coastal low clouds, as well as 

humidity and temperature considerable inconsistencies, the STM simulation can 

reproduce the localized summer storms in contrast with the non-captured heavy 

precipitation the 21st (Figure 4.7c), despite the better represented atmospheric fields 

over the analyzed locations. 

3.3.4. Event 4: 22nd - 23rd July 2015 

Values of q are well-represented at PA for last two days of the STM simulation despite 

punctual differences between 18 and 06 UTC (Figure 4.11a) associated with the time 

shift in summer storms generation and the extend of precipitation highlighted 

previously (Figure 4.7d). This fact affects more abruptly temperature showing a strong 

deviation from 11 to 08 UTC with maximum inconsistencies of about -6 ºC during the 
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night of the 22nd (Figure 4.11a), in contrast with the well-captured wind variations 

(Figure 4.11b). Concretely, temperature starts to decrease after 11 UTC, with an abrupt 

decay at 18 UTC (also observed in q at 19 UTC) connected to the arrival of a storm to 

PA, which is not accurately reproduced in the model (Figure 4.11a). The STM 

simulation generates no precipitation over PA, although winds linked to storms reach 

the location producing fluctuations in q but no variations in temperature since no 

cooling effect due to precipitation occurs (Figures 4.11a, b). Modeled temperature 

decreases after 23 UTC although considerable biases between -6 and -4ºC persist until 

the next morning (09 UTC) with the posterior accurate representation during the 23rd 

(Figure 4.11a). The increase in q is also captured in the model (up to 19 and 17 g·kg-1 

observed and simulated values at 00 UTC, respectively), remarking the very wet 

conditions after the generalized precipitation event (Figure 4.11a), as well as the 

considerable observed nighttime winds and the sea breeze formation that led to the 

localized summer storms during the 23rd (Figure 4.11b). 

 

                        (a)                                                                 (b) 

                        (c)                                                                 (d) 

Figure 4.11 - Same as Figure 4.8 but for period 22nd-23rd July 2015. 

 

Precipitation occurrence over VI is not reproduced in the model, however, temperature, 

humidity and wind variations are well-represented until 17 UTC before the temperature 

decrease associated with precipitation (Figures 4.11c, d). Analogously to PA, the 

influence of storm winds, well-represented in the model (Figure 4.11d), that produce 

light fluctuations in q and temperature are noticed between 19 and 22 UTC although 
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temperature biases ranging from -7 to -3 ºC last until 06 UTC (Figure 4.11c). After 06 

UTC, the STM simulation reproduces more accurately temperature variations, except 

for the peak at 14 UTC, whilst q is underestimated until 13 UTC due to a delayed 

increase observed at 08 UTC and detected at 11 UTC in the model (Figure 4.11c), 

matching underestimated sea breeze intensity (Figure 4.11d). 

4. SVA energetic exchanges 

4.1. Sea breeze and summer storms 

Summer storms originate due to the combination of sea breeze and upslope winds in 

the TRB driven by thermal differences. The analysis of the SVA energetic exchanges 

using surface measurements exposed in section 2 of this chapter suggests that 

convective cloud formation is subject to the advection of air masses located within the 

TRB in the morning and prior to the arrival of a moist and cool air mass from the sea. 

On average, wind observations over the inland station (AR) indicate that the formation 

of sea breeze initiates after 09 UTC, whilst q and θ variations denote that the air 

moistening and cooling starts at 14 UTC (see section 2).  According to the 

well-reproduced features of the sea breeze in the model during daytime (05-19 UTC), 

a further analysis of the sea breeze stages and the generation of summer storms in the 

simulation domain is conducted here. Overall, simulated values indicate that almost all 

convective precipitation events within the period 15th to 23rd of July 2015 initiate before 

the arrival of an Intermediate Sea-Breeze Front (hereafter referred to as ISBF), except 

for the light convective precipitation during the 19th and the 23rd (Figure C.1 in 

Appendix C). This fact remarks the importance of the air masses situated over the TRB 

in the morning, as well as the land-atmosphere interactions in the formation, 

development and triggering of summer storms. In the following paragraphs, the 

summer storm event of the 16th regarding the STM simulation output is analyzed in 

detailed as an example. 
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(a) 

(b) 

Figure 4.12 - Horizontal wind vectors (black arrows) with (a) 2-m mixing ratio, (b) 

topography, cloud cover (in gray) and integrated rain (qrain) from STM for the 16th of July 

2015 at 10, 12 and 14 UTC (from left to right). The SBF and the ISBF are denoted by the 

dashed and solid red lines, respectively. Black solid lines in the leftmost images indicate the 

two cross sections (marked as CS1 and CS2) shown in Figure 4.13. 

 

According to simulated values, the 16th of July the SBF at the leading edge of the sea 

breeze reaches the upper part of the study area at about 12 UTC, as highlighted by the 

red dashed lines in Figure 4.12, so that the whole study area is under the influence of 

dominating sea breeze conditions. Besides, the sea breeze circulation seems to be 

confined to the extent of the study area from 12 to 14 UTC (static SBF) due to synoptic 

winds (ponents) blowing from the southwest (Figure 4.12). However, ponents 

interaction with the sea breeze generates a light convergence during this period since 

no sea breeze head is identified along the two considered cross sections (Figure 4.13); 

instead, the air advected along the study area seems to be forced along the upper part 

of the TRB, toward the northeast, merging with southwestern synoptic winds (Figure 

4.12). Contrarily, the ISBF displaces inland and surpasses the pre-littoral of the study 
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area at 14 UTC generating a strong moistening near the surface (Figure 4.12a), and up 

to about 1500 m asl (Figure 4.13a) which analogously occurs in CS2 (Figure 4.13b). In 

this case, convection initiation occurs at about 12 UTC over the upper part of the TRB, 

i.e., outside the area affected by the sea breeze circulation within the Turia valley 

(Figure 4.12b), and it is not influenced by the formation of the SBF (Figure 4.13). This 

suggests that the formation of convective clouds in the upper part of the TRB is subject 

to the advection of early morning moist air in the Turia valley to upper levels of the 

atmosphere with the formation of upslope winds. In fact, an air mass moister and cooler 

than its surroundings located within the Turia valley is distinguished at 10 UTC in 

Figures 4.12 and 4.13. Moreover, this is further supported regarding the low water 

vapor content of the upper atmospheric levels during the period between 10 and 14 

UTC (Figure 4.13). 

After the formation, development and triggering of the summer storms, these 

convective systems displace toward coastal areas, perpendicular to upper-level wind 

direction from the southwest, absorbing moist air masses within the sea breeze that 

intensify precipitation (Figures 4.12b). Besides, the convergence of the ISBF at the gust 

front of the storm further enhances precipitation, as well as the formation of new 

convective cells in the upper part of the study area (see Figure C.2 in Appendix C). 
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4.2. Land-atmosphere interactions: mixing diagrams 

The moistening and heating of the air advected upslope from the Turia valley before 

the generation of clouds can be examined using the model output. Concretely, the STM 

high-resolution simulation is used to quantify the SVA energetic exchanges at littoral, 

pre-littoral and inland locations within the study area with different dominating land 

use categories (see Figure 2.13 in Chapter 2). Mixing diagrams are generated for all six 

(a) 

(b) 

Figure 4.13 - Vertical distribution (0-5km) of wind, mixing ratio and potential temperature 

(contour lines) along cross sections (a) CS1 at 10, 12 and 14 UTC, and (b) CS2 at 10 and 12 

UTC as shown in Figure 4.12. 
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points and nine days (a total of 54 plots) although here only the case for the 16th of July 

is presented whereas the rest of plots can be consulted in Appendix D. 

The mixing diagram for the urban littoral point (LIURB) along with the corresponding 

surface, advection and entrainment vectors (denoted by subscripts sfc, adv and ent, 

respectively) is shown in Figure 4.14a in order to provide a more detailed explanation 

of the information presented in Figure 4.15. In this case, the q-θ variation denotes an 

increase of θ at nearly constant q from 05 to 12 UTC, and a sudden change after 12 

UTC toward increasing q at constant θ denoting the arrival of the ISBF. Thus, vectors 

are calculated before ISBF (05-12 UTC) and after ISBF (12-17 UTC). In this case, the 

final time is set at 17 UTC since winds considerable intensify due to the generation of 

storms after this time (see Figure C.2 in Appendix C). The definition of urban land use 

category in the Noah-MP LSM implies no moisture flux so that in both periods (before 

and after ISBF) the surface only produces a heating of the PBL (i.e., increase of θ at 

constant q), as well as an increment of PBLH (Figure 4.16). The advection vector 

indicates that the advected air is moister and cooler than the air mass situated over LIURB 

during both periods denoted by the decreasing θ and increasing q. However, the air 

moistening is much more effective after the entrance of the ISBF at 12 UTC than in the 

morning period (05-12 UTC). This fact can be associated with the strong vertical 

development of the PBL incorporating air from the upper residual layer (entrainment) 

and limiting the advection cooling and drying effects in the period 05-12 UTC. At noon, 

the whole residual layer has been mixed in the PBL so that an inversion layer is reached 

restricting PBL growth (and entrainment) and allowing an effective air moistening 

related to advection (Figure 4.14a). In addition, the entrainment effect produces a 

further increase in θ as upper-level atmospheric layers incorporate to the mixing layer, 

especially before noon (Figure 4.14a). The vectors represented in Figure 4.14a are also 

obtained for the rest of mixing diagrams with differences associated with the 

characteristics of each location (e.g., land use category and distance to the sea), as well 

as large-scale circulations. It must be considered that in Figure 4.14a the initial period 

(before ISBF) can be further divided into two subperiods: (i) from 05 to 09 UTC, very 

low advection from inland areas, and (ii) from 09 to 12 UTC, sea breeze early stage as 

the wind veers to easterlies and intensifies, (Figure 4.14b). Similarly, the second period 

(after ISBF) can be divided into two subperiods regarding variations of q and θ (Figure 

4.14a): (i) increasing q at constant θ from 12 to 14 UTC related to the ISBF entrance, 
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and (ii) decreasing q and θ at approximately constant RH from 14 to 17 UTC that may 

be connected to a decreasing PBLH (decreasing surface heat flux) and a strong 

stabilized advection from the east (Figure 4.14b). This occurs as insolation begins to 

decline lowering entrainment effects at the top, the residual layer starts to generate as 

surface layers detach from upper levels (Stull, 1988), so that sea breeze can progress 

further inland and accelerate (early mature stage of the sea breeze) as described in 

Miller et al. (2003). However, since the main goal in this section is to quantify surface 

contributions that can influence the formation of summer storms (mainly before ISBF) 

and their development or intensification (after ISBF), only these two main periods are 

considered for vector calculation (Figures 4.14a and 4.15). The main features described 

here are distinguished for all mixing diagrams generated over each point with 

differences related to ISBF entrance, i.e., distance to the sea, (Figures C.1 - C.9). 

(a)                                (b) 

Figure 4.14 - (a) Mixing diagram with calculated surface (sfc), advection (adv) and 

entrainment (ent) vectors for two periods: before SBF (red) and after SBF (blue) from STM 

output, for the 16th of July 2015 over littoral urban grid point (LIURB), and (b) the 

corresponding wind speed (dashed line) and direction (solid line). Dashed blue and black 

lines in (a) represent isolines of RH (Equation 2.17) and θe (Equation 2.18), respectively. 
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Figure 4.15 - As in Figure 4.12, mixing diagrams with calculated vectors for the 16th of July 

2015 over littoral (LI), pre-littoral (PL) and inland (IN) locations and the different land use 

categories URB, CRP, SHR and ENF (namely urban and built-up land, cropland/woodland 

mosaic, mixed shrubland/grassland and evergreen needleleaf forest) using the STM output. 

 

Analyzing the different contributions to the SVA system related to surface, advection 

and entrainment over the selected points facilitates the quantification of surface 

influence regarding land use and distance to sea. In fact, previously it was highlighted 

that at LIURB there is no moisture flux from the surface (advection is the only source of 

moisture) which contrasts with the important moisture flux and very low advection 

obtained over LICRP, especially before the ISBF (Figure 4.15). However, LIURB and 

LICRP show very similar evolution of q and θ, and a strong entrainment (Figure 4.15), 

as well as an equal development of the PBL with maximum heights of about 1km (11-

12 UTC) despite the considerable differences in H, and especially in LE (Figure 4.16). 

This indicates that onshore circulations prevail over local surface fluxes reducing 
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differences between urban and cropland areas (low urban heat island effect) that may 

be linked to the poorly represented urban buildings in the model which can be improved 

with the implementation of a urban canopy model. In this simulation, main differences 

between these two locations are the generally drier conditions at LIURB than over LICRP, 

as well as the considerably greater θ values over LIURB than over LICRP in the morning 

linked to the urban heat island effect (Figure 4.15), despite the similar PBLH (Figure 

4.16). 

The croplands located over pre-littoral areas (PLCRP) show lower water vapor 

contributions than LICRP linked to strong LE and H differences yielding higher θ and 

lower q (Figure 4.16). This contrast is mainly related to vegetation fraction (FVEG) 

differences between the two locations, FVEG of 0.52 and 0.36 at LICRP and PLCRP, which 

strongly influence surface fluxes (see Equations 2.5-2.7 in Chapter 2 and Equations 

A.13-A.15 in Appendix A). Additionally, the later entrance of the ISBF allows a further 

development of the PBL, up to 1.5 km (Figure 4.16), due to H and the entrainment 

effect at the top of the PBL exceeding the important advection over PLCRP (Figure 4.15). 

Overall, θ increases substantially and q increase slightly before the arrival of the ISBF, 

whilst, after the entrance of the ISBF, θ slightly decrease and q increases considerably 

at PLCRP (Figure 4.15). The q-θ variations over PLSHR are similar to PLCRP although the 

former shows drier conditions, in both cases the humidity at 13 UTC is equal to the 

moisture provided by surface fluxes (Figure 4.15). Vectors indicate lower surface 

moisture fluxes, as well as a stronger advection and entrainment influence on q, at 

PLSHR than over PLCRP, whereas the contrary behavior is obtained for surface heat 

fluxes (Figure 4.15). The low heat and moisture contributions to the atmosphere after 

13 UTC is mainly related to the short time considered (only two hours, from 13 to 15 

UTC), as well as the decrease in insolation in the afternoon. Similarly to urban areas, 

the greater surface heat fluxes over mixed shrubland/grassland (SHR) land use category 

enhance the deepening of the PBL producing an additional reduction of q and an 

increment of θ by the entrainment effect (Figure 4.16). 
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Figure 4.16 - Surface fluxes (Φ) for heat (H) and moisture (LE) and Planetary boundary layer 

height (PBLH) for the 16th of July 2015 over LICRP, PLCRP and INENF corresponding to mixing 

diagrams in Figure 4.13. 

 

The two inland points considered show a very similar evolution of q and θ with a rapid 

increase in θ at nearly constant q until 11 and 12 UTC at INSHR and INENF, respectively 

(Figure 4.15). After these times, q starts to decrease as θ continues to increase following 

an isoline of θe (about 332-333 K) that indicates an equilibrium among surface, 

advection and entrainment contributions regarding Equation 2.10 (Figure 4.15). In fact, 

between 12 and 14 UTC over INSHR, and from 13 to 14 UTC in INENF, the PBL growth 

slows down (stops over INENF) despite the great surface heat fluxes indicating that a 

limiting layer is achieved in the vertical (i.e., an inversion layer) that reduces 

entrainment (Figure 4.16). Advection is the main source of water vapor (with an 

additional input from the surface), as well as generates a cooling of the PBL in contrast 

to the PBL heating produced by the surface (Figure 4.15). At INSHR and INENF, 

entrainment and surface heat fluxes produce a strong development of the PBL with the 

consequent drying at the top of the PBL (Figure 4.15). Besides, the sea breeze extends 

from the coastline to these locations, approximately (Figure 4.12), whereas the ISBF 

does not reach these points due to the formation of intense summer storms that 

significantly modify mesoscale circulations in the TRB. 

In general, the evolution of q and θ follows the behavior exposed for the 16th of July 

2015 with dominating advection fluxes increasing q, especially after the entrance of the 
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ISBF, and strong entrainment at the PBL top. Exceptionally, the 19th and 23rd advection 

fluxes of q are negative (i.e., PBL drying), mainly over inland locations, due to the 

stronger ponents that delay or limit the entrance of the SBF. On average, the dominating 

moistening effect of advection is shown at all the locations analyzed, except for LICRP 

where moisture fluxes exceed advection contributions during the period prior to the 

arrival of the ISBF (Table 4.5). These values indicate that areas close to the coast are 

generally under the influence of moist air masses with high RH in the early morning 

(e.g., about 60-80 % at 05 UTC the 16th of July, Figure 4.15) so that advection provides 

very little increments in q before the entrance of moister marine air. Besides, urban 

areas in the littoral (LIURB) present lower RH (and q) values at 05 UTC than LICRP linked 

to the urban heat island effect (Figure 4.15), in agreement with average measurements 

shown in section 2. In LICRP a strong evapotranspiration dominates the humidity input 

to the SVA system with peak contributions close to 3 g·kg-1 during the day although 

entrainment produces a very abrupt drying exceeding surface moisture contribution 

(Table 4.5). Sensible heat fluxes and the entrainment effect at the PBL top show low 

differences between LIURB and LICRP before ISBF, although the average PBL heating 

due to H at LIURB is 1.4K greater than over LICRP after ISBF (Table 4.5). Besides, a 

substantial cooling effect is observed over both locations with the ISBF arrival (Table 

4.5). Pre-littoral and inland locations present very similar values of surface and 

entrainment contributions to θ; in contrast, average q contributions to the PBL from 

advection (moistening) and entrainment (drying) are more abrupt over pre-littoral 

(6 g·kg-1 and -7 g·kg-1 for advection and entrainment, respectively) than over inland 

locations, remarking the important interactions between the PBL and the upper 

tropospheric levels under these atmospheric conditions (Table 4.6). Additionally, the q 

contributions from the surface (up to 1.3 g·kg-1 before ISBF at PLCRP) almost cover the 

negative difference between advection and entrainment due to the mixing with the 

residual layer at the PBL top, although it must be emphasized that advection is the main 

factor contributing to the PBL moistening under these conditions (Table 4.5). 

Overall, focusing on the averages from the surface over the studied areas presented in 

Tables 4.5-4.7, it can be noticed that CRP (cropland/woodland mosaic) category is the 

main source of water vapor to the PBL in the study area with a considerable reduction 

of contributions from littoral to pre-littoral mainly linked to vegetation fraction 

differences. Oppositely, mixed shrubland/grassland (SHR) and evergreen needleleaf 

forest (ENF) inland areas show very little differences in terms of water vapor 
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contributions; specifically, INENF provides between 0.1 and 0.2 g·kg-1 more than INSHR 

with values up to 0.7 g·kg-1. Also, a lower entrainment effect of about -4 g·kg-1 is 

obtained over INENF than over INSHR (around -5 g·kg-1). It must be notice that lower 

moisture contributions from the surface and greater entrainment effect obtained over 

INSHR are also linked to the greater distance to the coastline of this location (see Figure 

2.13 in Chapter 2). These results indicate that, along with the values obtained over 

littoral and pre-littoral locations, water vapor contributions due to LE decrease from 

coastal to inland areas associated with the corresponding higher development of the 

PBL. Moreover, surface contributions to q are significantly exceeded by the 

entrainment drying effect at the PBL top, also linked to the PBL growth. 

  



LAND USE INFLUENCE IN SUMMER STORMS 

151 

 

 

T
a

b
le

 4
.5

 - D
aily

 in
crem

en
ts o

f q
 an

d
 θ

 fo
r p

erio
d
s (1

) b
efo

re IS
B

F
 an

d
 (2

) after IS
B

F
 d

u
e to

 su
rface (sfc), ad

v
ectio

n
 (a

d
v) an

d
 en

train
m

en
t (en

t) flu
x
es o

v
er 

litto
ral lo

catio
n
s in

 S
T

M
. M

ax
im

u
m

 an
d

 m
in

im
u
m

 q
 an

d
 θ

 co
n
trib

u
tio

n
s fo

r th
e p

erio
d
 are h

ig
h
lig

h
ted

 in
 red

 an
d

 b
lu

e, resp
ectiv

ely. T
h

e d
ash

ed
 lin

e ‘--’ 

in
d

icates th
at n

o
 d

ata is av
ailab

le at th
e g

iv
en

 p
erio

d
 an

d
/o

r lo
catio

n
 (e.g

., n
o
 m

o
istu

re flu
x
es o

v
er u

rb
an

). T
h

e co
rresp

o
n

d
in

g
 av

erag
ed

 in
crem

en
ts (A

V
G

) 

fo
r p

erio
d

s (1
) an

d
 (2

) are sh
o

w
n

 at th
e b

o
tto

m
 w

ith
 h

ig
h

est ab
so

lu
te v

alu
es rem

ark
ed

 in
 b

o
ld

. 



LAND USE INFLUENCE IN SUMMER STORMS 

152 

 

 

T
a

b
le

 4
.6

 - S
am

e as in
 T

ab
le 4

.5
 b

u
t fo

r p
re-litto

ral lo
catio

n
s. 



LAND USE INFLUENCE IN SUMMER STORMS 

153 

 

 

T
a

b
le

 4
.7

 - S
am

e as in
 T

ab
le 4

.5
 b

u
t fo

r in
lan

d
 lo

catio
n
s. 



LAND USE INFLUENCE IN SUMMER STORMS 

154 

 

In order to further analyze surface differences among the land use categories in the 

model, the EF is calculated according to Equation 2.19 (section 6.1 in Chapter 2). The 

EF (the ratio of LEsfc with respect to the total surface fluxes) values show the importance 

of CRP in littoral areas with dominant LE (more than 50 % in general) and the 

considerable decrease over pre-littoral areas with LE representing 30-40 % of the total 

surface fluxes (Figure 4.17), in accordance with FVEG values of 0.52 and 0.36 at LICRP 

and PLCRP, respectively. This contrast is also obtained between PLSHR and INSHR 

although differences are much lower (about 1-2 %), also linked to low differences in 

the FVEG values (Figure 4.17). Besides, EF values over INENF denote similar 

contributions to PLSHR in general, although these are stronger the days with dryer soils 

(the day after localized convective precipitation or no precipitation) and lower the days 

with wet soil conditions (the day after extended convective precipitation) in the TRB 

(Figure 4.17). Days with wet soil conditions are remarked in the bold squares (the 19th 

and 23rd) in Figure 4.17 and present the greatest EF values in general. The greater EF 

values over INENF during dry soil conditions are apparently connected to the fact that 

forests (evergreen needleleaf forests in this case) pump into the atmosphere the water 

available from deeper soil layers (all four soil layers in the model) than mixed 

shrublands/grasslands (only considering the three layers closer to the surface). The 

information regarding the extension of root for each type of land use category 

commented here can be consulted in Table A.1 of Appendix A. 

 

Figure 4.17 - Evaporative fraction (EF, Equation 2.19) over locations LICRP, PLCRP, PLSHR, 

INSHR and INFOR. The dates inside a frame indicate generalized wet soil conditions in the 

study area due to widespread convective precipitation occurred the previous day. 
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4.3. Land-atmosphere interactions: trajectories 

The quantification of surface contributions to the atmosphere, specifically to the PBL, 

can be carried out in a similar manner as in subsection 4.2 but from a different point of 

view following the methodology introduced in the subsection 6.2 of Chapter 2. 

Analogously to section 4.2, the analysis of trajectories corresponding to the 16th of July 

is explained in detailed in this subsection although this procedure is conducted for all 

days in the study period (15th - 23rd). All trajectories can be visualized in Appendix E. 

The calculation of trajectories related to the formation and development of summer 

storms with the VAPOR tool shows different origins within the TRB of the air parcels, 

which seems to be linked to local nighttime wind direction and speed. The 16th of July 

2015, convection initialization occurs over the uppermost part of the TRB with air 

advected from lower parts of the TRB according to the backward unsteady trajectory 

calculated (Figure 4.18a). Specifically, the air parcel displaces upwards along the Turia 

valley from 06 to 10 UTC due to the formation of thermally driven winds; at about 10 

UTC, it displaces slightly up and down, marking the strong air mixing within the PBL, 

and between 11 and 12 UTC the air parcel moves significantly upwards generating 

clouds and precipitation intensities exceeding 5 mm·h-1 in the period 12-13 UTC 

(Figure 4.18a). In the afternoon, these convective systems further develop, and new 

ones originate in the interior areas of the domain, especially in the upper TRB, with an 

intensification of convective precipitation over middle parts of the TRB as indicated by 

precipitation rates exceeding 30 mm·h-1 according to the model (Figure 4.18b). In this 

case, a storm generates outside the limits of the study area and then intensifies as it 

displaces over the Turia valley (Figure 4.18b). The air mass providing moisture and 

mainly responsible for the intensification of the convective system is advected from the 

sea along the sea breeze flow (i.e., the ISBF), as shown in Figure 4.18b. It must be 

noticed that the convergence zones over southern areas of the domain are influenced by 

the storm winds from the previous generation of convective systems that slightly 

modify sea breeze paths and its intensity (see Figure C.2 in Appendix C). 
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(a) 

(b) 

Figure 4.18 - 3D topographic maps with unsteady (time-varying) backward and forward 

trajectories calculated with the VAPOR tool (a) from convective clouds (represented in grey) 

generated over the TRB, and (b) from the ISBF for the 16th of July 2015. The coloring of 

trajectory lines denotes the height with respect to the ground at the given location. 

Annotations regarding time, convective cloud generation periods and precipitation intensity 

(P) are also shown, as well as precipitation is represented in blue to pink colors over 

topography. 
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In general, the initialization of convection at noon, as well as the intensification of 

precipitation in the afternoon, are subject to the properties of the air masses advected 

(i.e., the air parcels). In the morning, the properties of the air parcel (temperature and 

moisture content) delimit the cloud condensation level (CCL), in other words, the cloud 

formation and the further development of convective systems in the convergence zone. 

In the afternoon, convective precipitation enhancement depends on the water vapor 

content provided by the advected marine air (storm inflow) as storms displace toward 

littoral areas. 

4.3.1. Variations of q and θ 

The different characteristics of the two air parcels can be examined extracting vertical 

profiles of q and θ along the trajectory (see Section 6.2 in Chapter 2). To this end, q and 

θ variations in vertical along the trajectories shown in Figure 4.18 were extracted and 

analyzed in this section (Figures 4.19, 4.21, and 4.23). Besides, surface and entrainment 

influence over the air parcels were calculated using Equations 2.21-2.24, introduced in 

Chapter 2, and total contributions to q and θ within the PBL along the trajectory 

(cumulative summed contributions) are presented in Figures 4.20 and 4.22 for before 

(1) and after ISBF (2) trajectories, respectively. Additionally, these figures also show 

the evolutions of q (Figure 4.20) and θ (Figure 4.22). Total contributions provide 

information about the overall changes in the properties of the air parcel associated with 

the two estimated contributions: surface fluxes and entrainment. 
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Figure 4.19 - Cross section contour plots corresponding to the trajectory in Figure 4.18a for 

(top) q and (bottom) θ together with trajectory height (red line), cloud fraction (in grey) and 

topography (in brown). 

 

The two air parcels present strong differences regarding q and θ values along the 

considered trajectories linked to their origin and interactions. In the first case (1), the 

analysis of the air parcel associated with convective clouds generation at noon shows 

that 

• Initially, the air parcel displaces about 55 km along the Turia valley between 06 

and 10 UTC subject to a strong heating and slight humidity variations with q > 

6 g·kg-1 the first 1500 m asl in the vertical, approximately (Figure 4.19). In fact, 

the quantification of q and θ contributions to the air parcel (Equations 2.21-2.24 

in Chapter 2) indicate that θ increase is mainly linked to H (about 4) and 

entrainment produces an additional increase of 3 ºC; contrarily, the entrainment 

generates a reduction in q of -1 g·kg-1 that exceeds the q increase of 0.5 g·kg-1 

associated with LE (Figures 4.20a, b). The relatively low entrainment effect 

over the parcel is associated with the very limited PBL development (Figure 

4.20c), indicating a very low interaction between the air parcel and the upper 

levels of the atmosphere during this period. 

• After the initial 55 km approximately, at 10 UTC, the air parcel displaces uphill, 

reaches a convergence zone that forces it up achieving a height of 3 km asl 
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(about 2 km with respect to the ground) and then descends to about 2 km asl 

(Figure 4.19). It is important to highlight that the upslope winds force the air 

parcel to change direction toward a convergence zone (Figure 4.18) where 

shallow cumulus clouds begin to form (Figure 4.19). However, the air parcel 

escapes the upward flow and displaces over the Turia valley at a height of 2 km, 

where a surface layer of 1500 m (trajectory segment 65-75 km) seems to be 

detached from the general PBL evolution (Figure 4.19), that is, air is forced 

above this surface layer at this time. During this period (trajectory segment 55-

80 km approximately), the entrainment effect produces a decrease in q of about 

-2 g·kg-1 due to the strong PBL growth of 2 km on average (Figures 4.20a,c), 

which also limits surface contribution to q (see Equation 2.21 in Chapter 2). The 

strong development of the PBL also implies θ increment to be dominated by the 

entrainment effect at the top of the PBL (Figure 4.20b). However, the surface 

layer is considered to be part of the air parcel in this approach (delimited 

between the ground and PBLH) so that entrainment produces a slight 

moistening (~0.2 g·kg-1) and cooling (-0.5 ºC) of the air parcel regarding the 

low variations of the PBLH at about 70 km (Figure 4.20). This situation is 

interpreted as a moistening and cooling due to entrainment at the front regarding 

the air parcel displacement, although it may lead to underestimating entrainment 

effects. 

The last 5 km of the trajectory, the air parcel, with q and θ values of 5.5 g·kg-1 and 41 ºC, 

is forced upwards due to strong vertical winds (strong convergence zone) and 

condensation occurs at 4-5 km asl (Figure 4.19). Variations in q and θ due to surface 

fluxes and entrainment are very low during this brief period, as well as the PBLH is 

nearly constant (Figure 4.20), before the formation of convective clouds (Figure 4.19). 
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Figure 4.20 - Cross section corresponding to the trajectory in Figure 4.18a with the evolution 

of (a) q and (b) θ within the PBL (blue line) together with the corresponding cumulative 

summed contributions from the surface (red solid line) and the entrainment effect (red dashed 

line), and (c) trajectory height together with PBL (in blue) and topography (in brown). 
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Figure 4.21 - Same as Figure 4.19 but for trajectory in Figure 4.18b. 

 

In the second trajectory considered (2) for the 16th, describing the evolution of a marine 

air parcel, the analysis indicates that 

• A moist (q > 14 g·kg-1) and cool (θ < 28 ºC) marine air parcel moves inland 

along with the sea breeze (Figure 4.21). It presents an initial height of about 

500 m (PBLH) which increments slightly as it moves inland due to H and 

entrainment effects (Figure 4.22c). Specifically, a low PBL development (up to 

1 km above ground) occurs the first 100 km of the trajectory due to the 

combined effect of entrainment and surface heat fluxes (about 5 ºC and 4 ºC, 

respectively), together with a drying of the air parcel due to entrainment effect 

(-3 g·kg-1) exceeding LE contribution to q of 1 g·kg-1 (Figure 4.22). Overall, a 

strong entrainment occurs during this segment of the trajectory (0-100 km) 

despite the low PBL growth (air parcel height), reducing initial q values of 

16 g·kg-1 over the sea down to 13 g·kg-1, indicating a strong upper-level dry air 

mixing into the air parcel considered. In other words, the air parcel displaces 

efficiently inland along a narrow channel coinciding with the sea breeze early 

mature stage defined in Miller et al. (2003) and connected to the beginning of 

insolation decline. Under this situation, it is expected a low entrainment as 
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surface sea breeze flows tend to detach from upper levels; however, the 

generation of convective systems may influence these conditions. 

• The last 25 km of the trajectory, the convergence zone delimited by the gust 

front of the storm (see also Figure C.2 in Appendix C) forces the moist air parcel 

up providing additional water vapor and enhancing precipitation (Figure 4.21). 

The abrupt growth of the PBL produced by the storm gust front along with the 

convective cloud formation diminishes surface contributions to q and θ, as well 

as increases the air mixing at the PBL top, so that q further reduces (down to 

12 g·kg-1) and θ increases from 35 ºC to 37 ºC (Figure 4.22). The gust front of 

the storm produces a substantial increment in q (about 4 g·kg-1) and decrease in 

θ (3 ºC) the last 15 km of the considered trajectory (Figure 4.22). However, a 

strong drying and heating of the air parcel occurs before the upward forcing of 

the parcel (Figure 4.22), which seems to be linked to the subsidence and mixing 

of upper-level air (Figure 4.21). 

Overall, the PBL growth is the main limiting factor in the q increase due to LE at the 

surface, as well as in the further drying (and development) of the PBL due to 

entrainment. The 16th of July, the former effect reduces surface contributions to less 

than 1 g·kg-1 in the morning, prior to convection initialization, whereas the entrance of 

the ISBF enhancing precipitation is slightly less affected since the air parcel growth in 

the vertical is lower than in the morning. However, entrainment significantly reduces q 

in both trajectories; specifically, entrainment reduction of q is about four times the 

increase due to LE at the surface in the morning so that it is identified as the main factor 

influencing air parcel properties (Figure 4.22). Moreover, these results are obtained for 

the rest of analyzed trajectories with the summarized values for surface and entrainment 

effects over q and θ shown in Table 4.8. 
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Figure 4.22 - Same as Figure 4.20 but for trajectory in Figure 4.18b. 
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Average values show that surface contributions to q are generally low (0.5 and 

0.6 g·kg-1 for morning and marine trajectories, respectively) in contrast with the 

significant heating of air parcels linked to H at the surface, especially in the morning 

trajectories when it represents the main factor (Table 4.8). In general, entrainment and 

surface contributions to θ are similar, whereas q is mainly influenced by the entrainment 

effect with averaged contributions of -2.2 g·kg-1 in the morning and -7.7 g·kg-1 in the 

marine trajectories, despite the greater development of the PBL during the morning 

trajectories (PBLH of 2300 m), on average (Table 4.8). This result indicates that the dry 

air mixing occurring at the top of the PBL is generally greater than the values obtained 

for the 16th of July for moist marine air parcels displaced inland, with peak values of -

12.5 g·kg-1 obtained the 20th of July in the afternoon (Table 4.8). However, low 

Table 4.8 – Mean increment of q and θ regarding surface (sfc) and entrainment (ent) along 

the extracted unsteady trajectories (1) and (2), and each day (see subsection 6.2 in Chapter 

2), together with the mean PBLH. Maximum and minimum q and θ contributions for the 

period are highlighted in red and blue, respectively, and the averaged increments (AVG) for 

trajectories (1) and (2) are shown at the bottom. The asterisk indicates a particular case 

regarding the extracted trajectory. 

DATE Traj. ∆qsfc (g·kg-1) ∆qent (g·kg-1) ∆θsfc (ºC) ∆θent (ºC) PBLH (m) 

15/07 
  (1) 1.1 -4.4 4.8 6.0 2160 

  (2) 0.6 -7.4 5.7 10.4 1500 

16/07 
  (1) 0.4 -2.2 4.8 3.8 2240 

  (2) 1.0 -5.8 4.9 6.2 980 

17/07 
  (1)* 0.4 -0.7 4.0 5.8 1970 

  (2) 0.5 -7.7 5.3 8.3 1840 

18/07 
  (1) 0.5 -3.1 3.8 4.9 1560 

  (2) 0.3 -7.5 3.7 7.3 1360 

19/07 
  (1) 0.2 -1.5 2.6 4.6 2690 

  (2) 0.5 -5.7 5.0 6.7 1290 

20/07 
  (1)* 0.5 -0.9 3.7 2.5 2520 

  (2) 1.1 -12.5 6.9 9.1 1420 

21/07 
  (1) 0.5 -3.7 4.7 7.3 2900 

  (2) 0.3 -7.6 4.3 9.7 2110 

22/07 
  (1)* 0.3 -0.9 4.6 2.2 2660 

  (2) 0.6 -11.4 6.6 7.1 1180 

23/07 
  (1) 0.3 -2.0 4.5 3.4 1990 

  (2) 0.6 -3.6 6.1 4.4 440 

AVG 
  (1) 0.5 -2.2 4.2 4.5 2300 

  (2) 0.6 -7.7 5.4 7.7 1350 
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entrainments (lower than -1 g·kg-1 and 3 ºC for q and θ, respectively) are obtained for 

the morning trajectories of the 20th and 22nd of July in comparison with the other days 

(Table 4.8). During the 20th, this occurs due to the fast but limited PBL growth (about 

4 km) that reduces the drying and heating effect of entrainment at the PBL top and also 

facilitates shallow convection (Figure 4.23b). Instead, the low drying effect due to 

entrainment obtained the 17th and 22nd of July is produced by the displacement of the 

considered air parcel over moist air at the upper part of the TRB that generates a 

moistening and cooling effect associated with the entrainment (Figures 4.23a, c). 

Specifically, this mixing among the air parcel, the moist air at the front and the dry air 

at the top of the PBL produces a null change in q linked to entrainment the 17th for the 

last 10-15 km of the trajectory (Figure 4.23a). Besides, the initial moist conditions due 

to the generalized precipitation over inland areas during the previous day (Figure 4.7a) 

limit the development of the PBL (Figure 4.23a). The 22nd of July, entrainment 

generates a q increase of about 1 g·kg-1 near the convergence zone during the last 

segment of the trajectory between 75 and 85 km, approximately (Figure 4.23c). 

Regarding the results summarized in Table 4.8, entrainment effects significantly 

overcome surface fluxes, and especially low water vapor surface contributions to the 

atmosphere under sea breeze dominating conditions. 
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Figure 4.23 - Cross section contour plots corresponding to the trajectories together 

with trajectory height (red line), cloud fraction (in grey) and topography (in brown) 

for the (a) 17th, (b) 20th and (c) 22nd of July. 
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Figure 4.24 - Surface to entrainment ratios for θ and q (SRθ and SRq, respectively) for 

morning, in red, (1) and marine trajectories, in blue (2). 

 

The significance of surface fluxes with respect to q decrease and θ increase linked 

to the entrainment can be quantified with the calculation of the surface to 

entrainment ratio (SRq and SRθ, Equations 2.17 and 2.18 respectively) regarding the 

values shown in Table 4.8. These ratios indicate that, according to Figure 4.24, 

• In general, increments of θ due to H are similar to θ increase linked to 

entrainment with average SRθ of 0.93 and 0.70 for morning and marine 

trajectories, respectively, so that surface heat fluxes play an important role 

in the air parcel heating. 

• Almost half of the studied morning trajectories present higher surface 

contributions to θ than those produced by the entrainment effect. On the 

contrary, the entrainment effect dominates θ variations in the marine 

trajectories except for the 22nd (SRθ ~ 1) and the 23rd (SRθ ~ 1.5). 

• Oppositely to air parcel heating, q variations are dominated by entrainment 

fluxes that tend to dry the air parcel, especially for moist marine air parcels, 

as indicated by SRq average values of -0.23 and -0.08 for morning and 

marine trajectories, respectively. 

Only three days (17th, 20th and 22nd) present considerable surface contributions to q 

showing SRq values lower than -0.30 in the morning trajectories. However, morning 

air parcels during these days interact with moist air at the convergence zone that 
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produces an increment of q reducing the overall air parcel drying due to entrainment 

effect, as exposed previously (Figure 4.23). 

4.3.2. Moisture variations due to surface fluxes 

Air parcel moistening related to E is generally low in contrast to entrainment effects 

leading to a decreasing q tendency as the air parcel displaces over land areas and 

expands in the vertical (linked to increasing θ) as shown in Figure 4.25 for both 

morning and marine trajectories. However, the q decrease is more abrupt for marine 

trajectories with initial values ranging 16-18 g·kg-1 decreasing down to 7-12 g·kg-1 

in contrast to morning trajectories with initial q values of 7-10 g·kg-1 decreasing to 

5-7 g·kg-1 (Figure 4.25). Besides, in this figure, it is also highlighted the total 

surface contribution to q with respect to the q values at the end of the trajectory in 

order to visualize the relatively low water vapor provided by surface moist fluxes 

to the air parcels (Figure 4.25). On average, relative surface contributions to q 

represent about 7 % regarding final q values for both morning and marine 

trajectories. The amount of water vapor released to the atmosphere due to LE 

reduces the difference between initial and final moisture content of the air parcel 

(drying tendency) and its significance depends on the generally high drying 

effectivity of the entrainment (Figure 4.24), and the moisture content of the air 

parcel (Figure 4.25). Despite the low q increase in the air parcels linked to E, it is 

important to identify the contributions associated with each land use category. 

The surface contribution to q normalized to the distance traveled over each land use 

category in the model is calculated using Equation 2.19 (section 6 in Chapter 2). 

The results obtained from this approach are presented in Figure 4.25 (right axis) for 

morning and marine trajectories. On one hand, morning trajectories show similar 

contributions for most land use categories, especially for forest categories, 

grassland and croplands, with peak values obtained over mixed forest (up to 

1.5·10-2 g·kg-1·km-1) and irrigated cropland and pasture categories (up to 

1.2·10-2 g·kg-1·km-1) on the 15th and 16th, respectively, as shown in Figure 4.25a. In 

contrast, marine trajectories in the afternoon show a very marked difference 

between the three cropland categories and the rest of categories with values 

exceeding 3.6·10-2 g·kg-1·km-1 over irrigated cropland and pasture on the 17th of 

July (Figure 4.25b). These values are associated with the origin of marine 

trajectories (moving from the sea toward inland areas) and their displacement over 
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cropland fields situated near the coast providing the majority of water vapor to air 

parcels related to high vegetation fraction values and low PBLH (e.g., Figure 4.22c), 

in accordance with the results obtained in section 4.2. On average, cropland 

categories contribute between 0.8 g·kg-1 (DCR) and 1.5 g·kg-1 (ICR), considering 

trajectories of 100 km, in contrast with the low water vapor contributions of forest 

categories ranging from 0.2 g·kg-1 (DCR) to 0.4 g·kg-1 (FOR) according to values 

shown in Table 4.9. 

Moisture variations are also strongly subject to the entrainment effect which 

generates a drying of the air parcel. This effect is connected to the growth of the 

PBL (increasing θ) partially determined by heat fluxes at the surface, especially 

along morning trajectories (Figure 4.24), so that H can determine the further drying 

of the air parcel as it moves over the different land use categories. Analogously to 

the q increase linked to E, the same calculation can be conducted for θ following 

Equation 2.19 (section 6 in Chapter 2) so that surface contributions to θ can be 

determined over each land use category (Figure 4.26). The previous analysis 

remarked the links among entrainment (air drying), PBL growth and surface heat 

fluxes so that it is important to identify the land use categories contributing the most 

to θ increase under sea breeze circulations.  
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(a) 

(b) 

Figure 4.25 - Initial (blue line) and final (red line) q values for trajectories in the morning 

(top) and in the afternoon (bottom), along with the total surface contribution to q with respect 

to the final values (shadowed area under red line). The bars indicate the corresponding 

surface contributions to q per kilometer (Δqsfc,km) for the corresponding land use category 

with negative values indicating that the land use category is not present along the extracted 

trajectory. The colors denoting each land use category are indicated at the top of the figure 

with URB (urban and built-up land), DCR (dryland/cropland and pasture), ICR (irrigated 

cropland and pasture), CRP (cropland/woodland mosaic), GRA (grassland), SHR (mixed 

shrubland/grassland), DBF (deciduous broadleaf forest), ENF (evergreen needleleaf forest), 

FOR (mixed forest), HWL (herbaceous wetland) and BAR (bare or sparsely vegetated). 
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(a) 

(b) 

Figure 4.26 - Same as Figure 4.25 but for θ. 
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In the morning, the air situated within the TRB presents θ values from 28 ºC to 35 ºC 

reaching values up to 37-44 ºC as it is advected upwards due to the formation of 

thermally driven winds, as indicated by the different morning trajectories analyzed 

(Figure 4.26a). In the afternoon, the air parcels displaced inland during the early mature 

stages of the sea breeze present initial θ values ranging from 25 ºC to 26 ºC along the 

coast, increasing up to values between 36 ºC and 41 ºC when these reach inland areas 

(Figure 4.26b). On average, surface relative contributions to θ with respect to the 

difference between final and initial points of the studied trajectories represent 38 %, 

approximately, for both morning (with ranges of 20-60 %) and marine trajectories (with 

ranges of 25-48 %). According to these values, morning and marine air parcels are 

equally influenced by surface fluxes although morning trajectories show a wider 

variation range regarding relative surface contributions. Besides, marine air parcels 

show a greater absolute increment of θ associated with the low vertical development 

(about 1 km) and initial θ values (Figure 4.26b). The high temperature contrast between 

the surface and the air parcel along with its low height (lower air mass to heat) favor an 

effective heating. As commented in previous sections, the low PBL growth is linked to 

the early mature stage of the sea breeze in the afternoon, whereas the relatively low θ 

at the coast is caused by the slower heating of the sea surface than land which, in fact, 

leads to the formation of the sea breeze. 

Analogously to surface moisture contributions, θ is normalized to the distance traveled 

over each land use category in the model using Equation 2.20 (section 6 in Chapter 2) 

and exposed in Figure 4.26 (right axis) for morning and marine trajectories. Normalized 

θ contributions in the morning are similar over all land use categories although two 

peak contributions are identified the 16th over evergreen needleleaf forest (ENF) and 

the 23rd over grassland (GRA) with contributions up to 0.10 and 0.15 ºC·km-1 

respectively. In contrast, surface contributions to θ from urban and built-up land (URB) 

category are systematically important along the trajectories considered (about 

0.10 ºC·km-1), as well as over irrigated croplands and pastures (ICR) with a maximum 

contribution of about 0.25 ºC·km-1 obtained for the 17th of July. The average θ 

increments due to H indicate that main air parcel heating occurs over SHR, GRA and 

ENF (with Δθ of 3.9, 4.3 and 5.0 ºC, respectively, for a 100 km trajectory) in the 

morning trajectories, whilst the greatest θ increase of the marine air parcels occurs over 

URB and ICR (up to 8.5 ºC), as well as over CRP (Table 4.9). Contributions to θ are 
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subject to PBLH (air parcel height) which determines the amount of air mass to be 

heated. In the marine trajectories, the low heights of the PBL near the coast with 

dominating URB, ICR and CRP land use categories (see Figure 2.13 in Chapter 2) 

imply a more effective heating of the air parcel over littoral and pre-littoral areas. 

 

Table 4.9 – Mean surface contributions to q and θ due to E and H, respectively, normalized 

for 100 km trajectories. Land use categories with no presence in the trajectories or null 

contribution are marked as ‘--’, whereas italic values indicate low presence (less than 5 km 

on average) along the trajectory. The three land use categories with greatest contributions are 

highlighted in bold. 

 Traj. 
Land use category 

URB DCR ICR CRP GRA SHR DBF ENF FOR HWL BAR 

∆qsfc,100km 

(g·kg-1) 

   (1) -- 

 
0.3 0.5 0.5 0.6 0.4 0.5 0.6 0.7 -- 0.2 

   (2) -- 0.8 1.5 0.9 0.4 0.3 0.4 0.3 0.2 -- 0.1 

∆θsfc,100km 

(ºC) 

   (1) 1.0 2.4 1.8 2.6 4.3 3.9 2.0 5.0 3.6 -- 0.3 

   (2) 8.5 2.1 8.5 4.8 3.8 3.0 0.6 2.6 0.5 -- 1.2 
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CHAPTER 5 

GENERAL DISCUSSION 

This chapter introduces a general discussion of the main results exposed in Chapters 3 

and 4 of this thesis. First, a discussion regarding the performance of the WRF model 

with the two parametrizations of surface processes (PX and Noah-MP LSMs) in 

reproducing hydrometeorological variables is conducted. Then, the discussion focuses 

on the representation of a specific summer storm episode (from 15th to 23rd of July 2015) 

with respect to the three parametrizations compared (PX-PX, PX-NoahMP and MM5-

NoahMP) and the high-resolution simulation (STM). Finally, this chapter presents the 

discussion about land-atmosphere interactions regarding main features of the sea breeze 

characterization with in-situ measurements, and modeled moisture and heat 

contributions to the atmosphere for the specific summer storm episode. 
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5. Mesoscale modeling 

5.1. The hydrological cycle 

The WRF model is a globally used mesoscale model in atmospheric sciences and 

weather prediction continuously subject to improvements and updates by a large 

scientific community. This allows a wide range of options to account for the different 

processes occurring in the atmosphere, e.g., surface processes, which can be 

determinant in the outcome of a research. Hence, it is important to evaluate several 

options available in the WRF model to provide the most accurate representation of the 

processes to be studied. To this end, two parametrizations of the surface processes were 

evaluated against observations and reference products throughout direct comparison 

and statistical analyses, focusing on the hydrological cycle and favorable atmospheric 

conditions for the generation of summer storms. 

In general, the WRF model reproduced temperature, humidity and wind variations 

accurately during the investigated period of May-October 2015. However, the 

calculation of mean biases and errors (MBE and RMSE, respectively) highlighted that 

PX and Noah-MP LSMs yielded greater wind intensities than observations along the 

coast during the days with the formation of summer storms, especially during daytime. 

This indicates that simulated sea breeze gravity flows near the surface tend to be slightly 

overestimated in the WRF model. This may also lead to overdraw updrafts at the 

convergence lines enhancing the injection of moist air to upper levels of the atmosphere 

along with the development of convective systems and precipitation. In fact, the WRF 

model with the two LSMs presents a slight wet bias in the total accumulated 

precipitation partly associated with summer storms although it shows a good 

performance in reproducing the areas affected by these convective systems. The 

amplified SBG in the model could be associated with the overestimation of surface heat 

fluxes yielding a greater land-sea temperature difference and the corresponding 

intensification of the SBC. Besides, an overestimation of surface fluxes (and 2-m 

temperature) suggests the formation of a more intense ITL over the Iberian Peninsula 

which further intensifies sea breeze along the Mediterranean coast. Contrarily, a strong 

ITL inhibits convection due to the generation of a compensatory subsidence over the 

mountain ranges near the coast as exposed in Millán et al., (2005b). In addition, the 

overall warm bias present in the model may have an important effect in convective 

precipitation such that overestimated 2-m temperature of the near-surface air injected 
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at the convergence lines increases the CCL and reduces or inhibits condensation. 

Furthermore, high air temperature may enhance entrainment effects at the upper 

boundary of the SBG due to a greater PBL growth, leading to a drying of the near-

surface air mass (dry bias in WRF) and the corresponding further increase of the CCL. 

Despite these inhibiting effects over convective precipitation, the intensification of 

surface flows and their convergence at the mountain ranges prevail over the increase in 

CCL and enhanced entrainment effect so that WRF tends to overestimate precipitation. 

The generalized overestimation of convective precipitation in the WRF model differs 

between the two parametrizations selected for the simulated period. In fact, ESS-PX 

overestimated precipitation more acute than ESS-NoahMP over the mountain ranges 

highlighting the importance of surface processes parametrization during summer storm 

episodes. However, both simulations present very similar MBE and RMSE for wind 

and relative humidity, whereas they present slightly different biases for temperature 

with ESS-PX temperature estimates 1 ºC lower than those in ESS-NoahMP, on average. 

As commented previously, higher near-surface air temperature tends to increase the 

entrainment effect and the CCL at the convergence lines so that ESS-PX would present 

weaker entrainment and lower CCL than ESS-NoahMP favoring the occurrence of 

convective precipitation. 

The two parametrizations implemented present important differences as summarized in 

Table 2.1 (Chapter 2). A key aspect in the representation of precipitation is related to 

the greater complexity of the Noah-MP LSM compared to the PX LSM. For instance, 

the Noah-MP accounts for vegetation (trees) gaps to modify the incoming radiation 

from the radiation scheme and computes moisture and heat fluxes between the surface 

and the canopy, whereas these are not considered in the PX LSM. Besides, the Noah-

MP calculates exchange coefficients over land and the SL scheme computes them over 

water bodies, whilst the SL scheme calculates these coefficients over land and water 

when the PX LSM is implemented. In contrast, the PX LSM presents a more realistic 

soil depth (1 m) compared to the Noah-MP LSM (2 m) and it considers weighted land 

use categories over each model grid point in contrast with the dominant land use 

category considered in the Noah-MP LSM. These characteristics can introduce 

significant differences between the two surface parametrizations in the atmosphere, e.g., 

the entrainment effect at the PBL top and the CCL over land areas, that affect the 
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generation of convective precipitation regarding SVA feedbacks 

(Heerwarden et al., 2009; Seneviratne et al., 2010).  

On one hand, the PX LSM considers two soil layers of 0-1 and 1-100 cm so that changes 

in soil moisture are rapidly propagated to the atmosphere throughout evaporation, i.e., 

precipitation generates an increase in soil moisture that rapidly evaporates when 

atmospheric conditions change. This fact, along with the lower complexity of the PX 

LSM, may punctually lead to an overestimation of the water vapor contribution (q 

increase) to the atmosphere from the surface and reduce surface heat fluxes after a 

precipitation event. Under this situation, the PBL growth is less intense due to low 

surface sensible heat flux, crucial in the development of the PBL, whereas the CCL 

reduces considerably due to enhanced evaporation from the surface. Additionally, the 

ESS-PX presents an overall slight warm bias during the studied period and an 

overestimate of sea breeze intensity (wind speed) that enhanced updrafts at the converge 

lines. These factors may be determinant in the accumulated precipitation excess for the 

ESS-PX at the mountain ranges of the VR domain. 

On the other hand, the Noah-MP is a more complex LSM that considers many 

parameters influencing surface processes as exposed previously. Despite this, it 

presents similar inconsistencies in comparison with the PX LSM regarding wind and 

relative humidity. However, this parametrization consists of a thicker soil than the PX 

LSM which slows down the propagation of soil moisture changes to the atmosphere 

throughout evaporation and generates strong surface heat fluxes. The lower evaporation 

and greater heat flux from the surface in the Noah-MP LSM compared to the PX LSM 

yielded lower CCL and deeper PBL. This leaded to a more accurate representation of 

accumulated precipitation associated with summer storms. Contrarily, the similar 

overestimation of surface flows in ESS-NoahMP and the corresponding enhanced 

convergence at the mountain ranges of the VR domain was likely to cause the excess 

in precipitation. 

5.2. Representation of summer storms 

5.2.1. Model initialization 

The simulations covering the period May-October 2015 (ESS-PX and ESS-NoahMP) 

present some difficulties in representing precipitation accumulations and intensity 

during specific summer storm episodes despite the good performance in reproducing 

near-surface variables. This occurs since mesoscale models perform more accurately 
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when initialized slightly before the occurrence of the meteorological event to be studied. 

Besides, WRF model’s representation of large-scale circulations in the WMB is also 

subject to the accuracy of the initialization, in this case, provided by the ERA5 product. 

This reanalysis product shows important improvements in the representation of 

atmospheric conditions with respect to its predecessors (e.g., ERA40 and ERA-Interim) 

due to finer horizontal (~25 km) and vertical resolutions (137 sigma levels), as well as 

a higher number of input observations from a wide variety of sources (Hersbach et al., 

2020). The robustness of this product in reproducing the state of the atmosphere poses 

the feasibility to use this dataset to determine IC and BC in the WRF model episodic 

simulations. However, soil conditions such as soil moisture are likely to be more 

accurately represented in the WRF mesoscale model regarding its higher horizontal 

resolution and the surface and subsurface processes considered in the LSMs over each 

grid point. This fact states the reliability to use soil moisture from WRF estimates in 

the ESS simulations to initialize the episodic simulations, namely PX-PX, PX-NoahMP 

and MM5-NoahMP. 

5.2.2. Comparative analysis 

Apart from the initialization, the parametrization of atmospheric processes is key in the 

WRF model accuracy to reproduce summer storms. In fact, the methodologies 

implemented in LSMs to compute surface processes, along with the LSM complexity, 

produce important differences in estimating near-surface variables for the summer 

storm episode occurred between the 15th and 23rd of July 2015. In fact, all simulations 

present similar errors in representing temperature and relative humidity, although PX-

PX shows slightly better scores than simulations implemented with the Noah-MP LSM 

despite the greater complexity of the latter. On one hand, this suggests that surface heat 

and moisture fluxes, the main drivers of 2-m temperature and humidity variations under 

these atmospheric conditions, are strongly subject to the more accurate representation 

of land use categories (weighted categories over each grid point) and/or the thinner 

(more realistic) soil depth considered in the PX LSM. On the other hand, these 

differences may also be associated with the approaches implemented to calculate 

exchange coefficients over land. The Noah-MP LSM conducts the calculation of 

exchange coefficients at the surface, i.e., it determines 2-m temperature, 2-m relative 

humidity and 10-m winds, whereas the PX SL is the scheme carrying out this 

calculation in the PX-PX configuration. In contrast, the estimate of atmospheric 
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dynamics near the surface is more accurately reproduced in the simulations using the 

Noah-MP parametrization, especially the MM5-NoahMP during daytime. This 

indicates two main aspects: the higher complexity of the Noah-MP LSM is crucial in 

the representation of near-surface flows, which is of great interest regarding the 

importance of sea breeze flows in this thesis, and the MM5 SL shows a slightly better 

performance in computing exchange coefficients over water bodies than the PX SL, at 

least when it is implemented with the Noah-MP SL. 

The greater accuracy of the MM5-NoahMP configuration is further proven in the 

slightly better representation of total precipitable water than the other two 

parametrizations, key in the generation of precipitation (Kunkel et al., 2020). In fact, 

the MM5-NoahMP showed the most accurate representation of convective precipitation 

in the TRB at a daily basis, as well as accumulated values closer to the reference. These 

results indicate the importance of well-captured near-surface air flows to accurately 

reproduce the summer storms occurred along the Mediterranean coast of the Iberian 

Peninsula during the period from the 15th to the 23rd of July 2015. Besides, they remark 

that the occurrence and location of these summer storms were strictly connected to the 

characteristics of the convergence of surface flows at the mountain ranges in the TRB. 

An accurate representation of wind direction and speed at the surface yielded a more 

realistic injection of near-surface air to upper atmospheric levels at the convergence 

lines, key in the generation of summer storms (Millán, 2014). 

5.2.3. High-resolution simulation 

The representation of surface air flows near the coast are strictly linked to topography 

features since valleys produce a channeling effect over sea breeze and other thermally 

driven air flows. As commented previously, the convergence of these flows over the 

mountain ranges are a key factor in the formation of summer storms. Thus, a high-

resolution simulation allowed a more detailed description of local characteristics such 

as topographic barriers and land use categories, the latter determining surface heat and 

moisture fluxes. In addition, the new implemented high-resolution land use categories 

from CLC2012 at 100 m and topography SRTM30 at 30 m significantly improved the 

physical description of the study domain (STM) leading to a more accurate 

representation of surface fluxes and atmospheric dynamics. The STM simulation at 

680-m horizontal resolution provided the possibility to conduct a closer evaluation of 

the local processes influencing convective precipitation associated with summer storms 
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in the TRB. However, the inconsistencies associated with the modeling of these local 

processes must be quantified in order to evaluate model’s performance. 

In general, the high resolution with the MM5-NoahMP parametrization reproduced 

accurately the summer storm events occurred in the study period although the light dry 

and warm biases were still present. These were likely to be associated with a slight 

overestimation of entrainment effects and surface heat fluxes leading to a strong PBL 

drying and heating, respectively. Concretely, surface heat fluxes (increase in 2-m air 

temperature) yielded a strong development of the PBL with the following mixing of 

upper-level dry air into the PBL and the associated decrease in 2-m humidity. These 

effects induced warm and dry biases in the simulation more intense over coastal areas 

but light over the pre-littoral. These inconsistencies were not only linked to the MM5 

SL scheme and the Noah-MP implemented in the simulation, but also to the ACM2 PBL 

scheme which determines the development of the PBL and the interactions between the 

different model levels. 

6. Land-atmosphere interactions 

6.1. Sea breeze and summer storms 

The typical weak synoptic atmospheric conditions during summer over the Iberian 

Peninsula led to dominant local circulations that merge and organize in larger structures 

such as the characteristic ITL and the formation of sea breeze along coastal areas 

(Millán et al. 2000). The sea breeze circulation determines atmospheric dynamics at a 

local-to-regional scale along the Mediterranean coast and it is crucial in the generation 

of different meteorological phenomena such as summer storms. Thus, it is important to 

analyze how sea breeze influences atmospheric conditions at local scale within the 

study area. 

An initial analysis of averaged atmospheric variables describing air properties (i.e., q 

and θ) during dominating sea breeze circulations depicted an inverted U shape in the 

mixing diagrams for all seasons. This q-θ variation was identified as a distinctive 

characteristic of sea breeze days in the Turia valley. The inverted U shape defined three 

periods related to the evolution of the sea breeze such that: (i) initially, surface heat 

fluxes dominate producing a temperature increase and the corresponding growth of the 

PBL and enhanced entrainment, limited by surface moisture fluxes and low advection, 

(ii) then, as sea breeze gravity flow intensifies, marine moist air advances effectively 

toward inland areas and produces a substantial increase in q at constant θ, approximately, 
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and, (iii) finally, a constant q remarks the homogeneity of the marine air mass advected 

and the decay in the incoming radiation (lower surface heat fluxes) generates a decrease 

in θ. This characteristic feature was observed over all the stations considered with a 

temporal delay from coast to inland associated with the occurrence of the effective 

moistening of the sea breeze. The characteristics of the inverted U shape were 

determined by the initial local air and soil conditions, the properties of the marine air 

mass, and the vertical extend of the residual layer, delimited by an inversion layer, 

absorbed by the PBL development. 

Based on the characteristic evolution of q and θ under dominating sea breeze conditions, 

a comparison among several surface stations with different land use characteristics was 

conducted. This analysis indicates that vegetated areas showed greater q and lower θ 

than non-vegetated areas in the pre-littoral, whereas slight or no differences occurred 

over littoral stations. This denotes that coastal areas were under the influence of marine 

air since the early morning so that local processes generated low changes in the air 

properties although this could be propagated toward inland areas. Contrarily, pre-littoral 

and inland stations were subject to dominating local surface fluxes during a longer 

period, as well as to warm and dry air advection due to the moist marine air heating and 

drying effect of surface heat fluxes and entrainment, respectively, as it advanced along 

the valley. These conditions favored a strong change in q associated with the sea breeze 

air moistening, slightly greater over the vegetated location considered. 

Most summer storms initiated during dominating sea breeze circulations over the TRB 

and prior to the marked moistening over inland areas, as well as they originated over 

mountain ranges outside the influence of sea breeze. This suggests that these convective 

systems were associated with local thermally driven circulations such as upslope winds 

which generate over inland areas. Under this situation, the near-surface air within the 

Turia valley in the early morning was advected upslope and injected to upper levels of 

the atmosphere at the mountain ranges such that its properties were key in the 

development of convective clouds and precipitation. The properties of this air mass 

were mainly determined by two factors: the local processes and the displacement 

toward inland areas of the sea breeze head the previous day during the late mature stage 

as pointed out in Clarke (1984). 

Surface moisture and heat fluxes influenced the water vapor content and temperature 

of the near-surface air mass in the early morning. However, surface fluxes were low in 
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the early morning so that slight changes occurred due to these local processes. Instead, 

the displacement toward inland areas of the sea breeze front the previous day could be 

determinant in defining the characteristics of the near-surface air mass in the early 

morning. Regarding the different stages of the sea breeze described in the introduction 

(see section 2.1 in Chapter 1), the sea breeze front can travel further inland after the 

early mature stage reaching inland regions of the Iberian Peninsula. In the nighttime, 

light downslope winds develop returning the previously advected moist marine air 

during sea breeze circulations towards the sea. However, according to wind 

observations in the study area, these nighttime air flows are usually less intense than 

surface air flows associated with sea breeze so that moist air can remain within the 

valley the following morning when upslope winds originate. Thus, this remaining moist 

air in the early morning can be injected at the converge lines at noon and generate 

summer storms, even over areas outside the general influence of the sea breeze 

circulation. Besides, in some of the studied cases, the arrival of the ISBF intensified 

convective precipitation after the formation of summer storms. 

6.2. Surface moisture and heat fluxes 

6.2.1. Moisture contributions 

The simulations conducted in this thesis allowed the quantification of water vapor 

contributions to the atmosphere during sea breeze circulation over different locations 

of the study area with various land use characteristics. This analysis remarked that the 

CRP (cropland/woodland mosaic) category was the main source of water vapor in the 

study area (up to 2.1 g·kg-1) with a considerable reduction of contributions from littoral 

to pre-littoral (about 0.6 g·kg-1) linked to vegetation fraction and PBLH differences. 

This is in accordance with the fact that the study period (and summer in general) was 

characterized for scarce precipitation over the littoral and pre-littoral, so that 

evapotranspiration from natural vegetation was low due to dry soils, except for the days 

with generalized convective precipitation. Instead, evapotranspiration from irrigated 

croplands was generally high due to the irrigation activities to maintain wet soil 

conditions. Thus, crop fields were described as the main contributors of water vapor to 

the atmosphere in the study area. 

Interestingly, mixed shrubland/grassland (SHR) and evergreen needleleaf forest (ENF) 

inland areas showed very little differences in terms of water vapor contributions despite 

the differences in the soil layers considered as root zone (0-100 cm for SHR and 0-200 
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cm for ENF). This suggests that the deepest soil layer 100-200 cm provided low 

amounts of water to vegetation regarding the similar vegetation fraction values at the 

considered locations. Besides, the greater distance to the coastline of the SHR inland 

location led to lower moisture contributions from the surface to the atmosphere, as 

commented previously, and a stronger entrainment effect of about -5 g·kg-1. The coast-

to-inland increasing entrainment was associated with the greater development of the 

PBL from littoral to inland areas due to the longer period under dominating surface heat 

fluxes. The heating of the PBL forced it to grow by incorporating dry air from upper 

levels of the atmosphere leading to a decrease in q as well. 

In general, the amount of water vapor released to the atmosphere due to surface 

moisture fluxes counterposed the drying effect of entrainment and its significance was 

strictly dependent on the initial moisture of the air mass advected with the sea breeze. 

Besides, the thinner PBL over the littoral generated differences in surface contributions 

to q, i.e., the q increase due to surface moisture fluxes near the coast was greater than 

over inland areas regarding its dependence on PBLH. On average, total water vapor 

contributions from the surface represented about 7 % with respect to the q values near 

the convergence lines, i.e., q values at the end of the considered trajectories. However, 

entrainment drying effects significantly exceeded (by a factor between two and ten) 

surface water vapor contributions. In fact, moisture contributions from the surface were 

generally low under sea breeze dominating conditions during the summer storm episode. 

Thus, entrainment was the main factor driving q variations during thermally driven 

circulations, especially during sea breeze. 

6.2.2. Heat contributions 

In an analogous manner, heat contributions to the atmosphere from the surface could 

be estimated from simulated values. Contrarily to surface moisture flux, surface heat 

flux played an important role in the heating of the PBL (about 40 % of the total θ 

increase), which led to a strong PBL development throughout the enhanced entrainment 

effect (representing the 60 % of the total θ increase). In general, surface heat fluxes 

dominated before noon, prior to the effective moistening due to sea breeze circulations, 

such that it was substantially greater than moisture flux, except for croplands over 

littoral and pre-littoral areas. Interestingly, contributions to θ from the surface were 

similar for all the considered land use categories except for littoral locations after the 

effective sea breeze moistening, where croplands presented substantially lower average 
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contributions to θ in contrast with urban areas. This suggests an important role of land 

use categories near the coast in influencing air mass properties posteriorly displaced 

inland. According to this, urban areas tend to increase air temperature more effectively 

than cropland areas, with greater evapotranspiration rates, near the coastline. Besides, 

this local heating differences led to greater entrainment at the top of the PBL over urban 

areas compared to croplands such that PBL growth and dry air mixing were enhanced 

over urban areas, whereas these effects were less intense over croplands. These effects 

along the coast influence the CCL of the advected air mass which needs to be lower 

than the height of injection at the convergence line for summer storms to generate 

(Millán et al. 2005a; Millán, 2014). 

Generally, the PBL over the littoral is thinner than over pre-littoral and inland areas 

during daytime so that the air mass to be heated is lower. Under these conditions, a 

more effective heating occurs near the coast regarding the dependence of surface 

contributions to θ on PBLH. This implies that marine moist air advected from the sea 

is subject to a strong heating along the coast, which also depends on the dominating 

land use categories as exposed previously. Similarly, the PBL presents a low vertical 

development in the early morning over inland areas, and it rapidly grows with the 

increasing surface heat fluxes. However, the low surface heat fluxes in the early 

morning provide low contributions to θ despite the thin PBL. Hence, contributions to θ 

from the surface increase as incoming solar radiation intensifies over inland areas, 

further enhanced by entrainment, with a low dependence on the dominating land use 

category (pine forest, shrublands or grasslands). 

6.2.3. Influence in summer storms 

Summer storms are associated with the convergence of surface flows due to combined 

breeze circulations (upslope winds and sea breeze) along the Mediterranean coast. 

Under these dominating atmospheric conditions, land-atmosphere interactions play an 

important role in determining the characteristics of the air mass advected toward 

mountain ranges. Moisture and heat fluxes from the surface modify the initial air 

properties that can be determinant in the formation of this type of convective systems. 

On one hand, moisture fluxes provide additional water vapor to the lower atmosphere 

slightly counterposing the substantial drying due to entrainment pointed out in this 

thesis. Despite the low amount of water vapor released to the atmosphere during the 

studied period, a slight increase in q together with a decrease in θ could reduce the CCL 
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sufficiently to favor the initiation of summer storms. In fact, it has been shown that the 

greatest contributions to temperature and water vapor content within the PBL from the 

surface are substantially dependent on the land use category near the coast. Hence, the 

heating and moistening of a marine air mass near the coast is a factor to be considered 

in the formation of summer storms at the mountain ranges of the TRB. However, the 

further heating and moistening of the marine air mass as it displaces along the Turia 

valley also depends on the characteristics of the land use so that q and θ additional 

variations due to surface fluxes can further favor or inhibit the formation of summer 

storms. 

On the other hand, surface heat fluxes are key in the development of the PBL and the 

corresponding entrainment at the top of it. Specifically, the PBL grows rapidly due to 

surface heat fluxes by absorbing upper-level dry air which decreases q and increases θ. 

It has been pointed out that the entrainment effect is the main driver in the PBL drying 

and much stronger than the moistening due to evapotranspiration in the study area. 

Besides, it is strictly connected to surface heat fluxes that produce an air temperature 

increase and, hence, to the corresponding characteristics of the land use. However, low 

variations in q and θ associated with surface contributions and entrainment were 

detected for the different land use categories over pre-littoral and inland areas, in 

contrast with the differences highlighted near the coast. This points out that local 

humidity and temperature variations in the littoral were substantially exceeded by the 

surface heating and entrainment effect over pre-littoral and inland areas reducing their 

impact on the generation of summer storms at the mountain ranges of the TRB. Besides, 

it has been shown that the air situated within the uppermost part of the Turia valley in 

the early morning was subject to heating and drying (entrainment) before being injected 

to upper atmospheric levels throughout upslope circulations. Thus, this suggests that 

the initial thermodynamic properties of this continental air mass advected prior to the 

marine air mass (i.e., temperature and humidity) are likely to be crucial for the 

generation of summer storms. 
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CHAPTER 6 

CONCLUSIONS 

The main conclusions obtained in this thesis are summarized in the following points: 

1. PX and Noah-MP LSMs available in the WRF model with different degree of 

complexity and characteristics were compared for an extended summer season. 

Overall, both parametrizations show similar behavior in reproducing typical 

meteorological variables, although marked differences arose in representing 

convective precipitation associated with summer storms. The Noah-MP showed 

the best performance in comparison with observations from different sources. 

Besides, the performance of the Noah-MP LSM in reproducing a particular 

summer storm episode was slightly improved when implemented with the MM5 

SL and increasing spatial resolution. 

2. An analysis of average q-θ variations observed at different stations within the 

study area showed a characteristic inverted U shape in the energy space per unit 

mass (mixing diagrams) during sea breeze circulations. This was determined by 

dominating local land-atmosphere interactions and advection associated with 

the sea breeze such that three periods could be identified: 

a.  Strong increase in θ at constant q linked to dominating surface heat 

fluxes and entrainment, together with low surface moisture fluxes and 

advection. 

b. Marked increase in q at constant θ associated with the entrance of a 

marine moist air mass, effective moistening effect of the sea breeze, 

despite the generally strong surface heat fluxes and entrainment. 

c. Decrease in θ at constant q linked to the incoming solar radiation decay 

and the homogeneity of the moist marine air mass advected along the 

sea breeze circulation, respectively. 

3. Observations of q and θ variations were studied over different locations (littoral, 

pre-littoral and inland) and land use categories (urban, non-vegetated land and 

croplands) so that a dependence on distance to the sea and land use 

characteristics could be identified. On one hand, vegetated areas presented 
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slightly lower θ and greater q than non-vegetated areas over the pre-littoral, 

whereas no significant differences were detected over the littoral. On the other 

hand, the delay in the effective moistening over pre-littoral and inland stations 

with respect to littoral ones remarks the relevance of local surface fluxes and 

entrainment at these locations despite the considerable advection. Besides, it 

indicates that summer storms can originate prior to the effective moistening 

occurrence. 

4. Modeled atmospheric dynamics and q-θ variations indicate that most summer 

storms initiate before the arrival of a moist marine air mass indicated in the 

mixing diagrams as a marked q increase. This remarks the importance of local 

interactions and entrainment during sea breeze circulations. 

5. The atmospheric recharge in water vapor and temperature variations were 

estimated from modeled values during a summer storm episode consisting of 

several events. These estimates indicate that q contributions due to 

evapotranspiration represents about 7 % of the air-mass q before the formation 

of summer storms, on average. Main contributions to q from the surface (up to 

2 g·kg-1) occurred over croplands and near the coast associated with low PBLH. 

6. Air temperature variations linked to surface heat fluxes represented about 40 % 

of the total increase in θ during dominating sea breeze conditions. This remarks 

the relevance of surface heating in the θ increasing, leading to CCL increase at 

the convergence lines. As for q, greatest increase in θ occurs near the coast over 

urban areas regarding its dependence on the PBLH. 

7. Entrainment is the main factor influencing q and θ variations at the top of the 

PBL. This effect produces a substantial drying of the air mass by dilution 

between two and ten times stronger than the water vapor recharged from the 

surface, whilst θ increase at the same level as that produced by surface heat 

fluxes. Contrarily to surface contributions to q and θ, entrainment presents a 

coast-to-inland gradient corresponding to the development of the PBL. 
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APPENDIX 

1. WRF model parametrizations 

The WRF model integrates the compressible, non-hydrostatic Euler equations which 

are formulated using a terrain-following mass vertical coordinate proposed by Laprise 

(1992). Temporal discretization is performed differently depending on the frequency 

modes to be integrated using the so-called time-split integration scheme. On one hand, 

low-frequency (slow) modes integration is carried out using a 2nd or 3rd-order Runge-

Kutta (RK3) time integration scheme; on the other hand, a forward-backward 

integration scheme and a vertically implicit scheme are used to integrate horizontally 

propagating acoustic modes and gravity waves (high-frequency modes), respectively. 

The former modes are integrated over smaller time steps than slow modes in order to 

maintain numerical stability. Spatial discretization in WRF uses an Arakawa C-grid 

staggering in both horizontal and vertical grids (Figure A.1), with 2nd to 6th-order 

advection options for horizontal and vertical momentum although 5th and 3rd orders 

are recommended respectively, also including full Coriolis terms. Turbulent mixing and 

model filters are also available in the WRF model. Turbulent mixing filters determine 

unresolved sub-grid scale turbulent processes in both coordinate and physical space 

(spatial diffusion), whereas other model filters are implemented for numerical reasons 

such as the divergence damping in the time-split RK3 scheme to remove acoustic modes 

from the solution, the gravity wave absorbing layers to prevent unphysical wave 

reflections and the vertical-velocity damping used to stabilize vertical motion. In 

mesoscale models, vertical turbulent fluxes are often represented by the planetary 

boundary layer (PBL) parametrization; thus, in the case a PBL scheme is used, all other 

vertical mixing options are disabled. 
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Figure A.1 - Horizontal (left) and vertical (right) Arakawa C-grids of the WRF model. 

 

Initial conditions can be defined by the user for idealized cases or interpolated from 

external analysis or forecast for real cases. In order to interpolate meteorological data 

and prepare input files for the real case, the so-called WRF Preprocessing System (WPS) 

is used. This system consists of three components: the GEOGRID, which defines the 

model domains and extracts static data, the UNGRIB, used to convert GRIB 

meteorological data into WPS format, and the METGRID, that interpolates horizontal 

meteorological fields over the model domains. Finally, the REAL program performs an 

interpolation of vertical meteorological fields to the defined vertical model levels and 

generates WRF input and boundary files. Lateral boundary conditions can be set to 

periodic (for global simulations), open, symmetric, polar or specified (always used for 

nested grids). Besides, the model allows two interaction options between the coarse 

grid and the fine grid: one-way or two-way grid nesting. In the one-way option the 

exchange of information between domains occurs from the coarse grid to the fine grid 

only (fine grid boundary conditions), whilst in the two-way option the coarse grid 

solution is also replaced by the fine grid solution over the coarse grid points located 

inside the fine grid, hence, information exchange between grids is in both directions. 

The WRF model includes physics parametrizations for shortwave and longwave 

radiation, cumulus, microphysics, PBL, SL and LSM, allowing several parametrization 

options within each category, as well as various data assimilation methods and 

initializations. In order to start a simulation, initial conditions are set prior to the first-

time step from WRF input files, physics tables or look-up tables of functions. Then, 

tendencies are calculated for radiation, surface (SL and LSM), PBL and cumulus 

physics. Finally, microphysics scheme is called at the end of the time step in order to 
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guarantee proper saturation conditions. In the following paragraphs the two WRF PBL 

schemes selected to conduct this study are described. 

1.1. Planetary Boundary Layer schemes 

The so-called K-theory or gradient transport theory (local closure) states that turbulent 

shear stress can be described in analogy with molecular viscosity so that for a given 

adiabatically conserved variable Ψ (e.g., heat, moisture or momentum), it can be written 

that: 

 𝛹′𝑤′̅̅ ̅̅ ̅̅ = −𝐾𝛹

𝜕𝛹

𝜕𝑧
 (A.1) 

where 𝑤′  is the vertical velocity fluctuation, 𝛹′  is the 𝛹  fluctuation and 𝐾𝛹 is the 

corresponding turbulent eddy coefficient (eddy diffusivity) that relates turbulent fluxes 

to the gradient of mean 𝛹 at adjacent levels only, with the overbar denoting averaged 

values. Equation (A.1) represents a simple (first order) approach which describes small-

size eddies in the flow although it does not apply when large-size eddies are present, 

e.g., in the convective boundary layer. In order to consider the effect due to large-scale 

eddies in the boundary layer higher-order turbulent closures must be used. 

In non-local schemes 𝛹 can be modeled using a K profile with a non-local correction 

γΨ that aggregates the contribution of large-scale eddies to the total flux, thus: 

 𝛹′𝑤′̅̅ ̅̅ ̅̅ = −𝐾𝛹 (
𝜕𝛹̅

𝜕𝑧
− 𝛾𝛹) (A.2) 

where the adjustment term 𝛾𝛹 is interpreted as the large-scale eddies (or convective 

eddies) filling the boundary layer that distribute surface flux of 𝛹  upwards 

independently of Ψ local gradients, and it is usually set to zero in stable boundary layer. 

This formulation has been typically used in many PBL parametrizations to account for 

non-local effects (Troen and Mahrt, 1986; Holstag and Boville, 1993; Noh et al., 2003); 

however, more recent PBL schemes have improved the boundary layer representation 

by including other terms related to entrainment at the top of the PBL, e.g., YSU PBL. 

Another method also used to consider explicitly non-local fluxes is the transilient 

turbulence theory, in which for a given pair of grid points in the vertical column, 

adjacent or not, mass flux is defined using a so-called transilient matrix. The equation 

used to describe this method for a given atmospheric column with n grid points is 
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 𝛹𝑖̅(𝑡 + 𝛥𝑡) = ∑ 𝑐𝑖𝑗

𝑛

𝑗=1

(𝑡, ∆𝑡)𝛹𝑗̅(𝑡) (A.3) 

where 𝛹𝑗  is the initial value of 𝛹 at time t at source grid point j, 𝛹𝑖 is the final value at 

time 𝑡 + 𝛥𝑡 at destination grid point i and 𝑐𝑖𝑗 represents the transilient matrix which 

indicates the amount of air that came from grid point j and ended in destination grid 

point i. The final value is the sum over all the n grid points in the column of air. The 

formulation in Equation (A.3) have been implemented in some non-local PBL schemes 

such as Blackadar (1978) and Pleim and Chang (1992); and also implemented in more 

recent PBL schemes, e.g. ACM2. 

a) YSU PBL 

The YSU PBL scheme, described in Hong et al., (2006), is similar to the non-local 

Holtslag-Boville (HB) scheme (Holtslag and Boville, 1993), which is based on 

Equation A.2. Additionally, the YSU scheme introduces a term proportional to the 

surface buoyancy flux in order to represent explicitly the effects of entrainment at the 

top of the PBL; hence: 

 𝛹′𝑤′̅̅ ̅̅ ̅̅ = −𝐾𝛹 (
𝜕𝛹̅

𝜕𝑧
− 𝛾𝛹) + (𝛹′𝑤′̅̅ ̅̅ ̅̅ )

ℎ
(

𝑧

ℎ
)

3

 (A.4) 

where h is the PBL height, z is the model height and (𝑤′𝛹′)ℎ represents the flux at the 

inversion layer. Equation (A.4) applies for z ≤ h, whereas free atmospheric diffusion is 

considered using a local diffusion approach for z > h. In the YSU scheme eddy 

diffusivity for momentum is parametrized as a function of mixed layer velocity scale, 

𝑧 and ℎ; whilst eddy diffusivity for moisture and heat are computed using the Prandtl 

number (see Appendix A.2). The main difference between this scheme and its 

predecessors is the use of 𝑅𝑖𝑐𝑟  of zero to determine h suggesting that small 𝑅𝑖𝑐𝑟 

diminishes the entrainment effect. Hence, the PBL top depends effectively on the 

buoyancy profile and is defined at the layer where maximum entrainment occurs. For 

stable conditions, 𝑅𝑖𝑐𝑟 = 0.25 and 𝑅𝑖𝑏 is calculated as: 

 𝑅𝑖𝑏(𝑧) =
𝑔[𝜃𝑣(𝑧) − 𝜃𝑣(𝑧1)]𝑧

𝜃𝑣[𝑢(𝑧)2 − 𝑣(𝑧)2]
 (A.5) 

where 𝜃𝑣  is the virtual potential temperature, 𝑧1  represents the height of the lowest 

model level, 𝑔  is the gravitational acceleration, and 𝑢  and 𝑣  are the horizontal wind 
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components in x and y directions, respectively. For unstable conditions, 𝑅𝑖𝑐𝑟 = 0 and 

the term 𝜃𝑣(𝑧1) is replaced by 𝜃𝑠, given as: 

 𝜃𝑠 = 𝜃𝑣(𝑧1) + 𝑏
(𝑤′𝜃𝑣′̅̅ ̅̅ ̅̅ ̅)

0

𝑤𝑚
 (A.6) 

where 𝑏 = 7.8  (as in Hong and Pan., 1996), 𝑤𝑚  the convective velocity scale and 

(𝑤′𝜃𝑣′̅̅ ̅̅ ̅̅ ̅)
0
 the sensible heat flux at the surface. 

b) ACM2 PBL 

The description of this scheme has been conducted according to Pleim (2007). The 

ACM2 PBL scheme is a combination of the ACM1, based on the Blackadar convective 

model (Blackadar, 1978) which used a simple transilient method, and an eddy diffusion 

model. Thus, it is considered a hybrid scheme as it combines local and non-local closure. 

The non-local part is based on the transilient turbulence theory (Equation A.3) as in the 

ACM1, whereas the local part implements Equation A.1. This combination allows the 

model to account for both rapid upward transport and turbulent diffusion induced at 

local scale. Considering a staggered vertical grid where subscript 𝑙  denotes the grid 

center and 𝑙 + 1 2⁄  the layer interface, the equation that describes the ACM2 scheme 

can be written as: 

 

𝛹′𝑤′̅̅ ̅̅ ̅̅
𝑙+

1
2

= −𝑓𝑐𝑜𝑛𝑣𝑀𝑢 (ℎ − 𝑧
𝑙+

1
2

) (𝛹1 − 𝛹𝑙)

− (1 − 𝑓𝑐𝑜𝑛𝑣) [𝐾
𝛹(𝑙+

1
2

)

𝛹̅𝑙+1 − 𝛹̅𝑙

∆𝑧
𝑙+

1
2

+ 𝐾
𝛹(𝑙−

1
2

)

𝛹̅𝑙 − 𝛹̅𝑙−1

∆𝑧
𝑙−

1
2

] 

(A.7) 

where 𝛹1 the values of 𝛹 at the first model layer,𝑧𝑙 and ∆𝑧𝑙 the height and thickness of 

a layer 𝑙, respectively, 𝑓𝑐𝑜𝑛𝑣 the partitioning factor calculated as: 

 𝑓𝑐𝑜𝑛𝑣 = [1 +
𝑘

−2
3

0.1𝑎
(

−ℎ

𝐿
)

−1
3

]

−1

 (A.8) 

where 𝑘 = 0.4  is the von Kármán constant, 𝐿  the Monin-Obukhov length scale and 

𝑎 = 7.2 following Holtslag and Boville, (1993). 𝑀𝑢 is the upward convective mixing 

rate given by: 
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 𝑀𝑢 =

𝐾𝛹𝑧
1+

1
2

∆𝑧
1+

1
2

(ℎ − 𝑧
1+

1
2

)
 (A.9) 

The 𝑓𝑐𝑜𝑛𝑣 (Equation A.8) controls the partitioning between local and non-local mixing 

so that it contributes to smooth transitions from local transport for stable conditions to 

both local and non-local transport for unstable conditions. For stable or neutral 

conditions 𝑓𝑐𝑜𝑛𝑣 = 0 so that the total mixing depends only on the local transport (last 

term on the right-hand side of Equation A.7), whereas the non-local transport (first term 

on the right-hand side of Equation A.7) is dominant under unstable conditions with 

𝑓𝑐𝑜𝑛𝑣 > 0. In the ACM2 scheme eddy diffusivity is obtained similarly to Holtslag and 

Boville, (1993); that is, it is a function of friction velocity, 𝑧 and ℎ. 

The top of the PBL is computed using the 𝑅𝑖𝑐𝑟  although different approaches are 

implemented depending on the atmospheric conditions as in YSU. For stable conditions, 

𝑅𝑖𝑏 is diagnosed similarly to Equation A.5, such that: 

 𝑅𝑖𝑏(𝑧) =
𝑔[𝜃𝑣(ℎ) − 𝜃𝑣(𝑧1)]𝑧

𝜃𝑣́[𝑢(𝑧)2 + 𝑣(𝑧)2]
 (A.10) 

where 𝜃𝑣́ is the averaged virtual potential temperature between model layers at 𝑧1 and 

ℎ. For unstable conditions, the Richardson method is applied to the entrainment zone 

so that h is defined as the height where 𝑅𝑖𝑏 equals 𝑅𝑖𝑐𝑟 within the entrainment layer 

only. Thus, Rib is given as: 

 𝑅𝑖𝑏(𝑧) =
𝑔[𝜃𝑣(𝑧) − 𝜃𝑠](ℎ − 𝑧𝑚𝑖𝑥)

𝜃𝑣
̅̅ ̅{[𝑢(ℎ) − 𝑢(𝑧𝑚𝑖𝑥)]2 + [𝑣(ℎ) − 𝑣(𝑧𝑚𝑖𝑥)]2}

 (A.11) 

where  𝑧𝑚𝑖𝑥 represents the top of the unstable layer, calculated by setting 𝜃𝑣(𝑧𝑚𝑖𝑥) =

𝜃𝑠 , and 𝜃𝑠  is given by Equation A.6, although in this case 𝑏 = 8.5  as suggested in 

Holtslag et al., (1990). 

1.2. Calculation of H 

In Pleim-Xiu LSM, the sensible heat flux 𝐻 is determined by the expression: 

𝐻 =  𝜌𝐶𝑝 (
𝜃𝑔 −  𝜃1

𝑟𝑎ℎ
) (A.12) 

where 𝜃1, 𝜃𝑔 and 𝑟𝑎ℎ are the potential temperature at the first half layer (povided by the 

SL scheme), the potential temperature at the ground and the aerodynamic resistance for 

heat. Similarly to Equations 2.5 - 2.7, in the Noah-MP LSM, the total 𝐻 over a grid cell 
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is the sum of the following components (namely for bare ground, vegetated ground and 

vegetation canopy): 

𝐻𝑔,𝑏 = 𝜌𝐶𝑝

𝑇𝑔,𝑏 − 𝑇

𝑟𝑎ℎ
 (A.13) 

𝐻𝑔,𝑣 = 𝜌𝐶𝑝

𝑇𝑔,𝑣 − 𝑇𝑐

𝑟𝑎ℎ,𝑔
 (A.14) 

𝐻𝑣 = 2(𝐿𝐴𝐼𝑒 + 𝑆𝐴𝐼𝑒)𝜌𝐶𝑝

𝑇𝑣 − 𝑇𝑐

𝑟𝑏
 (A.15) 

where  𝑟𝑎ℎ,𝑔 the aerodynamic resistance for heat below the canopy, 𝑇𝑐 the temperature 

of air below the canopy, 𝑟𝑏 the leaf boundary layer resistance per unit 𝐿𝐴𝐼, and 𝐿𝐴𝐼𝑒 

and 𝑆𝐴𝐼𝑒 the effective 𝐿𝐴𝐼 and 𝑆𝐴𝐼, respectively. Further information can be consulted 

in Niu et al., (2011). 

1.3. Noah-MP input vegetation tables 

 

Table A.1 – Main vegetation parameters for Noah-MP from VEGPARM.TBL and 

MPTABLE.TBL: SHDFAC (vegetation fraction), NROOT (rooting depth [m]), HVT 

(canopy top [m]), HVB (canopy bottom [m]) and DEN (vegetation density [number·m-2]). 

Landuse Description 
VEGPARM MPTABLE 

SHDFAC NROOT HVT HVB DEN 

URB Urban and built-up land 0.10 1 15.00 1.00 0.01 

DCR 
Dryland/Cropland and 

pasture 
0.80 3 2.00 0.10 25.00 

ICR 
Irrigated cropland and 

pasture 
0.80 3 2.00 0.10 25.00 

CRP 
Cropland/Woodland 

mosaic 
0.80 3 8.00 0.15 25.00 

GRA Grassland 0.80 3 8.00 0.15 25.00 

SHR 
Mixed 

shrubland/grassland 
0.70 3 1.10 0.10 10.00 

DBF 
Deciduous broadleaf 

forest 
0.80 4 16.00 11.5 0.10 

ENF 
Evergreen needleleaf 

forest 
0.70 4 20.00 8.50 0.28 

FOR Mixed forest 0.80 4 16.00 10.00 0.10 

HWL Herbaceous wetland 0.60 2 0.50 0.05 10.00 

BAR 
Barren or sparely 

vegetated 
0.01 1 0.00 0.00 0.01 



APPENDIX 

 

198 

 

1.4. Data flow using ndown.exe 

 

Figure A.2 - Schematic representation of the data flow when using ndown.exe program to 

generate boundary conditions for a one-way high-resolution simulation. Adapted from 

Skamarock et al. (2008). 
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2. Mixing diagrams from observations 

 

Figure B.1 - Mixing diagrams from 06 to 20 UTC at PA, VI and AR using 10-year hourly 

averaged values (2005-2015) during DJF (black), MAM (green), JJA (orange) and SON 

(brown) for days with sea breeze circulation. 
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Figure B.2 - Mixing diagrams for dry and wet soil. Extracted from Santanello et al. (2011). 
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3. Intermediate Sea Breeze Front 

 

Figure C.1 - Topographic maps with horizontal wind vectors, cloud cover and integrated 

rain (qrain) from STM for the period 15th - 23rd of July 2015 at summer storm formation time. 

The ISBF is denoted by the blue line. 
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Figure C.2 - Horizontal wind vectors (black arrows) with (a) 2-m mixing ratio, (b) 

topography, cloud cover (in gray) and integrated rain (qrain) from STM for the 16th of July 

2015 at 16 UTC. The ISBF is denoted by the solid red line. 
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4. Mixing diagrams from STM simulation 

 

Figure D.1 - Mixing diagrams with calculated vectors for the 15th of July 2015 over littoral 

(LI), prelittoral (PL) and inland (IN) locations and the different land use categories (URB, 

CRP, SHR and FOR) using the STM output, together with surface-advection ratios for H and 

LE (see subsection 6.1 in Chapter 2). 
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Figure D.2 - Same as Figure C.1 but for the 16th of July 2015. 
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Figure D.3 - Same as Figure C.1 but for the 17th of July 2015. 
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Figure D.4 - Same as Figure C.1 but for the 18th of July 2015. 
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Figure D.5 - Same as Figure C.1 but for the 19th of July 2015. 
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Figure D.6 - Same as Figure C.1 but for the 20th of July 2015. 
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Figure D.7 - Same as Figure C.1 but for the 21st of July 2015. 
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Figure D.8 - Same as Figure C.1 but for the 22nd of July 2015. 
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Figure D.9 - Same as Figure C.1 but for the 23rd of July 2015. 
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5. Trajectories 

(a)                                                                        (b) 

Figure E.1 - 3D topographic maps with unsteady (time-varying) backward and forward 

trajectories calculated with the VAPOR tool (a) from convective clouds (represented in grey) 

generated over the TRB, and (b) from the SBF for the period 15th - 16th of July 2015. The 

coloring of trajectory lines denotes the height with respect to the ground at the given location. 

Annotations regarding time, convective cloud generation periods and precipitation intensity 

(P) are also shown, as well as precipitation is represented in blue to pink colors over 

topography. 
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(a)                                                              (b) 

Figure E.2 - Same as Figure D.1 but for the period 17th - 18th of July 2015. 
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(a)                                                              (b) 

Figure E.3 - Same as Figure D.1 but for the period 19th - 21st of July 2015. 
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(a)                                                            (b) 

Figure E.4 - Same as Figure D.1 but for the period 22nd - 23rd of July 2015. 
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