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ABSTRACT

Context. The spectrograph ESPRESSO recently obtained a limit on the variation of the fine-structure constant, α, through measure-
ments along the line of sight of a bright quasar with a precision of 1.36 ppm at 1σ level. This imposes new constraints on cosmological
models with a varying α. We assume such a model where the electromagnetic sector is coupled to a scalar field dark energy respon-
sible for the current acceleration of the Universe. We parametrise the variation of α with two extra parameters, one defining the
cosmological evolution of the quintessence component and the other fixing the coupling with the electromagnetic field.
Aims. The objective of this work is to constrain these parameters with both astrophysical and local probes. We also carried out a
comparative analysis of how each data probe may constrain our parametrisation.
Methods. We performed a Bayesian analysis by comparing the predictions of the model with observations. The astrophysical datasets
are composed of quasar spectra measurements, including the latest ESPRESSO data point, as well as Planck observations of the
cosmic microwave background. We combined these with local results from atomic clocks and the MICROSCOPE experiment.
Results. The constraints placed on the quintessence parameter are consistent with a null variation of the field, and are therefore
compatible with a ΛCDM cosmology. The constraints on the coupling to the electromagnetic sector are dominated by the Eötvös
parameter local bound.
Conclusions. More precise measurements with ESPRESSO will be extremely important to study the cosmological evolution of α as
it probes an interval of redshift not accessible to other types of observations. However, for this particular model, current available data
favour a null variation of α resulting mostly from the strong MICROSCOPE limits.

Key words. dark energy

1. Introduction

Like the other fundamental constants in physics, the value of the
fine-structure constant, α ≡ e2/~c, which defines the strength
of the electromagnetic interaction, is only determined through
experimental measurements in the absence of theoretical pre-

dictions. While α has been measured in the lab with extremely
high precision, whether or not it varies in space or time is still
unknown. The detection of any variation would open prospects
beyond the standard model of particle physics (Uzan 2011).

Locally, strong constraints are obtained on the drift rate of
the fine-structure constant by comparing pairs of atomic clocks.
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The experiments are based on the fact that atomic transitions
have a frequency that manifests a different dependency on the
value of α. Usually, various transitions are measured in differ-
ent atoms over a given time span. However, Lange et al. (2021)
obtained the most stringent limit on a temporal drift of the fine-
structure constant by comparing two different transition frequen-
cies provided by the same ytterbium ion over a period of about
4 yr. The authors improved the limits for the temporal variations
of α to 1.0(1.1) × 10−18/yr.

On cosmological timescales, the observation of distant
quasi-stellar object (QSO) spectra has proven beneficial for
testing the stability of the fine-structure constant for more
than 20 yr. The measurements of absorption lines provide a
means to directly determine α in intervening extragalactic gas
clouds that correspond to different look-back times. Data from
Keck/HIRES suggested that α was smaller in the past at red-
shift 0.5 < z < 3 (Webb et al. 2001; Murphy et al. 2003)
whereas an initial analysis of observations from the south-
ern hemisphere with VLT/UVES did not find any indication
of such fluctuation (Chand et al. 2004). However, a re-analysis
of the UVES spectra, which corrected the absorption-profile-
fitting procedure, produced results consistent with the Keck
ones (Murphy et al. 2007, 2008); though see also Murphy et al.
(2007). Subsequent analysis of archival data from both HIRES
and UVES spectrographs successfully reconciled the results
from the two hemispheres by invoking possible spatial variation
of the fine-structure constant across the sky (Webb et al. 2011;
King et al. 2012). Nevertheless, the Keck and VLT spectra suf-
fer from wavelength calibration errors that undermine the con-
clusions (Whitmore & Murphy 2014). In contrast to the archival
data, which was not collected for the specific purpose of mea-
suring α, recent dedicated measurements made with UVES and
HIRES that mitigate wavelength calibration errors are compat-
ible with the null result (Martins 2017; Martins & Vila Miñana
2019; Martins et al. 2022b).

It is in this context of technical challenges and stimulat-
ing controversies that the spectrograph ESPRESSO (Pepe et al.
2021) for the VLT was designed with the specific aim of test-
ing the fine-structure constant stability, unlike the older high-
resolution spectrographs. A highly stabilised environment, the
fibre feed, and the possibility of calibration with a femtosecond-
pulsed laser frequency comb (LFC) make it possible to accu-
rately measure the absorption features with an exquisite control
of systematic errors, effectively removing wavelength calibra-
tion from the error budget. The first ESPRESSO measurements
provide a new constraint on relative variations in α, namely
∆α/α = 1.31±1.36 ppm at redshift z = 1.15, which is consistent
with no cosmological variation (Murphy et al. 2022). Neverthe-
less, this additional result is useful for further testing of cosmo-
logical models that predict varying fundamental constants.

This paper considers one particular class of these models,
where the dark-energy component is in the form of quintessence
assumed to be non-minimally coupled to the electromagnetic
sector (see Martins 2017). Indeed, almost massless scalar fields
necessarily couple to matter, provided that the coupling is not
suppressed by a symmetry (Carroll 1998). The theory supposes
a varying fine-structure constant by coupling the scalar field, φ,
to the electromagnetic Faraday tensor as BF(φ)FµνF µν, where
BF is the so-called gauge kinetic function (Bekenstein 1982;
Copeland et al. 2004). Accordingly, the fine-structure constant
evolves as α ∝ B−1

F (φ), and therefore depends on the value of the
scalar field which is responsible for the late time acceleration
of the Universe expansion (Riess et al. 1998; Perlmutter et al.
1999). Our aim is to constrain our model with the help of var-

ious observational datasets. To this end, we assume a linear
dependency of the gauge kinetic function on the scalar field,
such that BF(φ) = 1 − ζκ(φ − φ0), where ζ is the coupling con-
stant. Moreover, we use a simple parametrisation for dark energy
where the scalar field linearly scales with the number of e-folds
(Nunes & Lidsey 2004), φ′ = λ, for some constant λ (the prime
denotes the derivative with respect to the number of e-folds). The
two slopes ζ and λ of the linear dependencies are free parameters
of the model.

We made a joint constraint of the two parameters with data
from both QSO spectral lines and atomic clocks, although they
can also be separately constrained. As the light scalar field cou-
ples to matter, it entails the violation of the universality of free
fall (Damour & Donoghue 2010). This kind of model is there-
fore extremely constrained from the bound on the weak equiv-
alence principle (WEP). The level of WEP violation can be
quantified with the Eötvös parameter η which relates to ζ in a
model-dependent way (Carroll 1998; Dvali & Zaldarriaga 2002;
Chiba & Kohri 2002). We made use of the bound on η obtained
with the MICROSCOPE space mission (MICROSatellite pour
l’Observation du Principe d’Equivalence) in Touboul et al.
(2019) to individually constrain ζ. The MICROSCOPE exper-
iment is designed to confirm the equivalence between inertial
mass and gravitational mass by observing the free-fall motion of
two masses – made of two different materials – sourced by the
Earth’s gravitational field. For λ, we used a distance prior based
on existing cosmic microwave background (CMB) constraints
for dark energy. This prior imposes stringent cosmological lim-
its on the evolution of the scalar field from a high-redshift probe.

2. Description of a varying α cosmological model

We choose to extend the spatially flat ΛCDM model by gen-
eralising the cosmological constant Λ with a varying canonical
and homogeneous scalar field accounting for dark energy; the
scalar field is minimally coupled to gravity but non-minimally
coupled to the electromagnetic field. Assuming the same matter
Lagrangian, LM , as in the standard model composed of radia-
tion, baryons, and cold dark matter, the overall action that char-
acterises this theory is given by

S = −
1

2κ2

∫
R
√
−g d 4x +

∫ (
LM +Lφ +LφF

) √
−g d 4x, (1)

where R is the Ricci scalar, g is the determinant of the metric
gµν, and κ2 ≡ 8πG/c4 is the gravitational coupling constant. The
Lagrangian density for the quintessence component is given by

Lφ =
1
2
∂ µφ∂µφ − V (φ), (2)

while its interaction with the electromagnetic field is represented
by the following Lagrangian density:

LφF = −
1
4

BF (φ) FµνF µν, (3)

where V(φ) is the potential of the scalar field, Fµν is the strength
of the electromagnetic field, and BF(φ) is the gauge kinetic func-
tion which defines the coupling between dark energy and the
electromagnetic sector. In this model, the coupling imposes the
variation of the fine-structure constant whose cosmological evo-
lution is given by

α (φ) = α0B−1
F (φ), (4)
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where α0 ≈ 1/137 is the present-day value. As the possible vari-
ations in α are necessarily small, one can harmlessly assume that
the Taylor expansion of BF(φ) at first order is valid on cosmo-
logical timescales,

BF (φ) = 1 − ζκ (φ − φ0), (5)

where φ0 is the field present value and ζ is a dimensionless con-
stant that parametrises the linear dependency of the gauge kinetic
function on the scalar field. It follows from Eq. (4) that ζ is also
the slope of the linear dependency of the effective fine-structure
constant on the scalar field,

∆α

α
≡
α − α0

α0
= ζκ (φ − φ0) . (6)

For testing this model, we use the parametrisation for dark
energy of Nunes & Lidsey (2004) where quintessence scales
with the number of e-folds, N ≡ ln a,

κ (φ − φ0) = λN, (7)

for a given constant λ. Logarithmic dependencies on the scale
factor exist in dilaton-type models inspired by string theories in
which λ has different values in the acceleration, matter, and radi-
ation eras (Damour et al. 2002). The scalar field potential, V(φ),
derived in Nunes & Lidsey (2004), takes the form of a double
exponential which is able to bring the Universe towards its late
time acceleration almost irrespectively of the initial conditions
(Barreiro et al. 2000):

V (φ) = A e−
3
λ κφ + B e−λκφ, (8)

where the mass scales A and B, normalised to φ0 = 0, are com-
pletely fixed by the cosmological parameters

A =
λ2

3 − λ2

3H2
0

2κ2 Ωm, (9)

B =
λ2 − 6
3 − λ2

3H2
0

2κ2

(
λ2

3
− 1 + Ωm

)
, (10)

where H0 and Ωm are respectively the current Hubble expansion
rate and today’s abundance of matter.

We were motivated in the choice of this parametrisation
by the fact that it appropriately helps to constrain the dark
energy equation of state, w. It also captures a wide range of
evolution at low redshift with only one extra degree of free-
dom (da Fonseca et al. 2022). In this respect, it usefully comple-
ments the familiar CPL parametrisation (Chevallier & Polarski
2001; Linder 2003). Our additional parameter λ sets today’s dark
energy equation of state:

w0 = −1 +
λ2

3 (1 −Ωm)
. (11)

This dark energy parametrisation possesses a ΛCDM limit when
w0 → −1 for λ → 0, allowing a direct test of departures from
the concordance model. At higher redshift, during matter domi-
nation, w → 0, making it by construction a well-behaved model
(see Nunes 2004). According to the parametrisation, the cosmo-
logical variation of α in Eq. (6) becomes

∆α

α
= ζλ ln a = −ζλ ln (1 + z) . (12)

Thus we obtain a model in which the relative variation in α
scales with the number of e-folds, the amplitude of the linear

dependency being the product of the two additional parameters,
ζλ. The value of the fine-structure constant therefore logarith-
mically depends on redshift. This model only adds two extra
degrees of freedom to the standard model, limiting the degen-
eracies between cosmological parameters. As the two param-
eters are perfectly degenerated, we constrain the model in the
following section by adding priors and external datasets to the
observations that specifically constrain ∆α/α.

3. Selection of observational data to constrain the
model

Two observables sensitive to the product ζλ are available to
constrain the two parameters jointly. Firstly, the predictions of
Eq. (12) can be compared to astrophysical measurements in
extragalactic clouds based on QSO absorption spectra, and sec-
ondly, we used the current drift rate of the fine-structure constant
constrained by atomic clocks.

As for the astrophysical measurements, our dataset referred
to as ‘QSO’ is analogous to that of Martinelli et al. (2021) to
ensure comparability with previous works similar to the present
one, where it is common practice to test cosmological models
with a set of dedicated and well-calibrated absorption line mea-
surements of ∆α/α. We refer the reader to Sect. 3 of Martins
(2017) for a thorough review. The dataset consists of 27 mea-
surements in systems that are located at different redshifts along
several quasar lines of sight (see Table 1). These allow us to
place constraints on the value of the fine-structure constant up
to redshift z = 2.34 as illustrated by Fig. 1. In order to ensure
some degree of homogeneity of the sample, the dataset is lim-
ited to those measurements that were well calibrated and specif-
ically taken to test the stability of α, including the most recent
ESPRESSO result (Murphy et al. 2022). The 27 measurements
were obtained under dedicated conditions whereby the data
acquisition procedures ensured tailored wavelength calibration
and control of systematic errors.

In particular, the result from redshift z = 1.692 was obtained
with the HE2217−2818 spectrum (Molaro et al. 2013) under the
UVES Large Program for testing fundamental physics. The pro-
gram was designed to test the possible cosmological variations
in α that were previously detected through the analysis of the
archival statistical sample of quasar spectra composed of 293
Keck/HIRES and VLT/UVES measurements (Webb et al. 2011).
It involved several observational groups to improve the calibra-
tion and optimise the data reduction and analysis pipeline. Under
the same program, the separate observation of the equatorial
quasar HS1549+1919 by VLT, Keck, and Subaru (Evans et al.
2014) led to the removal of the long-range distortions in the
wavelength scales of the quasar spectra affecting the UVES,
HIRES, and HARPS spectrographs from the systematic errors
(Whitmore & Murphy 2014). This improvement was achieved
by comparing the spectra obtained with the three telescopes
and using ‘supercalibration’ techniques. The corresponding data
points in Table 1 are the average of the three measurements
from each absorber system, z = 1.143, z = 1.342, and z = 1.802,
respectively.

Likewise, Murphy & Cooksey (2017) followed a supercal-
ibration procedure to correct the long-range distortions in two
Subaru quasar spectra. A blinded analysis provided the follow-
ing three measurements from absorbers where ∆α/α is rela-
tively well constrained: z = 0.729, 1.325, and 1.343 towards
J0120+2133. Furthermore, instead of using the common iron
or magnesium quasar absorptions lines, precise limits on the
variability of α were obtained by Murphy et al. (2016) with
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Table 1. QSO dataset.

Quasar zabs ∆α/α Spectrograph Reference
(ppm)

J0120+2133 0.729 0.73 ± 6.42 HDS 1
J0026−2857 1.023 3.54 ± 8.87 UVES 2
J0058+0041 1.072 −1.35 ± 7.16 HIRES 2
3 quasars 1.080 4.30 ± 3.40 HIRES 3
HS1549−1919 1.143 −7.49 ± 5.53 UVES/HIRES/HDS 4
HE0515−4414 1.151 1.31 ± 1.36 ESPRESSO 5
HE0515−4414 1.151 −1.42 ± 0.85 UVES 6
HE0515−4414 1.151 −0.27 ± 2.41 HARPS 7
J1237+0106 1.305 −4.54 ± 8.67 HIRES 2
J0120+2133 1.325 2.60 ± 4.19 HDS 1
HS1549+1919 1.342 −0.70 ± 6.61 UVES/HIRES/HDS 4
J0841+0312 1.342 3.05 ± 3.93 HIRES 2
J0841+0312 1.342 5.67 ± 4.71 UVES 2
J0120+213 1.343 8.36 ± 12.16 HDS 1
J0108−0037 1.371 −8.45 ± 7.34 UVES 2
HE0001−2340 1.580 −1.50 ± 2.60 UVES 8
J1029+1039 1.622 −1.70 ± 10.11 HIRES 2
HE1104−1805 1.661 −4.70 ± 5.30 HIRES 3
HE2217−2818 1.692 1.30 ± 2.60 UVES 9
HS1946+7658 1.738 −7.90 ± 6.20 HIRES 3
HS1549+1919 1.802 −6.42 ± 7.25 UVES/HIRES/HDS 4
Q1103−2645 1.839 3.30 ± 2.90 UVES 10
Q2206−1958 1.921 −4.65 ± 6.41 UVES 2
Q1755+57 1.971 4.72 ± 4.71 HIRES 2
PHL957 2.309 −0.65 ± 6.84 HIRES 2
PHL957 2.309 −0.20 ± 12.93 UVES 2
J0035−0918 2.340 −12.0 ± 11.0 ESPRESSO 11

Notes. The first column is the name of the source, zabs is the absorber redshift of the measurement along the line of sight, ∆α/α is the respective
measured variation of the fine-structure constant in parts per million (ppm), with the corresponding quadrature sum of statistical uncertainty and
systematic error (1σ). The two last columns give respectively the name of the spectrograph used and the reference of the measurement.
References. (1) Murphy & Cooksey (2017); (2) Murphy et al. (2016); (3) Songaila & Cowie (2014); (4) Evans et al. (2014); (5) Murphy et al.
(2022); (6) Kotuš et al. (2016); (7) Milaković et al. (2020); (8) Agafonova et al. (2011); (9) Molaro et al. (2013); (10) Bainbridge & Webb (2017);
(11) Welsh et al. (2020).
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Fig. 1. Measurements of the QSO dataset.The most recent ESPRESSO
data point is shown in red (Murphy et al. 2022).

zinc and chromium lines which are the most sensitive to its
relative variation, and also more resistant to long-range distor-
tions of the wavelength calibration. These are measurements

taken from the following absorber positions: z = 1.023 towards
J0226−2857, z = 1.072 towards J0058+0041, z = 1.305 towards
J1237+0106, z = 1.371 towards J0108−0037, z = 1.622 towards
J1029+1039, z = 1.921 towards Q2206−1958, and z = 1.971
towards Q1755+57. The QSO dataset also includes two mea-
surements from z = 1.342 towards J0841+0312 and two mea-
surements from z = 2.309 towards PHL957 because they were
independently taken using different telescopes and accepted into
the main results of Murphy et al. (2016).

By correcting the UVES spectra of HE0515−4414 with well-
calibrated spectra from the High Accuracy Radial velocity Planet
Searcher (HARPS), Kotuš et al. (2016) obtained a measurement
of high sensitivity from an intervening absorption system at z =
1.151. Additionally, we make use of the objective measurement
obtained in Bainbridge & Webb (2017) by applying artificial
intelligence to automatise the analysis pipeline of the absorp-
tion spectra from the z = 1.839 absorber towards Q1103−2645.
We also include in the sample the measurement at z = 1.080
of Songaila & Cowie (2014) where careful attention was paid
to the wavelength calibration and control of systematic errors
to aim for precision in measuring ∆α/α. The data point is the
result of the weighted average from eight absorbers towards
HE1104−1805A, HS1700+6416, and HS1946+7658 (the val-
ues for the individual systems were not given). The dataset
contains an older measurement from z = 1.580 in the line
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of sight of quasar HE0001−2340 obtained by Agafonova et al.
(2011) who studied the extent to which the Mg II lines used
as anchor were affected by isotopic shifts and tested the local
accuracy of the wavelength scale calibration. It should be noted
that Noterdaeme et al. (2021) concluded that the strong enhance-
ment of heavy Mg isotopes was probably due to distortion in the
UVES wavelength scale.

More recent measurements are also taken into account:
one from science verification observations obtained with
ESPRESSO and calibrated with LFC from z = 2.340 towards
J0035−0918 (Welsh et al. 2020), and another from new obser-
vations of the z = 1.151 absorption system along the
HE0515−4414 sightline aided by LFC for the HARPS wave-
length calibration (Milaković et al. 2020). Finally, we take
account of the first precise ESPRESSO measurement with LFC
calibration (Murphy et al. 2022), as the main motivation of the
present paper, from z = 1.151 towards HE0515−4414. As in
the case of the absorbers towards J0841+0312 and PHL957, for
which two different data points are used, we keep three measure-
ments towards HE0515−4414 because they can be considered
independent in the statistical analysis. The three measurements
were obtained using different spectrographs (HARPS, UVES
and ESPRESSO), yet with appropriate wavelength calibration
and control of systematic errors.

We define the likelihood of the QSO dataset, namely the
probability of getting the ∆α/α measurements given our theory,
as follows:

lnLQSO = −
1
2

∑
i

1
σ2

i

[
∆α

α

∣∣∣∣∣
th

(zi) −
∆α

α

∣∣∣∣∣
obs

(zi)
]2

, (13)

where i denotes the ith observation in Table 1, σi and zi are
respectively the corresponding standard deviation and absorber
redshift. The subscripts ‘th’ and ‘obs’ stand for the theoretical
prediction of Eq. (12) and the ith measurement, respectively.

Regarding the current α drift rate, (α̇/α)0, according to our
parametrisation it simplifies to(
α̇

α

)
0

= ζλH0 = ζλh
(
1.02 × 10−10

)
yr−1, (14)

where the dot denotes derivation with respect to cosmic time
and h is the Hubble parameter. We note that there is a degen-
eracy with the current expansion rate, H0 ≡ 100h km s−1 Mpc−1.
The drift rate is locally constrained in lab experiments based on
the comparison of atomic clocks, the strongest bound being in
Lange et al. (2021),(
α̇

α

)
0

= (1.0 ± 1.1) × 10−18 yr−1. (15)

We refer to this constraint as ‘atomic clocks’. The corresponding
likelihood is simply

lnLclocks = −
1
2

[ (
α̇
α

)
0

∣∣∣∣
th
−

(
α̇
α

)
0

∣∣∣∣
obs

]2

σ2 , (16)

where again the subscripts ‘th’ and ‘obs’ stand for the theoretical
prediction of Eq. (14) and the bound in Eq. (15) respectively,
while σ is the error in the measurement.

Moreover, it is possible to break the degeneracies between ζ
and λ by imposing individual constraints on them. To this end,
we use the Eötvös parameter, η, as observable to separately con-
strain the electromagnetic coupling ζ by considering the follow-
ing relation (Carroll 1998; Dvali & Zaldarriaga 2002):

η ≈ 10−3ζ2. (17)

The parameter η quantifies the level of violation of the
weak equivalence principle induced by the variation of α
(Damour & Donoghue 2010). We make use of the local bound
on η in Touboul et al. (2019) placed by the space-based MICRO-
SCOPE experiment, as it is the most stringent:

η = (−0.1 ± 1.3) × 10−14. (18)

We call this bound ‘MICROSCOPE’, for which we define the
likelihood such that

lnLMICRO = −
1
2

(ηmicro − η)2

σ2 , (19)

where ηmicro and σ are given by Eq. (18). Moreover, this latter
is a Gaussian prior put on ζ in the statistical analysis.

As for λ, to ease the calculation, we constructed a multivari-
ate Gaussian prior that approximatively summarises the geomet-
rical constraints inferred in da Fonseca et al. (2022), where the
present scalar field parametrisation was tested with Planck data,
regardless of the electromagnetism coupling. We therefore apply
it on the vector of free parameters, ν = (λ, ωb, ωc,H0), without
ζ, where ωb ≡ Ωbh2 is today’s baryon density and ωc ≡ Ωch2 is
today’s density of cold dark matter1. Our Gaussian prior, which
is analogous to Betoule et al. (2014), has the following likeli-
hood form

lnLcmb = −
1
2

(ν − νcmb)>C−1
cmb (ν − νcmb) , (20)

where νcmb = (λ, ωb, ωc,H0)cmb = (0., 0.02267, 0.1210, 66.8),
and Ccmb is the best-fit covariance matrix marginalised over all
the fixed parameters, taken from the previous study carried out
in da Fonseca et al. (2022):

Ccmb =


3.0 × 10−3 −9.8 × 10−9 −2.2 × 10−6 1.8 × 10−3

−9.8 × 10−9 3.6 × 10−8 −1.8 × 10−8 −2.1 × 10−5

−2.2 × 10−6 −1.8 × 10−8 8.9 × 10−6 −5.5 × 10−3

1.8 × 10−3 −2.1 × 10−5 −5.5 × 10−3 3.6

 . (21)

We refer to this likelihood as ‘Planck prior’.
It is worthwhile noting that the Planck prior is built

from a dark energy model that does not foresee any cou-
pling with the electromagnetic sector. However, it was demon-
strated that the CMB angular power spectrum is most sensi-
tive to the value of the fine-structure constant at recombina-
tion time because varying α changes the ionisation history in
the early Universe (Kaplinghat et al. 1999). The effects on the
anisotropies are degenerate with other cosmological parame-
ters whereas we limit the CMB constraints to a distance prior
that does not take into account the variation of α. It is there-
fore important to assess whether our approximation is accu-
rate enough. To do so, we adapted the Einstein-Boltzmann
code CLASS (Blas et al. 2011) to accommodate the potential
of our specific scalar field parametrisation in Eq . (8), and
to include the evolution of the variation of the fine-structure
constant obtained in Eq. (12). We used this code to com-
pute the angular power spectra of the CMB. Figure 2 shows
the competing effects of our two parameters λ and ζ on
the position and amplitude of the acoustic peaks, when the
other cosmological parameters are fixed to Planck 2018 values
(Planck Collaboration VI 2020). On the one hand, as the pres-
ence of the scalar field speeds up the expansion of the Universe
background, the comoving angular distance to the last scattering

1 da Fonseca et al. (2022) additionally contemplate a coupling within
the dark sector parametrised with a constant β, which we consider to be
vanishing here.
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Fig. 2. CMB temperature power spectra for the dark energy parameter
λ = 0.4 and different values of the electromagnetic coupling ζ.

surface decreases with respect to ΛCDM. The increase in the
Hubble rate slightly shifts the anisotropies towards larger scales.
Moreover, the amplitude of the peaks is larger in comparison
with the concordance model. The non-negligible contribution of
dark energy in the early Universe reduces the fractional energy
density of matter at the time of decoupling. On the other hand, as
recapitulated in Hart & Chluba (2017), larger α shifts the peaks
towards smaller scales because of the earlier recombination, and
enhances their amplitude via the suppression of photon diffusion
damping. The opposite effects hold for decreasing α, whereas λ
influences the power spectrum irrespective of its sign.

In light of the examination of the degeneracies, we find it
necessary in the following section to compare statistical results
between the Planck prior that is insensitive to ζ and a more com-
prehensive Planck likelihood, referred to as ‘full Planck’ here-
after, which is sensitive to α variation. We used the legacy likeli-
hood Planck TT, TE, EE described in Planck Collaboration V
(2020), where TT, TE, and EE stand for the angular power
spectra of the temperature auto-correlation, the temperature
and polarisation cross-correlation, and the polarisation auto-
correlation, respectively. This derives from the data collected by
the Planck satellite on the anisotropies of the CMB in the form of
Stokes intensity and linear polarisation maps complemented by
intensity maps. The information is split into temperature T and
the E mode polarisation component to construct the likelihood
of a given theoretical model power spectrum given the observed
one, taking account of correlations between the TT, TE, and EE
spectra for the higher multipoles (l > 29). We limited the likeli-
hood to the so-called lite version which contains 613 data points
and marginalises over the instrumental and foreground effects.

4. Bayesian inference and likelihood analysis

We constrained the cosmological parameters of our model,
{ζ, λ, ωb, ωc,H0}, by reconstructing the posterior probability dis-
tribution (PPD) in the parameter space. The PPD is defined
as the product of the uncorrelated likelihoods specified in
Sect. 3, depending on different combinations of datasets. We
sampled the parameter space with the Monte Carlo code Monte
Python (Audren et al. 2013) and the Nested Sampling algorithm
(Skilling 2006) through the Multinest library (Feroz et al. 2009)
wrapped with PyMultiNest (Buchner et al. 2014). The theoret-
ical predictions were computed with our modified version of

Table 2. Comparison between the Planck distance prior and full Planck,
and comparative constraining power of the ESPRESSO data point
(mean and 68% limits).

Likelihoods ζ λ
(ppm)

QSO + full Planck 2 ± 130 0.000 ± 0.023
QSO + Planck prior 0 ± 140 0.000 ± 0.026
QSO without ESPRESSO 2 ± 150 0.000 ± 0.027
ESPRESSO only 0 ± 170 0.000 ± 0.032

Notes. Both likelihoods of the bottom panel include the Planck prior.

CLASS where we also implemented the observables defined in
Sect. 3. We adopted the GetDist package (Lewis 2019) to anal-
yse and plot the resulting Monte Carlo samples.

To begin with, we estimated the accuracy of the CMB dis-
tance prior by combining the QSO dataset with the Planck prior
and then with full Planck (varying α at recombination to take
into account its effects on the anisotropies). In the former, we
applied a flat prior on ζ ∈ [−400, 400] ppm. In the latter, we also
included in the parameter space the absolute calibration, Aplanck,
as the only nuisance parameter, and the other three relevant cos-
mological parameters {ns, ln 1010As, τreio}, where ns is the spec-
tral index of the primordial power spectrum whose amplitude As
is normalised at a pivot scale k∗ = 0.05 Mpc−1, and τreio is the
optical depth to reionisation.

The results of the two Bayesian analyses are reported in
Table 2 where we can see that the differences in the mean values
and uncertainties for the ζ posterior are insignificant. The Planck
prior slightly increases the uncertainty by 0.13σ for the poste-
rior λ. It may be counter-intuitive that full-Planck improves the
constrains despite it having more free parameters than the dis-
tance prior. Nonetheless, one can also expect that the additional
constraint at recombination in the former case strengthens the
limits on both posteriors. The response of the CMB anisotropies
to the variation of the fine-structure constant can therefore be
neglected in the model at stake. If we take the example of the
ESPRESSO data point, giving a one ppm constraint around red-
shift z = 1, the variation in α would be about 10 ppm at recom-
bination time according to Eq. (12), which is indeed insufficient
to produce detectable effects. Therefore, we did not use the full
Planck likelihood because it is more computationally demanding
with marginal benefit. In the rest of the analysis, we systemati-
cally combined the Planck prior with the other datasets in order
to account for the correlation between cosmological parameters
including λ.

We proceeded with a Bayesian inference that combined
the QSO + Planck prior datasets with and without the recent
ESPRESSO measurement in order to look at its added value
in constraining the electromagnetic coupling ζ (to which we
applied the same flat prior as above). The confidence contours in
the (λ, ζ) plane in Fig. 3 are indeed slightly improved by the addi-
tion of the this data point. We also provide the results obtained
with ESPRESSO alone in the same figure. Table 2 shows that
using this single measurement places constraints of the same
order at 1σ confidence level.

We wanted to combine the astrophysical observations
(QSO + Planck prior) with the local bounds, starting with the
current α drift rate. The results are given in Table 3. The addi-
tion of the bound placed by the atomic clocks further tightens the
constraints both on the electromagnetic coupling ζ and the scalar
field parameter λ, as shown in Fig. 4. According to Eqs. (14)
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Fig. 3. Constraining power of the ESPRESSO data point with respect
to QSO (+Planck Prior in every case). Probability distribution and 2D
marginalised contours (68% and 95% confidence level).

Table 3. Constraints on the two additional parameters and their product
(mean and 68% limits) obtained with different dataset combinations.

Likelihoods ζ λ ζλ

(ppm) (ppm)

QSO + Planck prior 0 ± 140 0.000 ± 0.026 0.25+0.56
−0.63

+ atomic clocks 0 ± 110 0.000 ± 0.020 0.013+0.014
−0.017

+ MICROSCOPE 0.0 ± 1.6 0.000 ± 0.032 0.011+0.013
−0.017

and (15), the atomic clock data constrain the product of the two
parameters by approximatively

δ(ζλ) ∼ 10−8/h, (22)

which is two orders of magnitude stronger than with astrophys-
ical data. For example, using the ESPRESSO data point located
at zabs ∼ 1, Eq. (12) gives

δ(ζλ) ∼ 10−6/ ln 2. (23)

We supplemented the analysis with the MICROSCOPE
bound, which is a Gaussian prior on ζ as mentioned earlier in
Sect. 3. Including the Eötvös parameter leads to the tightest con-
straint on the electromagnetic coupling, ζ = 0.0 ± 1.6 ppm,
relaxing the dark energy parameter λ as shown in Fig. 5.
This behaviour is similar to the findings of the forecasts in
Calabrese et al. (2014) for ∆α/α null results. As the confidence
contours are dramatically reduced for the electromagnetic cou-
pling, as illustrated by the zoom onto the probability distribu-
tions and confidence contours shown in Fig. 6, larger values of
λ are allowed in order to achieve vanishing ∆α/α thanks to the
correlation between the two parameters encapsulated in Eq. (12).
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ζ
×
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ζ × 106
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+ atomic clocks

Fig. 4. Probability distribution and 2D marginalised contours (68% and
95% confidence level).

Similar conclusions can be drawn by inspecting directly the
posterior on the product ζλ which is the quantity sensitive to
the variation of α. Figure 7 shows its correlation with the dark
energy equation of state w0 given in Eq. (11). Both one-sigma
constraints become more stringent when the atomic clocks are
included on top of the QSO+Planck prior: the limits on the dark
energy equation of state change from 1 + w0 < 1.14 × 10−4

to 1 + w0 < 1.13 × 10−5, and on the product posterior from
ζλ = 0.25+0.56

−0.63 to ζλ = 0.013+0.014
−0.017. The addition of the MICRO-

SCOPE bound does not greatly modify the posterior distribu-
tion of the product but it affects the dark energy equation of
state. Without the η bound, the product posterior is dominated
by the Planck limit on λ, allowing a wider range of values for
the electromagnetic coupling. Conversely, the strong MICRO-
SCOPE constraint on ζ increases the possible values of λ, taking
the dark energy equation of state gently away from a cosmolog-
ical constant, 1 + w0 < 2.89 × 10−4. The constraints placed on
w0 by the CMB in our parametrisation are stronger than those
forecasted for the Euclid mission (Euclid Collaboration 2020)
in Martinelli et al. (2021) with the CPL parametrisation. Conse-
quently, we obtain weaker constraints on ζ in light of the above
discussion.

5. Conclusions

Current astrophysical probes of the stability of fundamen-
tal constants associated with local tests allow us to constrain
dark energy models with varying α. We constructed a simple
parametrisation for this kind of model that adds just two degrees
of freedom beyond ΛCDM, under the assumption that the scalar
field fuelling dark energy is also driving the time variation of
the fine-structure constant. As with the CPL parametrisation, the
limited number of parameters is key in the ability of a given
model to be efficiently constrained by observations.
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We used the most recent QSO measurements in combination
with CMB data. The astrophysical probes therefore combined
low-redshift with high-redshift observations to obtain comple-
mentary constraints from the late and early Universe on the
entire parameter space of our model. We confirm that the sen-
sitivity of the CMB anisotropies to the electromagnetic coupling
can be neglected to good accuracy, enabling us to use a simple
distance prior instead of a comprehensive Planck likelihood in
the Bayesian inference, and save significant computational time.

We put constraints on the parameter λ responsible for the
quintessence evolution and on the coupling ζ with the electro-
magnetic sector. Regarding the parametric evolution of the scalar
field as a function of redshift, the constraints obtained on λ are
compatible with null variation, or in other words, with a cosmol-
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Fig. 7. ζλ and dark energy equation of state posteriors. Probability
distribution and 2D marginalised contours (68% and 95% confidence
level).

ogy with a cosmological constant as dark energy. As it is the
product ζλ that is being constrained in the parametrisation, the
tight limits on λ loosen the constraints on ζ through the degener-
acy between the two parameters, because as λ→ 0 any coupling
value is capable of reproducing the null results of varying α. A
similar feature was found with the CPL parametrisation of the
dark energy equation of state (Calabrese et al. 2014).

Despite the differences in the uncertainties, every data com-
bination suggests a vanishing electromagnetic coupling, which
corresponds to null results and is consistent with a stable
fine-structure constant. While the new ESPRESSO data point
improves the astrophysical limits on ζ, it is the local constraints
that largely dominate, particularly those from the violation of
the weak equivalence principle (see also Martins et al. 2022a).
The addition of the strong Eötvös parameter bound placed with
the MICROSCOPE satellite gives ζ = 0.0 ± 1.6 ppm which
is two orders of magnitude more stringent than the constraints
obtained from the astrophysical probes in combination with
the atomic clocks. The stronger constraint on ζ loosens those
on λ and allows slightly higher values for the dark energy
equation of state. For the model considered here, the preci-
sion in the ESPRESSO measurement needs to increase by two
orders of magnitude in order to be competitive with the atomic
clocks. However, as the astrophysical measurements correspond
to higher redshifts, this estimate is clearly model dependent.
Beyond the model assumed in the present paper, ESPRESSO is
essential in producing precise measurements in a redshift regime
not tested by other probes. It would be interesting to evaluate
how these conclusions hold when considering models involving
departures from this simple parametrisation for the evolution of
the field.
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