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Abstract
In a time where social media is fundamental for any political campaign and to share a message with an electoral audience, 
this study searches for a conclusion of the actual persuasion capacity of social media in the electors when they need to 
decide whom to vote for as their next government. For this, it compares the sentiment that Social Media users demonstrated 
during an electoral period with the actual results of those elections. For this analysis, it was used, as a case study, tweets 
mentioning the two major English parties, Conservative and Labor, their respective candidates for the position of prime 
minister, and terms that identified their political campaign during the electoral period of the General Elections of the United 
Kingdom that occurred on December 12, 2019. Data were collected using R. The treatment and analysis were done with R 
and RapidMiner. Results show that tweets’ sentiment is not a reliable election results predictor. Additionally, results also 
show that it is impossible to state that social media impacts voting decisions. At least not from the polarity of the sentiment 
of opinions on social media.
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1 Introduction

During the last 20 years, social media has been taking a 
very important and transforming role in the daily life of 
citizens worldwide. Recent statistics show that one-third 
of the worldwide population uses at least one socialization 
platform for the most diverse ends, especially among the 
younger generations that spend, on average, more than 4 h 
connected to the internet (Ortiz-Osina 2019).

The growing adoption of these technologies provoked a 
need for adaptation to this new virtual reality. What before 
only existed in an offline mode needed to be adapted to this 
digital generation, like finding new ways of presenting infor-
mation to a new digital reader, exploring new online busi-
ness opportunities, and developing strategies to get closer to 
a more web-connected audience.

Politics was one of those areas that had to adapt to this 
new reality. In an era where Social Media platforms are 
used to retain political information to help voters' decision-
making process, the political parties had to enlarge their 
electoral strategy to these platforms (Broersma and Graham 
2012). This decision came to gain new voters by persuading 
online information seekers with their ideologies and not lose 
potential voters with the fake news overload that appears 
during an electoral period (Anstead and O'Loughlin 2015).

However, not only politicians use social media to expose 
their ideologies (Weeks et al. 2015). Before an election, 
political parties and their representatives become a massive 
trend in these socialization platforms, mainly because of the 
user’s exposition of their feelings about current news related 
to the parties’ campaigns, with all the million users present 
in the network, creating a discussion around that topic (Chan 
and Fu 2017).

This research aims to understand if the sentiment in those 
discussions can predict votes and conclude if the online 
political persuasion created within those discussions impacts 
the vote decision.

Previous studies helped prove the existence of opinion 
polarization in social media and its effects. However, most 
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of the studies focused on the actual prediction capacity using 
the content of Social Networks presented the following lit-
erature gaps: Researchers made analytical studies without 
using data close to the election day; Studies created a pre-
diction model based on the count of tweets for each party, 
instead of their content (Tumasjan et al. 2010); Conclusions 
made mainly from expert views; and No consensus if Twitter 
should be used as an electoral predictor (Chung and Musta-
faraj 2011).

This study contributes to research on social media by 
showing by investigating if Twitter content is a reliable elec-
tion predictor by using data collected closer to the election, 
based on the sentiment presented on the tweets mentioning 
a party, if it could have affected positively or negatively the 
actual votes for that party. In other words, during a search 
for political information on social media before Election 
Day, the sentiment of the words that the user was in contact 
with could have influenced the decision to vote for a specific 
party.

This research used a case study of the General Elections 
in the United Kingdom (UK) electoral period from Decem-
ber 2019.

2  Literature review

2.1  Social media

At the beginning of the 2000s, Web 2.0 and online applica-
tions appeared due to digitalization and the Internet evolu-
tion. These online applications, now called social media, are 
platforms that promote interaction, the sharing of knowl-
edge, and collaboration between users, without the existence 
of geographical barriers. It can be seen as a pedagogical tool 
that stimulates the discovery and sharing of information, 
supporting the connection between users who share common 
goals and interests (Usluel and Mazman 2009). In contrast 
with websites and mobile applications (Ramos et al. 2019), 
applied to brand management (Moro et al. 2016; Pinto et al. 
2019; Romão et al. 2019) and used by a myriad of sectors 
such as hospitality and tourism (Moro and Rita 2018; Nave 
et al. 2018).

Due to their characteristics, social media had fast growth 
during the last two decades. The rise started with just one 
Social Network—MySpace, founded in 2003 to allow users 
to interact on the website and customize their profiles with-
out any associated costs (Allgaier 2018). The audience well 
accepted these features. In less than a year, achieved the first 
million users and temporally overtook Google as the most 
visited website in the USA. Around one-third of the world-
wide population is connected to a social network. MySpace 

has more than 100 million user accounts created but was 
surpassed by several other Social Networks that appeared 
years later, like Facebook, which alone, in 2019, presented 
2.4 billion active users (Ortiz-Osina 2019).

The allowance of socialization without geographical bar-
riers made Social Media platforms an everyday tool for a 
more online audience. It permitted users from around the 
world to interact with others who share the same ideologies/
interests without meeting personally. The rise of these plat-
forms brought a new phenomenon—the online polarization 
effect on the users (Maes and Bischofberger 2015).

The selective exposition of topics, due to personalization 
algorithms that tend to show the user's subjects that suppos-
edly are preferred by them (Maes and Bischofberger 2015) 
and the natural proximity from users that share common 
interests, led to the creation of discussions around different 
topics in these social platforms (Weeks et al. 2015). Schol-
ars argued that those discussions led to opinion polarization 
among the audience, which can be defined as “the extent to 
which opinions on an issue are opposed about some theo-
retical maximum” and polarization as a process that “refers 
to the increase in such opposition over time” (DiMaggio 
et al. 1996). Especially during heightened political con-
flicts, the polarization effects of the digital are more likely 
to arise. With and without a clear political orientation, users 
see themselves as applicable to this influence by contacting 
discussions and news exposure in digital media (Lee 2016).

The rapid adoption of social networking platforms 
changed the socialization between users and provoked a 
need to adapt from the digital to what was possible offline to 
be closer to a new online audience. Digital media appeared 
because of digitalization.

In an era where information from around the world is at 
the distance of a simple click, media, to survive this new 
reality and stay relevant to the younger generations, found its 
path by creating Social Media accounts were able to share in 
real-time news for users to read, discuss, and share content 
with their network and by using Social Media content to cre-
ate news of trending topics and relevant discussions occurred 
in these platforms (Enli and Simonsen 2017).

2.2  Politics

The advances of media in the digital field and real-time 
content creation, without physical barriers, made Politics a 
more mediatized and globally non-stop trend topic in online 
platforms.

Due to the controversy around this subject and its impor-
tance for the audience to keep easily updated, media uses 
Social Media content created by political parties and their 
respective candidates to obtain and share political informa-
tion (Broersma and Graham 2012). Social media is also used 
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to reflect a mainstream political opinion by looking at dis-
cussions created around trend political topics as a source 
to produce breaking news (Anstead and O'Loughlin 2015).

Being a constant target of mass media, Politics was 
another area that had to adapt to this digitalization. To stay 
relevant in the eyes of an online audience, campaign strate-
gies and the propagation of political messages had to adapt 
to this new reality while building strong image management 
in a time where every flaw shown in media coverage can be 
used as leverage by the opposition.

The beginning of using social media as a political advan-
tage can be backed up by the U.S. Presidential Election 
Campaign in 2008. Barack Obama’s campaign was seen 
as a model guide for the future in how efficient the use of 
social media was for political marketing during campaign 
season. Knowing the large percentage of the young Ameri-
can generation present on Social Networks, to capture their 
attention for this election period, the Democrats created a 
multichannel Social Media campaign with a high focus on 
the constant creation of content with the democratic politi-
cal message and media coverage (Enli and Naper 2016). As 
a result, Barack Obama’s innovative initiative made him a 
celebrity politician with almost 21 million more followers 
than his opposition by the time of the U.S. Presidential Elec-
tion Day. Ultimately, he won the elections (Bimber 2014). 
The success of this campaign led to an increase in the adop-
tion of these platforms and high engagement by political 
parties around the world. This rise was especially noticed 
among “underdog” politicians, and a term used to describe 
politicians still new and not well established in the politician 
environment, to express their message since the traditional 
media is more focused on popular politicians (Larsson and 
Kalsnes 2014).

Adopting social media as a form of political campaigning 
brought several advantages to politicians. It is a cheap, easy-
to-work, and engaging tool to interact with voters without 
the need for intervention by traditional media coverage. It 
gives politicians the power to decide what and how they 
want to share content with the audience, to be later used as 
news coverage by the media (Broersma and Graham 2012).

Nevertheless, most Social Media users do not use these 
platforms primarily for political reasons, as the primary goal 
of these platforms is, as mentioned before, the socialization 
between users (Diehel et al. 2015). However, in some situ-
ations, online social interaction with individuals who share 
common ideologies and contact with political content cre-
ated by the parties and digital media can make a user recon-
sider his political opinions (Weeks et al. 2015).

Recent studies mention social media as the ideal place for 
political persuasion, as its characteristics incentivize users 
to politically express and participate in discussions with 
others (Stieglitz and Dang-Xuan 2012). Users who engage 
in these activities are called “prosumers”—Social Network 

engagers who access news in digital format, interact with 
others, and create/share content, potentially caring influence 
on others. These “prosumers”, by highly engaging in these 
activities, have a higher probability of trying to change other 
users’ minds about a specific candidate and political causes 
and persuade them to vote for the candidates they believe 
to be the “right party.” They believe that, by doing so, they 
can persuade other individuals’ opinions. The Social Media 
environment also incentivizes this behavior by associating 
long discussions between users around a specific topic as 
a trend, making it easy to be found by other network users 
(Park 2019).

Especially, during heightened political conflicts, as dis-
cussed before, the opinion polarization effect tends to arise 
from these networks. With younger generations being more 
inclined to use social media as a source of political informa-
tion (Weeks et al. 2015) instead of traditional news, they end 
up being in contact with emotional discussions between self-
perceived opinions leaders actively attempting to change 
other users’ perception. Being the main source of truth for 
these individuals, prosumers achieve the goal of influencing 
users with and without a clear political orientation with their 
ideology (Chan and Fu 2017). However, the real impact of 
online persuasion is yet to be proved, as previous studies on 
this topic were focused on applying surveys to an audience 
of experts in the field (Diehel et al. 2015).

Social Media, besides being used as a quick and cheap 
newsgathering tool by the media (Broersma and Graham 
2012) and a self-advertising tool by political parties, can 
also be used as a satisfaction predictor for the parties. By 
looking at the discussions involving political parties and 
their candidates, it is possible to understand how positively 
and negatively the users react to specific topics and how the 
strategy of politicians needs to change to gain more support 
from the audience.

The Academic world has been studying this phenomenon 
and discussing if the use of text generated from Social Net-
work users’ interactions transmits the vote intention of the 
electorate and can be used to effectively predict the outcome 
of an election (Makazhanov and Rafiei 2013). This discus-
sion started in 2010 with the paper “Predicting Elections 
with Twitter: What 140 Characters Reveal about Political 
Sentiment.” The authors were able to prove that tweets 
reflect the electorate’s political sentiment by extracting 
the sentiment to create candidate profiles with the results 
and that Twitter serves as a predictor of election results 
by comparing the share of attention the political parties 
received with the election result (Tumasjan et al. 2010). 
After 1 year, this study was contested for these two reasons: 
The researcher used data collected ten days before Election 
Day. It was proved that tweets collected one week before an 
election negatively correlate with the result. Counting tweets 
that mention a party is not enough to predict an election 
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outcome as it does not measure the sentiment of electors 
toward a political party (Jugherr et al. 2012).

More than a decade later, this topic is still controversial 
as no exact conclusion was accepted by the academic com-
munity (Liu et al. 2021; Skoric et al. 2020).

From the analysis of several similar studies, researchers 
who defend this prediction (Makazhanov and Rafiei 2013; 
Sang and Bos 2012) reveal a clear preference for Twitter as 
a data source for this analysis due to its characteristics—it 
allows users to post messages with a maximum of 140 char-
acters, which obligates to resume the feelings in two or three 
phrases, focusing more on what they want to express. The 
mentioned research was collected from Twitter and used as a 
data source, tweets by users referencing the political parties 
and their top leaders running for an electoral seat. Regarding 
methodology, the choice was to apply a Sentiment Analy-
sis as it often shows better predictor results than traditional 
pools (León-Borges et al. 2015).

Sentiment Analysis is a technique used in Text Mining to 
computationally extract sentiment, opinions, and subjectiv-
ity from text data. According to the algorithm applied to the 
model, this type of analysis will analyze and retrieve the 
percentage of positive/negative/neutral sentiment present in 
a text (Medhat et al. 2014). This analysis is often applied to 
social media content to measure opinion and satisfaction 
with a particular topic, person, or product (Cambria 2016). 
In this research field, however, there is no agreement on 
the Sentiment Analysis's efficiency for this prediction type 
and which algorithm should be applied to achieve the most 
accurate prediction model (Hemalatha et al. 2013).

However, it is consensual between the studies which fol-
lowed this approach that using Social Media content as a 
measure of public opinion has several limitations. Starting 
from the point of data collection, the Twitter API collects 
only 1% of the overall tweets made in a specific period. 
This choice of data collection may affect the balance of 
the dataset and induce bias (Jaidaka et al. 2018). Another 
concern is regarding an equal demographic representation 
between the tweets. Social Media platforms are mainly used 
by younger generations (Kemp 2020) and higher education 
citizens (Wei and Hindman 2011), leaving a large part of the 
electorate out of this sample. Besides this, the discussions 
in social media are often dominated by “prosumers,” who 
represent a small portion of this web platform users and 
carry highly convicted opinions that may not represent most 
users (Stieglitz and Dang-Xuan 2012). Without being pos-
sible to retrieve personal information from Twitter to con-
firm an equal demographic distribution of the tweets used 
for analysis purposes, previous studies to face this problem 
simply assumed the tweet distribution to be demographi-
cally representative of the overall population (Sang and Bos 
2012). This decision, however, can lead to biased estima-
tions of the probability of a win for a certain party.

Due to these factors, a part of the Academic field 
defends that Social Media analysis will never replace 
election forecasts, as both should complement each other 
(Skoric et al. 2020). The election forecast, executed as a 
survey to be applied to individuals who can vote, transmits 
the vote intention of a group considered representative of 
the overall population. Nevertheless, it does not show what 
shaped the opinion of that group to make them choose a 
particular party (Lazarsfeld 1957). The use of social media 
offers the possibility to explore how public opinion was 
formed and changed during a period (Skoric et al. 2020). 
As the formation of public opinion was proved to be the 
result of the participation of citizens in discussions and 
debates (Blumer 1948), an analysis of political behavior 
in social media can provide deeper insights into how the 
influence of this socialization shapes the opinion of an 
audience. Even so, the impact of these online discussions 
in the offline world is yet to be demonstrated. Several 
other factors may influence an elector's decision, such as 
personal emotions and recent events in life (Healy et al. 
2009).

3  Conceptual model and research 
hypotheses

3.1  Objectives of the investigation

Looking at the discoveries presented in the previous chap-
ter, studies surrounding the use of social media in the Poli-
tics field left several open gaps in the literature.

Aside from the lack of agreement on how Twitter senti-
ment can be used to predict the outcome of an election, 
there is also doubt if it would be a better approach than 
the well-established forecasts. The veracity of the online 
discussion in social media having a tangible impact on the 
offline is yet to be proved.

This study appeared to contribute to investigating 
whether Social Media content should be used as an effec-
tive election predictor. By applying Machine Learning 
algorithms to retrieve the sentiment from the users’ mes-
sages, along with the exploration to which one presents a 
better accuracy, this research attempted to fill this litera-
ture gap: Prediction based on data collected closer to an 
election day.

Additionally, it aimed to conclude whether political per-
suasion in social media impacts the vote decision. In other 
words, the sentiment of the words a user was in contact with 
days before Election Day could affect the vote decision for 
a specific party.

This study was confronted with two research questions:
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• Is the result of an election possible to be predicted based 
on the sentiment of tweets mentioned during an electoral 
period?

• Can the positive discourse of Social Media influence 
electors' vote decisions?

3.2  Research hypotheses

To answer the objectives above-mentioned, there were for-
mulated two research hypotheses (Table 1).

The first hypothesis assumes the sentiment of the tweets 
created days before Election Day reflects the actual results 
of an election by showing the most positive sentiment on 
the party that won the elections, reflecting the vote intention 
from the electorate.

The second hypothesis assumes that even if it is not the 
determinant factor to make a user choose a candidate instead 
of another, the strength of the sentiment in the tweets a user 
was in contact with days before Election Day contributes 
to the vote decision of an elector that uses social media to 
consume political information.

This sentiment strength should be proven by unveiling a 
positive correlation between the sentiment of tweets made 
days before the elections and its results. The null hypothesis 
will be rejected if the vote decision of the electorate was per 
the strength of the sentiment presented in the tweets made 
days before by showing the winning party of the election 
as the party with the highest positive sentiment in tweets 
and the loser party with the highest amount of negative 
sentiment.

3.3  Case study

To test the Research Hypotheses, it was selected as a case 
study of the General Elections of the United Kingdom, 
which occurred on December 12, 2019. This electoral period 
was chosen not only for being a recent event, which allowed 
data collection until the day before Election Day, but also 
for its importance and controversy.

After two consecutive general elections since 2015, 
around 46 million British voters met for a third time to elect 
the government that would most likely run the country for 
the next five years. This election came from a previous one 

that occurred in 2017. In this previous election, the two 
major English parties, Conservative and Labor, did not have 
enough votes to form a majority government and ended up 
losing both members in the Parliament due to colligations 
done with other parties to win votes in the House of the 
Commons.

Additionally, the United Kingdom was facing several 
issues that made urgent the occurrence of a new election: 
The National Health Service crisis and Brexit—the UK’s 
departure from the European Union (Westbrook 2019).

The numbers divulged by Twitter (Minshall 2019) 
revealed a growth in engagement in this Social Network 
compared with the last electoral cycle. From December 6 
to December 12, more than 15 million tweets mentioning 
this election cycle were posted by cybernauts. The volume 
of tweets increased by 66%, and the Conservative and Labor 
Party mentions were very similar until the day before Elec-
tion Day when the difference was just 0.32% in tweet vol-
ume. These numbers revealed an increase in the importance 
of this service as a place for the electorate to receive infor-
mation, as approximately 170,000 United Kingdom residents 
used Twitter to find where their polling station was located.

Before the analysis, it was also essential to understand 
the current use of digital platforms in the United Kingdom. 
According to the Digital 2020 United Kingdom, a report that 
summarizes the data, statistics, and trends of digital use, the 
UK had around 45 million active Social Media users in Janu-
ary 2020, representing a Social Media penetration of 66%. 
Between April 2019 and January 2020, the number of Social 
Media users increased by 1.3 million (+ 2.9%). Furthermore, 
the average daily internet use achieved 5h48, with 1h42 of 
that time spent on Social Network platforms. Twitter was 
the ninth most searched website of 2019, with 235,700,000 
monthly traffic (Kemp 2020).

4  Methodology

The application of the methodology started with gathering 
data from the proposed case study. This data collection was 
possible after the reception of approval from Twitter, allow-
ing the collection of data for this research and the following 
yield of a Developer API.

Table 1  Research hypotheses # Research hypotheses

1 H0 Sentimental analytics on twitter data is not enough to predict with success the outcome of an 
electoral result

1 H1 A sentiment analysis of twitter data can predict with success an electoral result
2 H0 The sentiment of the tweets does not reflect the voting decision of the electorate
2 H2 The sentiment of the tweets will be positively correlated with the vote decision of the electorate
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The collection of data was then processed with the use 
of R (R [Programming Language] 1993), a statistical pro-
gramming language, and the application of the package 
“httr” (Wickham 2020). This package allowed the interface 
with the Twitter Developer API to collect the data from this 
Social Network using the package “rtweet” (Kearney 2020). 
Using the Search Term of the “rtweet” package was speci-
fied the terms that should be present in a collected tweet so 
that the prediction could occur.

The criteria implied in the code was the collection of 
tweets mentioning:

• @ that defines the name of the official account from each 
party;

• @ that defines the name of the official account from each 
candidate as prime minister;

• # mentioning the name of the party;
• # mentioning the name of the candidate as prime minis-

ter;
• # mentioning a concept that characterized the party (for 

example, Brexit for the Conservative Party).

From this process, it was possible to collect between 
ten days before the election and the day before the follow-
ing number of tweets mentioning the major British parties 
(Table 2).

Afterward, a first treatment on the data was applied as 
multiple tweets were collected in duplicate. This situation 
occurred as part of the mentions contained both one of the 
@ or # mentioned previously. By cleaning the data from this 
duplication using the Excel function to remove duplicates 
from a table, the datasets were cleaned, avoiding a possible 
bias on the training model that could compromise the results 
of this research. After this procedure, the dataset from each 
party consisted of 8375 rows from the Conservative Party 
and 6269 from the Labor Party.

After the treatment of the datasets was finished, this study 
was confronted with two possible learning applications for 
the prediction: Supervised Learning or Unsupervised Learn-
ing. There is no consensus on the algorithm applied in a Sen-
timent Analysis in this research field. Therefore, the deci-
sion was to proceed with both learning processes to discover 
which produces the most accurate prediction results.

4.1  Supervised learning

The Supervised Learning on the training of a Sentiment 
Analysis model, as the name refers, follows a Supervised 
method. A criterion is searched to allow the researcher to 
decide if a sample of data belongs to a certain class based 
on examples known as a priori (Langer et al. 2020). This 
method requires a dataset labeled as positive/negative, so 
the algorithm, during the training, can understand if a word, 
when used in a specific sequence, has the probability of car-
rying positive or negative sentiment.

This learning type is the most favored by the literature on 
this subject area. On the one hand, it is the preferred learning 
type for Sentiment Analysis (Hemalatha et al. 2013). On the 
other hand, because of the complexity of this theme, which 
obligates better support on the algorithm to identify the sen-
timent in Social Media text, usually filled with irony and 
sarcasm, a figure of speech that current sentiment analysis 
techniques struggle to capture (Cambria et al. 2022). Sar-
casm is not the only challenge in sentiment analysis. Other 
challenges include polarity disambiguation (Cambria et al. 
2022), filtering neutral opinions and ambivalent opinions 
(opinions with both positive and negative sentiments) since 
these opinions can influence the overall perception of the 
sentiment (Chan et al. 2023; Rahmani et al. 2023). These 
issues have been addressed by new frameworks and tech-
niques primarily based on neural networks and graph archi-
tectures (Cambria et al. 2022; Chan et al. 2023; Dai et al. 
2021; Rahmani et al. 2023).

The model's data processing, prediction, and validation 
were made on the software platform RapidMiner (Rapid-
Miner [Computer Software] 2001). This data science plat-
form has an integrated environment that allows the treatment 
of data, machine learning, deep learning, and the selected 
method to research the first hypothesis of this study, predic-
tive analysis.

For the model training for each British party, a total of 
1200 tweets from each dataset were selected. The researcher 
manually labeled the sentiment of these tweets as true posi-
tive or true negative sentiment. This labeling was neces-
sary to train the model in identifying the probability of the 
expressions carrying a sentiment by the words present on the 
comment and their sequence. For this, all comments with 
neutral feelings had to be retrieved from each training set to 
avoid bias in the learning process of the models. Selecting 
neutral comments and removing these from each training set 
left 469 tweets from the Conservative Party (169 positives 
vs. 288 negatives) and 540 tweets from the Labor Party (277 
positives vs. 263 negatives) to be used to train the predictive 
model.

The remaining data collected from each party not used 
for training purposes were kept to the side, as it was meant 
to be later applied to the result of the prediction model, after 

Table 2  Data collected for each political party dataset

Conservative party Labor party

@conservatives—1938 @UKLabour—1620
#conservatives—1868 @jeremycorbyn—1571
@borisjohnson—2065 #labourparty—1763
#borisjohnson—1699 #jeremycorbyn—1505
#brexit—1424
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being tested and validated, to predict the amount of senti-
ment present in those tweets (Fig. 1).

With the training data imported into the RapidMiner plat-
form, the column carrying the Sentiment of the dataset was 
identified in the target role as “label.” The identification of 
this label indicated to the algorithm which classes existed 
in the model and where it should investigate the criteria that 
comments to carry a sentiment.

The next step was preparing the training data for the 
actual training. Several steps were applied to the dataset to 
prepare it to be interpreted by the algorithm See Figs. 3 and 
4. The Transform Cases transformed all the dataset's con-
tent in lowercase, so the model could quickly identify the 
same words in the comments without having similar words 
in uppercase and lowercase.

Afterward, Tokenize was applied to divide the text into a 
sequence of tokens. This module divided the text into small 
words, allowing the model to identify the words in the data-
set quickly.

Two different filters were applied to the training data-
sets. Filter Stopwords (English) removed all the tokens 
that did not contribute to the learning process of the model, 
such as connectors and pronouns. Filter Tokens (By Con-
tent) removed all the unnecessary content identified by the 
researcher from the datasets. In this case, it was specified 
in this field that all the “https” should be removed from the 
training set. As “https” was a constant in most tweets, repre-
senting hyperlinks of news, images, and videos that did not 
contribute to this analysis, they had to be removed from the 
training set to avoid bias in the learning process.

In the end, the Stem (Porter) grouped all tokens from the 
same family into a single token. This way, words like “Con-
servative” and “Conservator” were associated as unique 
words representing the same value for the analysis.

The model went to the Split Validation module with the 
data treated, where the test to the actual prediction capability 
occurred. In this step, the training set had to be divided into 
two phases, training, and testing, with, respectively, 70% 

and 30% of the data. The training phase requires the most 
data as the algorithm learns by understanding which words 
contribute the most to a positive/negative label. On the other 
hand, the testing phase is where the model concludes on the 
accuracy by which the algorithm could predict each com-
ment's label correctly.

An algorithm is required to train a sentiment analysis 
model. Many algorithms existent in the Machine Learning 
study area were selected for this research. The criterion used 
for the choice was the good results presented in the previous 
literature on this topic and the reputation in the study field 
(Hemalatha et al. 2013). The algorithms used in this research 
were: Naïve Bayes, Support Vector Machine, Decision Tree, 
and Deep Learning.

The first two algorithms are considered the most popular 
Machine Learning algorithms to solve Sentiment Analy-
sis problems. Starting with Naïve Bayes is known as the 
simplest one used algorithm for predictions. It computes 
the probability of each class, based on the distribution of 
the words in the document, following the theory of Bayes 
(Friedman et al. 1997).

Naïve Bayes Theorem:

This theory, as shown underneath, calculates the prob-
ability of a text carrying a particular label by multiplying 
the probability of a label, in this case, positive or negative, 
with the probability of a specific word being classified as a 
label and dividing this by the probability of a certain feature 
occurring.

The second algorithm, Support Vector Machine (SVM), 
is a linear regression model. The primary purpose of the 
SVM is to determine the linear separation that best suits the 
separation of different classes from each other (Hearst et al. 
1998). The best suitor is the plane that offers, with more 

(1)P(label|features) =
P(label) ∗ P(features|label)

P(features)

Fig. 1  Structure of the prediction model in RapidMiner
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confidence, a maximum margin of difference between the 
data classes. This algorithm is also robust to outliers.

Another popular technique used in data mining for predic-
tion is the Decision Tree. The algorithm breaks the dataset 
into tiny sets until each belongs to a particular class. As 
the name says, the module of decisions is built in the form 
of a tree, where the module decides if the set is an A or 
a B. The accuracy of decision trees is usually poor. Still, 
since it is easy to understand the relationship between the 
branches, makes this algorithm a very popular choice in the 
field (Suzuki 2020).

As an alternative to the traditional methods, this research 
investigated the use of the Deep Learning algorithm. The 
main idea of this type of technique is to learn with the most 
complex features extracted from the training set, using neu-
ral networks to build computational models (Pouyanfar et al. 
2019). However, this well-known algorithm in the machine 
learning field carries a disadvantage. The model to be well-
trained requires a large quantity of data.

Each of the four algorithms was applied to the models in 
the training phase to test which produced better accuracy 
See Figs. 5 and 6.

4.2  Unsupervised learning

An Unsupervised learning model follows a different 
approach from the Supervised learning type. The training 
dataset consists of a set of inputs without an assigned label, 
leaving the learning algorithm to discover the structure for 
the input. The algorithm discovers patterns in the dataset 
and clusters them in groups of similar examples. This type 
of learning is applied to achieve one of two goals: discov-
ery of hidden patterns in the data or, as it was used for this 
research, as a learning feature (Greene et al. 2008).

This type of method is not the most used as a learning 
method for Sentiment Analysis due to the complexity of the 
content from social media. However, a special algorithm 
outperformed the accuracy of previously mentioned algo-
rithms in this research field: The Valence Aware Dictionary 
for Sentiment Reasoning (Vader) (Gilbert and Hutto 2015). 
Vader is a lexicon rule-based sentiment analysis tool built 
to analyze the sentiment expressed in Social Media text and 
many other domains. Vader uses a set of qualitative and 
quantitative methods, including a list of lexical features usu-
ally found in Social Network contexts. Vader combines lexi-
cal features with grammatical and syntactical conventions 
to express and empathize with sentiment intensity. Vader's 
effectiveness can be compared to lexical-based methods such 
as the SentiWordNet and machine learning algorithms like 
Support Vector Machine and Naïve Bayes.

Gilbert and Hutto (2015) responsible for the develop-
ment of this Sentiment analysis engine concluded; it per-
forms exceptionally well in Social Media content, as Vader 
was able to outperform the accuracy of human-rated labeled 
training sets by correctly classifying the sentiment of tweets 
in positive, neutral, and negative classes when applied to the 
same dataset. It also shows more benefits than the applica-
tion of traditional sentiment lexicons, as it can be used on 
more extensive sets of data, is more sensitive to sentiment 
expressions in social media contexts and can quickly be 
applied to a dataset without the need for training.

The Vader Package in R code was used to apply this unsu-
pervised learning method. Using the script vader_df() on a 
data frame, it was possible to calculate the valence score of 
each text, and the weighted percentage of positive, negative, 
and neutral words (Roehrick 2020), for each dataset.

5  Results and discussion

In applying the supervised learning method, each algorithm 
used in the training of the predictive models produced a cer-
tain amount of accuracy. The accuracy can be described as 
measuring how correctly the predictive model can identify 
the label during a prediction. This measure appears in the 
validation step of the training process, where the remaining 
30% of the training set not used to train the algorithm is now 
applied to confirm how well the model could predict a result. 
In the case of this research, the accuracy rate was measured 
on how correctly the models predicted the main sentiment in 
the comments mentioning the two political parties (Table 3 
and detailed by model and party from Figs. 7, 8, 9, 10, 11, 
12, 13, 14).

In the validation results on the accuracy rate of the four 
algorithms, it is visible that the Naïve Bayes and the Support 
Vector Machine were the algorithms achieving a higher pre-
cision in their predictive capabilities on both training sets. 
These results follow the findings of studies in this field, 
where the same algorithms have proven to produce more 
reliable prediction results than the rest.

Table 3  Accuracy rate from each algorithm of the supervised learn-
ing method

Conservative 
party (%)

Labor party (%)

Naïve Bayes 78.57 74.07
Support vector machine 78.57 77.31
Decision tree 77.14 71.30
Deep learning 76.43 65.74
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Observing the above table, while in the Labor Party pre-
dictive model, the higher accuracy was present in the model 
trained by the SVM algorithm, the Conservative Party pre-
dictive model achieved the same results while using this 
algorithm and Naïve Bayes. With these results, additional 
prediction measurements, such as precision and recall, were 
overlooked to understand if one of the algorithms was more 
reliable than the other. In the case of the use case with the 
SVM algorithm, the training set of the Conservative Party 
was able to produce a 9% higher precision on the positive 
class and a 4.41% higher recall of true negatives compared 
with the Naïve Bayes application. As the difference was not 
substantial, both models were accepted as capable models of 
predicting the sentiment for the Conservative Party.

With the predictive models validated and with a 78% 
accuracy rate on sentiment prediction, the models were 
now able to receive the rest of the dataset not used for train-
ing or validation purposes and identify the amount of true 
positive and true negative sentiment present in those tweets 
mentions.

The remaining 7375 tweets from the training set were 
applied to both predictive models starting with the Conserv-
ative Party dataset. Regardless of the algorithm used, it was 
possible to determine the same conclusion: The percentage 
of negative sentiment in tweets mentioning the Conservative 
Party was significantly higher than the positive (Table 4).

The application of the same process in the Labor Party 
predictive model, on the other hand, produced an opposite 
result. Applying the remaining 5036 tweets of this party 
dataset to the prediction model learned with the Support 
Vector Machine algorithm predicted 63% of positive sen-
timent present in this party's tweets before Election Day 
(Table 5).

To be considered a successful election predictor, the pre-
dictive model of the Conservative Party, as a representation 
of the actual winner of this electoral moment with an abso-
lute majority, needed to indicate most of the positive senti-
ment on the tweets mentioning this party when compared 
with its opposition.

The results from applying the Supervised method 
revealed a negative correlation between the sentiments trans-
mitted by the Social Media users on both parties. While 
the Conservative Party prediction model verified a higher 

negative sentiment in its tweets, the Labor model estimated 
63% of positive sentiment. With these results, it was possi-
ble to conclude that these predictive models could not suc-
cessfully predict the outcome of this electoral period, as the 
winner of this electoral cycle failed to show an estimation of 
positive sentiment superior to the opposition.

Accordingly, it was also possible to observe that the 
results of this estimation did not reflect the vote decision of 
the electorate. This observation means the supervised learn-
ing method could not verify the second hypothesis of this 
research. This leads us to conclude that Social Media content 
was not enough, in this case, study, to influence the electors' 
decision, and other factors, such as personal life events, may 
have had a higher impact on this process.

Moving on to the results of applying the unsupervised 
learning method to this study, it did not reveal clear results 
as the supervised learning method. By learning from the 
data, the Vader algorithm retrieved an average amount of 
positive/negative/neutral feelings present in the dataset from 
each political party (Table 6).

Analyzing the Sentiment Analysis results, it was impos-
sible to make a concrete conclusion on this analysis. The 
average amount of neutral feeling occupied more than 80% 
of the content from each dataset. As the rest of the 20% was 
formed by a similar amount of positive and negative tweets, 
it was impossible to conclude if this model had efficient 
predictor capabilities with such small data.

From the obtained results in the estimations of both learn-
ing methods, it was possible to conclude that this model 
failed to predict the electoral results of the 2019 General 
Elections in the United Kingdom. These results may be 
explained by the limitations shown previously, such as the 
lack of representation from the overall population in this 
Social Network.

Table 4  Results of the supervised learning method on the conserva-
tive party dataset

Positive sentiment Negative 
sentiment

Naïve Bayes 2277 5098
Support vector machine 1122 6253

Table 5  Results of the supervised learning method on the labor party 
dataset

Positive sentiment Negative sentiment

Support vector machine 3183 1853

Table 6  Results of the unsupervised learning method on the parties 
dataset

Conservative party 
(%)

Labor party (%)

Average positive 8.05 9.2
Average negative 8.02 7.52
Average neutral 83.93 83.29
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To corroborate this affirmation, a survey was conducted 
after this electoral period by a market research and data ana-
lytics firm, YouGov, to 41,995 British adults to understand 
their voting behavior in these past elections. The results of 
this survey unveiled a clear preference by older generations 
(+ 50 years old) for Conservative politics, while the young-
est voters (18–39) were more apologetic for Labor politics 
(Curtis 2019) (Fig. 2).

The Digital Report 2020 for the United Kingdom showed 
the same age range that presented a preference for Labor 
politics and was the most active generation on Social Net-
works (Kemp 2020). Looking at both factors together, it is 
evident the reason why most of the positive sentiment was 
concentrated in tweets mentioning Labor politics and why 
the amount of negative sentiment for the Conservatives did 
not seem to demote the electorate from voting for this party: 
the target audience most likely to vote Conservative was not 
present in Twitter.

Therefore, this estimation corroborates the discussion that 
Social Media data are essential to understand the opinion 
polarization effect and the sentiment of individuals toward 
a topic. However, all by itself, it cannot predict the winner of 
an election due to the limitation mentioned above.

Furthermore, the second learning approach results reit-
erate the conclusions made with the supervised learning 
method regarding the second hypothesis. With the amount 
of positive and negative sentiment representing less than 
20% of the content from the datasets, the probability of a 
Social Media user being in contact with a positive/negative 
comment about a party was much lower than a feeling-less 
comment. This means comments made by “prosumers” that 
could influence others’ vote decisions were restricted to less 
than 20% of the million tweets published in that period. This 
research failed to conclude whether online persuasion can 
influence the decision of an electorate, leaving this literature 
gap still to be filled.

6  Conclusion, limitations, 
and recommendations

This study had as its primary purpose to collaborate in the 
research on the assumption that Social Media content could 
be used as an election predictor and conclude whether politi-
cal persuasion in these Social Networks had an actual impact 
on the voting decision of the electorate.

According to the literature review, it was possible to 
understand that the first topic was not a novelty in this aca-
demic area as multiple researchers contributed to it through-
out the years. However, during that time, other research-
ers have refuted some studies for not following the correct 
procedures, leading to biased results. This circumstance led 
to several open gaps in the literature, by which this study 
purposed to collaborate on the fill. For the second topic, the 
literature review helped prove the existence of persuasion in 
social media made by “prosumers”, making it an environ-
ment propitious for the rise of the opinion polarization effect 
in these networks. Nevertheless, this effect's actual impact 
on election results was yet to be proved.

From these problematics, the two hypotheses this research 
aimed to investigate were defined: A Sentiment Analysis on 
Twitter data can predict with success an electoral result; The 
Sentiment of the tweets will be positively correlated with the 
vote decision of the electorate.

To prove the veracity of these hypotheses was applied as 
a methodology, a Sentiment Analysis of tweets mentioning 
the United Kingdom General Election of December 2019 
was used as a case study for this research. This text mining 
application followed two approaches: a Supervised and an 
unsupervised learning method.

Both learning methods were applied to the Sentiment 
Analysis models to test the prediction capabilities of Twit-
ter data. Looking at the results, the Supervised method 
revealed a negative correlation between the sentiments of 
both parties in social media: The Conservatives in this elec-
toral period showed a majority of 69% of negative sentiment 
on the tweets mentioning this party. On the other hand, the 

Fig. 2  Post-Election Survey on 
the vote decision of the British 
electors. Source: YouGov
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model estimated 63% of positive opinions in the comments 
regarding the Labor Party. The Unsupervised Learning type, 
however, could not achieve a similar conclusion. The feel-
ing-less comments occupied 80% of the datasets, making 
it impractical to conclude with this estimation. With only 
the first method able to reflect on the first hypothesis of this 
research, as the estimation wrongly predicted the winner of 
this election, the hypothesis was refuted.

The results of the Supervised Learning estimation also 
showed that the sentiment of the tweets was not positively 
correlated with the vote decision of the electorate. Since 
the Conservative Party was the winner of this electoral 
period, for the social media content to impact the vote 
decision, it was expected that the number of tweets men-
tioning this party would show positive feelings toward 
it. The outcome from the Unsupervised method estima-
tion explained these results: Considering the amount of 
sentiment data represented less than 20% of the content 
from the datasets, this means the probability of a Social 
Media user being in contact with a true positive/negative 
comment was much lower than a feeling-less comment. 
Accordingly, it was not possible to prove or refute the sec-
ond hypothesis of this research, leaving an open gap in the 
literature still to be filled.

In conclusion, this research methodology failed to prove 
the two proposed hypotheses' veracity. This outcome can be 
explained by the several limitations unveiled in this research.

Starting from the already mentioned lack of representa-
tion from the overall population in this prediction, the strong 
presence of younger generations in Social Networks is well 
known. Crossing this information with the survey results 
conducted by YouGov after the elections, which revealed 
a clear political preference from this generation, helped 
explain the results: the audience most likely to vote for the 
winning party was not present in Social Networks. For this 
reason, this study corroborates the assumption that social 
media should be used as a complement to electoral forecasts 

instead of replacing them to unveil the reason behind the 
voting decision of the electors.

Another limitation of this research was the amount of data 
collected. The sentiment of tweets classified as neutral in 
the unsupervised learning method represented around 80% 
of the overall dataset, significantly reducing the amount of 
data that could be used to predict the outcome of an elec-
tion. With only 20% of tweets classified with true positive 
or negative sentiment, it was impossible to conclude with 
this estimation's results. This limitation resulted from the 
collection being accomplished only with the mentions of the 
parties in this Social Network, leaving out of this analysis all 
the tweets about this topic without mentioning the official 
accounts of the politicians.

Still, on the topic of data collection, another constraint was 
the limitations of the Twitter API itself. This API allows the 
capture of a representative sample of tweets and a maximum 
of 100,000 requests per day, which may not be enough for 
more in-depth research (at the moment, this research was 
done).

As a recommendation for future research, collecting a 
more considerable amount of data would be beneficial to 
achieve better accuracy in estimating the prediction models. 
This data collection can be achieved by enlarging the data 
collection scope by including tweets mentioning the elec-
tion itself and trend topics involving the political parties. 
The application of an econometric regression would help 
the researcher understand which factors may be positively 
correlated with the vote decision of an elector and whether 
online persuasion in Social Media is one of those factors.

Appendix

A.1 Rapidminer

See Figs. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, and 14

Fig. 3  Supervised Training (RapidMiner)—Overall prediction model
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Fig. 4  Supervised Training (RapidMiner)—Process Documents from Data

Fig. 5  Supervised Training 
(RapidMiner)—Applied algo-
rithms in the training model

Fig. 6  Supervised Training 
(RapidMiner)—Testing the 
training model performance
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Fig. 7  Results of the Conservative Party training model applied Naïve Bayes

Fig. 8  Results of the Conservative Party training model when applied SVM

Fig. 9  Results of the Conservative Party training model when applied Decision Trees

Fig. 10  Results of the Conservative Party training model when applied Deep Learning
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Fig. 11  The Labor Party training model results when Naïve Bayes is applied

Fig. 12  Results of the Labor Party training model when applied SVM

Fig. 13  Results of the Labor Party training model when applied Decision Trees

Fig. 14  Results of the Labor Party training model when applied Deep Learning
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