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Abstract— Case-based reasoning enables solving new problems 

using past experience, by reusing solutions for past problems. The 

simplicity of this technique has made it very popular in several 

domains. However, the use of this type of approach to support 

decisions in the power and energy domain is still rather 

unexplored, especially regarding the flexibility of consumption in 

buildings in response to recent environmental concerns and 

consequent governmental policies that envisage the increase of 

energy efficiency. In order to determine the amount of 

consumption reduction that should be applied in a building, this 

article proposes a methodology that adapts the past results of 

similar cases in order to achieve a decision for the new case. A 

clustering methodology is used to identify the most similar 

previous cases, and an expert system is developed to refine the 

final solution after the combination of the similar cases results. 

The proposed CBR methodology is evaluated using a set of real 

data from a residential building. Results prove the advantages of 

the proposed methodology, demonstrating its applicability to 

enhance house energy management systems by determining the 

amount of reduction that should be applied in each moment, thus 

allowing such systems to carry out the reduction through the 

different loads of the building 

Index Terms— Case based reasoning, clustering, demand 

response, energy efficiency, expert systems, residential energy 

management 

I. INTRODUCTION  

The study and development of Case-Based Reasoning 
(CBR) has been inspired by cognitive science research on 
human memory. In CBR the resolution of problems is based on 
memory, thus reflecting human use of remembered problems 
and solutions as a starting point for new problem solving. New 
observations on each problem solving are used in CBR, 
assuming that similar problems have similar solutions [1]. 

In CBR process, the new problems are solved by 
recognizing their similarity to a known problem and by 
adapting solutions that were used to solve the previous 
problems. The case indexing and retrieving processes are 
highly recommended, because the indexing and retrieving 
process of a similar cases in the database is important for 
modeling a successful CBR system. A CBR system that can 

reflect the experience of experts in building a system and 
solving a new problem is needed [2].  

Cases are a contextualized piece of knowledge representing 
an experience. Many cases are gathered and stored in memory, 
in order to build a case base in a specific domain. This way, 
case base is composed of two spaces [3]. The new case of a 
problem is compared to the other cases stored in the case base 
and the most similar ones are extracted along with their 
associated solution. Then, the solution is adapted to reach a 
suitable solution to the new problem. When the new problem is 
solved, it is stored (or not) in the case base, depending on the 
retain policy.  

The application of CBR has been highly successful in 
different areas, such as software estimation [4], document 
retrieval system development [5], mechanism failure 
identification [6], prediction of construction costs [7], 
bankruptcy prediction [8] and building new recipes [9], among 
many other. 

Another relevant field of application is power and energy 
systems, although the number of works in this domain is not too 
significant. In [10] a CBR system for building energy prediction 
is proposed, with the aim at identifying operation issues and 
proposing better operating strategies. Simplified models based 
on CBR to predict the hourly electricity consumption of an 
institutional building are proposed in [11]. A CBR approach to 
predict electromagnetic flows is presented in [12]. A CBR 
method providing online decision-making for optimization of 
coal-blend combustion was investigated in [13]. The estimation 
of the energy performance of new buildings using CBR is 
studied in [14]. These are relevant contributions that cover 
some problems in the energy domain. However, many urgently 
needed issues in this area are still not addressed, such as 
considering consumers’ flexibility.  

The EU guidelines towards a low carbon society [15] and 
the recent EU Winter Package [16] frame consumers as a 
central piece in future power systems, being the consumption 
flexibility the most promising solution for the new challenges 
[17]. Building energy management systems play a crucial role 
in this scope, as they are able to support consumers’ decisions 
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in adapting their consumption without compromising their 
comfort [18]. However, deciding how much flexibility should 
be asked from each consumer when required is not an easy task 
as it depends on each individual consumer’s habits and comfort.  

This paper addresses the problem of deciding the amount of 
reduction that should be asked from consumers in moments 
when such is needed from the system. This is done by proposing 
a CBR system that uses previous cases of energy reduction in a 
building to decide which amount should be applied to a new 
case. A clustering approach is used to identify the most similar 
previous cases [19]. After these are selected, they are combined, 
and the final result is adapted using an expert system composed 
by several domain specific rules that refine the final solution. 

After this introductory section, section 2 presents the 
proposed approach, with focus on the techniques that have been 
specifically developed for addressing this problem, namely the 
clustering approach to select the most similar cases, and the 
expert system to enable the adaptation of the final solution. 
Section 3 presents a case study using real data from a residential 
house, and section 4 presents the achieved results. Finally, 
section 5 presents the most relevant conclusions from this work. 

II. SYSTEM ARCHITECTURE 

This section presents the proposed methodology. The 
proposed system is based on the general CBR cycle. When a 
new case is presented, the most similar cases are retrieved, 
followed by the reuse task with which an adaptation of the 
solutions of the similar cases will be made for the solution of 
the new case. Afterwards, the revise phase uses an expert 
system to adapt and refine the final solution before the final 
retain phase. Fig. 1 shows the flowchart of the proposed 
methodology presented in this paper. 

 

Fig. 1. CBR flowchart 

As can be seen from Fig. 1 initially a new case is presented, 
for which it is necessary to find a solution. The CBR cycle starts 
with the retrieve task, where techniques are applied to select the 
most similar cases present in the DB. After this stage, the most 
similar cases are sent to the reuse task, which will use the 
similar solutions to reach a new solution, using adaptation 
techniques. Then, the task of reviewing is applied, where the 
created solution is reviewed. In this task, rules are created based 
on expert systems, in order to adapt and refine the final solution. 
In the end, the solution is evaluated so that the decision is made 

on whether to add the new case, or not, to the case base. The 
techniques used in the methodology are explained as follows. 

A. Similar cases  

The retrieve phase concerns the identification and retrieval 
of similar cases from the historic case-base log. This is done by 
using a clustering algorithm, namely the K-Means [20], to 
group the cases according to their similarity, thus identifying 
those that are most similar to the current case. 

The clustering methodology considers a set of cases (x1, x2, 
..., xn), where each case is a d-dimensional real vector, and n is 
the number of considered cases. The clustering process aims at 
partitioning the n cases into k (≤ n) clusters C = {C1, C2, ..., Ck} 
so that the Within-Cluster Sum of Squares (WCSS) is 
minimized (1). 

min ∑ ∑ ||𝑥 − 𝜇𝑖||2

𝑥∈𝐶𝑖

𝑘

𝑖=1

 (1) 

where μi is the mean of points in Ci, i.e. the cluster centroid. 

The dimension of the vector that characterizes each case xp, 
p ϵ {1, ..., n} is equal to the sum of the individual dimensions 
of n vectors, where each of these n vectors contains the data that 
is referent to a different data variable, e.g. consumption, 
generation, tariff price, etc.   

With the objective of minimizing equation (1), the 
clustering process executes an iterative process between two 
steps: (i) the assignment step, where each observation xp is 
assigned to the cluster C(t) whose mean value yields the 
minimum WCSS in iteration t, as presented in (2); and (ii) the 
update step, where the new means of each cluster are calculated, 
considering the newly assigned cases, determining the new 
centroid μi of each cluster, as in (3).  
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(3) 

The execution of the algorithm stops when the convergence 
process is completed, i.e. when the assignments of cases to 
different clusters no longer change. By minimizing the WCSS 
objective, in equation (1), the K-Means clustering methodology 
assigns cases to the nearest cluster by distance. This means that 
each case will be grouped in the same cluster as the ones that 
are more similar. These are the cases that are retrieved by the 
CBR process. 

B. Adaptation  

In the adaptation is obtained the result value for the new 
case, considering the result that each similar case that has been 
identified in the retrieve phase. At the end of this step three 
different results can be obtained, which are the average of the 
results of the similar cases, the maximum and the minimum 
value. Equation (4) is applied to obtain the mean value, where 
CR is a result to this problem. 

𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡
𝑚𝑒𝑎𝑛 =

∑ 𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡
𝑠𝑖𝑚𝑖𝑙𝑎𝑟

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑐𝑎𝑠𝑒𝑠
 (4) 

Equation (5), is applied to obtain the maximum value. 

𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 = max(𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡

𝑠𝑖𝑚𝑖𝑙𝑎𝑟) (5) 

Equation (6), is applied to obtain the minimum value. 



 

 

𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 = min(𝐶𝑅𝑟𝑒𝑠𝑢𝑙𝑡

𝑠𝑖𝑚𝑖𝑙𝑎𝑟) (6) 

C. Expert systems  

Considering the existing knowledge of the problem, the 
revise task is applied using an expert system. Expert systems 
intend to emulate in CBR systems the decision-making ability 
of a human expert. In this case rules are created, which are 
applied to the value obtained in the reuse process. Most of the 
created rules take into account the time of day: 𝑥3, the 
description about other variables is present in Table 1. The 
objective of this expert system is to adapt the solution when it 
is not coherent, e.g. if it is asked for the consumer to reduce 
more than its total expected consumption. In equation (7), if the 
result from the reuse task is smaller than zero, then the result of 
the revision is 0. 

𝑖𝑓 𝐶𝑅𝑟𝑒𝑢𝑠𝑒 < 0 → 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒 = 0 
(7) 

In equation (8) the 𝐶𝑅𝑟𝑒𝑢𝑠𝑒 and 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒  represent the 
result of CBR in reuse task and revise, and is defined the rule 
for the hours between 0 and 5. In this rule is imposed on the 
system that at least there must be 0.8 kW of consumption in the 
end, and reduce the remaining by half. 

𝑓 𝑥3 ≥ 0 ∩  𝑥3 < 5 ∩ (𝐶𝑅𝑟𝑒𝑢𝑠𝑒 = 0 ∪  𝑥8 > 0.8)  → 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒

=  
𝑥8 − 0.8

2
 (8) 

Equation (9) represents the mealtimes, and at this time the 
reduction should be 25% of the value corresponding to the load 
𝑥8 (represent the electric consumption) less the production 
itself 𝑥9 (represent the electric generation). 

𝑖𝑓 (( 𝑥3 > 7.3 ∩ 𝑥3 < 9) ∪ ( 𝑥3 > 12 ∩  𝑥3 < 13.3)

∪ ( 𝑥3 > 19.3 ∩ 𝑥3 < 21))
∩ (𝐶𝑅𝑟𝑒𝑢𝑠𝑒 = 0 ∪ 𝐶𝑅𝑟𝑒𝑢𝑠𝑒 > 𝑥8 − 𝑥9)
→ 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒 = 0.25 × (𝑥8 − 𝑥9) 

(9) 

Equation (10) represents the hours between breakfast and 
lunch and from lunch to dinner, this rule takes into account the 
number of people in the housing, and if it is less than 3, the 
value of the reduction will be half of consumption minus the 
production, otherwise the reduction will be a quarter, 𝑥3 
represent the hour. 

𝑖𝑓(( 𝑥3 > 9 ∩  𝑥3 < 12) ∪ ( 𝑥3 > 14 ∩  𝑥3 < 18))
∩ (𝐶𝑅𝑟𝑒𝑢𝑠𝑒 = 0 ∪ 𝐶𝑅𝑟𝑒𝑢𝑠𝑒 > 𝑥8 − 𝑥9) 

𝑒𝑙𝑠𝑒𝑖𝑓 𝑥7 < 3 → 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒 =
𝑥8 − 𝑥9

2
  

𝑒𝑙𝑠𝑒 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒 =
𝑥8 − 𝑥9
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(10) 

Equation (11) represents the hours between the 21 and the 
0 of the following day. The value of reduction will be half of 
the load less the production; however it is expected that the 
production in this schedule is of 0 kW or approximately, 𝑥7 
represent the persons number. 

𝑖𝑓 𝑥3 > 21 ∩ 𝑥3 < 0 ∩ (𝐶𝑅𝑟𝑒𝑢𝑠𝑒 = 0 ∪ 𝐶𝑅𝑟𝑒𝑢𝑠𝑒 > 𝑥8 − 𝑥9)

→ 𝐶𝑅𝑟𝑒𝑣𝑖𝑠𝑒 =
𝑥8 − 𝑥9

2
 (11) 

After applying the rules to the value obtained in the reuse 
process, the revised value is achieved, thus making it possible 
to turn incoherent results into applicable solutions. 

III. CASE STUDY 

The proposed CBR approach requires a case-base with 
historic cases. The considered case-base is constructed from 
previous cases regarding a test building to which the model is 

applied. The case-base has 11 different variables which are 
collected and recorded from sensors and other type of data 
collection. Table 1 shows all the stored variables as well as the 
type of each variable. The case-base is filled with the historic 
cases with normalized values. The normalization process 
converts raw values to standart scores, this process requires 
seleting values that span one range and representing them in 
another range. Assumption that the data are aproximated by a 
normal distribution, this is converted to a standard normal 
distribution, where the mean is 0 and the standard deviation is 
1, applying the normal distribution. Table 2 shows the cases to 
which the presented model is applied in this case study (i.e. the 
reference cases to which the results from the proposed model 
are compared). 

Table 1. Configuration of case variables 

Representation Name of variables Score values Units 

𝑥1 Weekday {1 𝑡𝑜 7} - 

𝑥2 Month {1 𝑡𝑜 12} - 

𝑥3 Hour {1 𝑡𝑜 24} h 

𝑥4 Season {1 𝑡𝑜 4} - 

𝑥5 External Temperature {7,1 𝑡𝑜 29,1} ºC 

𝑥6 External Humidity {46 𝑡𝑜 98} % 

𝑥7 Persons Number {1 𝑡𝑜 4} - 

𝑥8 Electric consumption {0,1 𝑡𝑜 3,693} kW 

𝑥9 Electric Generation {0 𝑡𝑜 2} kW 

𝑥10 Electric Tariff {0,1634 } €/kW 

𝑅 Electric Reduction {0 𝑡𝑜 0,8} kW 

Table 2. Profile of case for validation 

Case Case 1 Case 2 Case 3 Case 4 

𝑥1 7 1 7 7 

𝑥2 1 8 10 10 

𝑥3 2,45 9,3 18,45 23,45 

𝑥4 3 1 2 2 

𝑥5 11,2 17,5 20,2 20,6 

𝑥6 95 86 89 67 

𝑥7 4 4 4 6 

𝑥8 0,6 0,12 3,435 2,413 

𝑥9 0 0,98 0,125 0 

𝑥10 0,1634 0,1634 0,1634 0,1634 

𝑅𝑟𝑒𝑎𝑙 0 0 0,05 0,09 

The cases presented in Table 2 are taken from the case-base, 
and when the model is applied these results will not be present 
in the case-base of historic cases. The selection was made 
taking into account the time of the day, choosing different 
hours. The validation of the CBR model will be done through 
the comparison of the real values and the values proposed by 
the CBR. Each case of those shown in Table 2 is considered as 
a new case. 

IV. RESULTS  

This section shows the results of the case study. In order to 
analyze the impact of the numbers of clusters, which determine 
the number of similar cases, three different options are 
implemented: 20 clusters, 10 clusters and 5 clusters. Table 3 
shows the main results of the proposed methodology. The value 
of Root Mean Square Error (RMSE) is expressed in Table 3, 
and gives the indication about the CBR system precision in a 
prediction value. As it is possible to observe the value of RMSE 



 

 

undergoes changes with the number of clusters. In this case, it 
is not possible to relate the number of clusters with the RMSE, 
because as one can see, with 20 clusters the error is the smallest 
one following the error with 5 clusters and ending with the error 
of the 10 clusters as the worst one.          

Table 3. Results of the proposed methodology 

Cases Case 1 Case 2 Case 3 Case 4 RMSE 

20 clusters 
𝑹𝒓𝒆𝒂𝒍 0 0 0,05 0,09 

0,124 
𝑪𝑹* 0,024 0,060 0,238 0,238 

10 clusters 
𝑹𝒓𝒆𝒂𝒍 0 0 0,05 0,09 

0,141 
𝑪𝑹* 0,000 0,014 0,040 0,026 

5 clusters 
𝑹𝒓𝒆𝒂𝒍 0 0 0,05 0,09 

0,135 
𝑪𝑹* 0,000 0,007 0,040 0,026 

*Mean values 

One of the most important factors in this system is the 
execution time that is necessary for a solution to be obtained, 
because the configuration of the loads in the house can change 
in any instant and the value of reduction will not be the same. 
For this reason, it is necessary to obtain a result in a short time, 
Fig. 2 shows the average execution time per number of clusters. 

As one can see by Fig. 2, the execution time is longer when 
the number of clusters is larger, and it takes about 8.3 seconds, 
which is still acceptable. The trend is for the execution time to 
decrease as the number of clusters decreases. This is explained 
by analyzing the data in Table 4, which expresses the time 
elapsed in each task. 

 

Fig. 2. Average execution time per number of clusters 

Table 4. Time results for different tasks 

Number of clusters 20 10 5 

Time (seconds) 

Load 1,372629 1,329359 1,30168 

Retrieve 7,152161 3,910887 2,307143 

Reuse 0,005667 0,005667 0,005667 

Revise 0,001921 0,000586 0,00056 

Retain 2,40E-06 1,12E-06 1,04E-06 

From Table 4 it is possible to analyze the execution times 
by task, and it is possible to see that the task that takes more 
time is the retrieve, which is responsible for the selection of the 
most similar cases. In this task, the K-Means technique is 
implemented which, as we can see, will make a difference in 
the final result of the execution time. The higher the number of 
clusters, the longer this task takes to run. In Table 5 is shown 

the influence of the number of clusters in the selection of the 
most similar cases. 

Table 5. Index of similar cases 

Target 

Case 

Nº 

clusters 
Index of similar cases 

 Nº 

similar 
cases 

1 

20  {10, 12, 15, 48, 49, 55, 57} 7 

10  {1, 10, 12, 15, 48, 49, 55, 57} 8 

5  {1, 10, 12, 15, 17, 21, 31, 35, 48, 49, 55, 57} 12 

2 

20  {19} 1 

10  {19, 32, 56, 59} 4 

5  {3, 19, 24, 32, 56, 58, 59} 7 

3 

20  {9, 11, 13, 16, 27,28, 29, 50, 53} 9 

10  {2, 5, 9, 11, 13, 16, 27,28, 29} 9 

5 {2, 5, 9, 11, 13, 16, 27,28, 29, 34, 37, 40, 50,53} 14 

4 

20  {9, 11, 13, 16, 27,28, 29, 50, 53} 9 

10  {2, 5, 9, 11, 13, 16, 27,28, 29} 9 

5 {2, 5, 9, 11, 13, 16, 27,28, 29, 34, 37, 40, 50,53} 14 

As can be seen from the Table 5, the number of similar cases 
tends to increase as the number of clusters is smaller. This is as 
expected, because if the number of clusters is smaller, more 
elements will contain each cluster, thus more elements will 
belong to the cluster in which the new case is inserted. Another 
interesting fact is the tendency of repetition of similar cases 
when using more or less clusters. This happens in general, as 
the number of similar cases increases (with less clusters), new 
cases are added and the existing cases are repeated. 

Fig. 3 shows an illustration of case 2 in the selection of the 
most similar cases. In the three graphs, all cases of the database 
are expressed and in the y-axis the value of the result is 
presented. The presented data are normalized. 

The different graphs of Fig. 3 show the similar cases 
selected in the different simulation for case 2. Initially in Fig. 4 
a), with 20 clusters only one similar case is selected (point with 
blue circle), in Fig. 4 b), we have 10 clusters and 4 similar cases 
are selected; finally, in Fig. 4 c) 5 clusters are used and 7 similar 
cases selected. The number of selected cases is equal to the 
number of elements belonging to the cluster of the new case. 

V. CONCLUSIONS 

This paper presented a CBR approach that uses previous 
cases to determine the amount of energy reduction that should 
be applied in residential houses. A clustering methodology is 
used to identify similar cases, and an expert system to determine 
a set of rules used to adapt and refine the final solution. 

From the achieved results, it can be concluded that the 
proposed CBR methodology is able to successfully solve the 
envisaged problem. As can be seen, the final result always 
depends on the number of clusters selected a priori, but by the 
result of the error can be verified that the variation is minimal. 
In the set of the three simulations it was obtained a 13.3% error 
for the validation set. At the end of the runtime, any of the 
simulations is applicable, since the time the load of the dwelling 
takes to vary will be greater than 8.3 seconds (maximum time 
taken in the simulations). The clustering technique worked 
correctly as it is possible to see by the results, because when the 
number of clusters is greater, fewer similar cases will be 



 

 

selected and when the number of clusters decreases more 
similar cases are selected. 

As the future work, it is intended to try different techniques 
of case selection, as the case of k-nearest neighbor and decision 
trees. In the task of reuse, the use of weights in order to enable 
the weighing of the most similar cases is also a topic that can 
be addressed in the future.  

a) 

 
b) 

 
c) 

 
Fig. 3. Index of similar cases when using: a) 20 clusters,  

b) 10 clusters and c) 5 clusters 
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