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Abstract 

Data scientists and statisticians often conflict when deciding on 

the best approach to solve analytical challenges through 

machine learning and statistical modeling. However, machine 

learning and statistical modeling complement each other. 

Machine learning and statistical modeling are essentially based 

on similar mathematical principles but use different tools to 

construct the overall analytical knowledge base. Determining 

the predominant approach to be employed should be based on 

the problem to be solved, as well as empirical evidence, such 

as the size and completeness of the data, number of variables, 

assumptions or lack thereof, and expected outcomes such as 

predictions or causality. Good analysts and data scientists thus 

should be aware of the inherent difference between the two 

methods based on their proper applications and tools to achieve 

the desired results. 
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INTRODUCTION  

In recent years, machine learning technologies have been used 

to explore and examine research hypotheses in various 

domains. Mainly, in health research, these techniques are often 

helpful in collecting valuable insights into diagnostic and 

treatment pathways to improve healthcare evolution1. Large 

datasets characterize this kind of research. In this automation 

world, wearable medical devices regularly provide access to 

more recent and voluminous data. This kind of data offers 

tremendous scope and opportunity to apply various analytical 

techniques and methodologies to identify hidden patterns. They 

help optimize health research by providing a better diagnostic 

and treatment process2.  

Meanwhile, statistics has played an essential role in scientific 

research, planning, and decision-making, based on analysis, for 
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many decades3. In particular, in the field of health research, 

where accurate and precise analysis is the main objective. In 

addition, classical statistics methods are often preferred to 

verify the reproducibility and thus the consistency in the 

results. On the other hand, machine learning for health is poor 

in reproducibility metrics, such as dataset and code 

accessibility4. 

Since the statistical method is directly derived from a well-

written and implemented research protocol, the results can be 

disseminated in peer-reviewed medical journals5. 

Unfortunately, many of these machine learning applications 

have led to incorrect or irrelevant research results because 

proper research protocols have not been fully implemented6, 

thus not suitable for adequate dissemination through medical 

journals.   

A universal understanding is that statistics are used for making 

inferences from the data, while machine learning is used for 

making predictions7. It is essential to consider how best to 

choose the most suitable statistical and machine learning 

methods to meet the overall research objectives of available 

data types7. A prudent configuration is that alone, or with 

statistical modeling, machine learning is increasingly common 

but warrants the use of the best of the two approaches to 

improve the results of health research1. 

This paper aims to understand statistical methods and machine 

learning in the context of health research and to recognize the 

circumstance that warrants the best of these two approaches, 

either independently or in combination.    

 

History of the development of classical statistics and 

statistical learning theory 

The origin of classical statistics and statistical learning 

algorithms is shown in Figure 18. 
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Figure – 1: Evolution of classical statistics and statistical learning. 

 

The statistical theory of machine learning 

Statistical learning theory is used to develop the underlying 

models that govern how a machine learning algorithm 

understands data. Hence, the two fields are very closely 

intertwined. This theory helps to understand the reason behind 

the formulation of valid conclusions from empirical data using 

machine learning methods. Thus, statistical learning methods 

formalize models based on observational (data) predictions, 

while machine learning automates modelling9.  

Statistical learning theory is a background for machine learning 

that draws from statistics and functional analysis. It deals with 

finding a predictive function based on the data presented. The 

main idea of statistical learning theory is to build a model to 

draw conclusions from data and make predictions.  

Modern statistical modeling and machine learning links 

Machine learning and statistical modeling have similar 

attributes, which dominate most modeling efforts. The basis of 

each analysis is that all investigations begin with the hypothesis 

that past data or visual examinations can be adapted to predict 

the future9. Figure 2 summarizes the conceptualization of 

machine learning and statistical modeling. 

Good models usually require some domain knowledge. 

Statistical models provide the necessary understanding of the 

structure and help elucidate the importance and relationship 

between independent and dependent variables. Understanding 

the connection within the data improves the results and the 

ability to interpret10.  

 

 

Figure 2: Conceptualization diagrams for statistical models and machine learning 
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Machine learning is a general-purpose learning algorithm used 

to predict performance by finding patterns in complex data that 

are unknown and unrelated, without a priori view of the 

underlying structures11. In statistical modeling, the 

consideration of the correlation and thus the corresponding 

inference between only a few variables is a driving force12. The 

difference between statistics and machine learning depends on 

the purpose, analysis needs, and the required results. The 

assumptions and objectives of analysis and approaches may 

differ, as statistics usually assume that predictors or 

characteristics are known and additive, models are parametric, 

and hypothesis and uncertainty tests are at the forefront12.  

Machine learning, on the other hand, does not make these 

assumptions. In machine learning, many models are based on 

nonparametric methods. With no specific or unknown structure 

of models, additivity is not expected, and the model does not 

require assumptions on normal distribution, linearity, or 

residual11. Variables are usually two types: the dependent 

variables are called targets, and the independent variables are 

called features in machine learning. The definition of the 

variables is the same as in statistical analysis13. The models and 

data are used to enable generalization9. Losses and risks are 

often defined as mean square errors (MSEs). In statistics and 

machine learning, MSE refers to the difference between the 

predicted and actual values and is used to measure performance 

loss based on predictions14. 

Machine learning is very effective when models use more than 

a few independent variables and functions11. When data size 

becomes enormous, and it is impossible to study the 

performance by a single statistical simulation, machine 

learning becomes feasible and appropriate15. Machine learning 

is necessary when a feature is more significant than a record or 

observation - the dimension curse16, unfortunately, increases 

the risk of over-fitting. In machine learning, “Underfitting” and 

“Overfitting” are often used to describe a model that does not 

effectively generalize data and might not present the right set 

of data elements to explain the data patterns and posted 

hypotheses14. Underfitting is often defined as a model which is 

missing features that would be present in the most optimized 

model, similar to a regression model not fully explaining all of 

the variances of the dependent variable14. In the same way, 

over-fitting refers to models with more or more minor optimal 

features, such as self-correlation or multicollinear regression 

models14.  

These fitting issues can be overcome with reductive 

dimensionality techniques (i.e., PCA) as part of modelling17 

and subject expert input on the importance or lack thereof of 

certain features related to the disease or its treatment. Model 

validation is an inherent part of the machine learning process. 

The data is split into training and test data, with the more 

significant portion of data used to train the model to learn 

outputs based on known inputs. This process enables quick 

structural knowledge and focuses primarily on building future 

results prediction capabilities17. In addition to the initial 

validation of models in test data sets, the models should be 

further tested in the real world using prominent representative 

and more recent data samples18. If the model performs well, 

probability scores should be directly correlated to the outcome. 

This approach can also assess model accuracy, precision, and 

recall using this approach19. 

Machine learning algorithms tend to be preferred over 

statistical modeling when the outcome to be predicted does not 

have a vital component of randomness7 and when the learning 

algorithm can be trained on an unlimited number of 

replications20. However, data scientists and analysts often 

leverage regression analytics to understand the estimated 

impact, including the directionality of the relationships 

between the outcome and the data elements, to help interpret 

the model, relevance, and validity for the studied area10.  

 

Machine Learning Extends Statistics 

A statistical model requires a deeper understanding of how the 

data was collected, the statistical properties of the estimator (p-

value, unbiased estimators), the underlying distribution of the 

population, etc. Machine learning does not require a previous 

assumption of the underlying relationship between data 

elements. It is generally applied to high-dimensional data sets 

and does not require many observations to create a working 

model7. However, understanding the underlying data will 

support building representative modeling cohorts, obtaining 

characteristics relevant to the disease state and the population 

of interest, and understanding how to interpret the 

modeling.10,18 Thus, machine learning models extend the 

capabilities of statistical modeling based on the foundation of 

understanding the structure and relationships in the data.   

 

Machine learning can Extend the Utility of Statistical 

Modelling 

Machine learning presents the dependence of machine learning 

techniques on statistics in a successful execution that allows a 

high level of prediction and an interpretation of the results to 

ensure validity and applicability of the results in the health 

research8. Understanding the association and their differences 

enables machine learning experts and statisticians to expand 

their knowledge and apply various methods outside their 

domain of expertise. The notion of “data science” aims to 

bridge the gap between the areas and bring other important 

considered aspects of research7. Data science is evolving 

beyond statistics or simple machine learning approaches to 

incorporate self-learning and autonomy with the ability to 

interpret context, assess and fill in data gaps, and make 

modeling adjustments over time21. Although these modeling 

approaches are not perfect and more challenging to solve, they 

provide exciting new options for difficult-to-solve problems, 

especially where the underlying data or environment are 

rapidly changing10. 

Finally, remember that the basis of machine learning is 

statistical theory and learning. Machine learning may appear to 

be able to carried out without a good statistical background, but 

this does not allow the differences in data to be understood and 

the results to be obtained8. A well-written machine learning 

code does not undermine the need for a deep understanding of 

the problems, assumptions, interpretation, and importance of 

validation20. 
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CONCLUSION  

Machine learning and statistics are expected to become more 

mutually beneficial in the near future because machine learning 

is not a discovery of knowledge without statistical thinking. 

Without machine learning methods, statistics cannot succeed 

on large and complex data sets. Machine learning requires a 

small assumption of the fundamental relationship between data 

elements. It is usually applied to high-dimensional data sets, 

requiring less visual examination to generate a working model. 

On the other hand, statistical models need to understand how 

data are collected and the statistical properties of the estimator 

with the details of the underlying distribution of the population, 

etc.,  

Statisticians have developed mathematical theories to support 

their methods and a mathematical formulation based on 

probability theory to quantify the uncertainty. Traditional 

statistics emphasizes a mathematical formulation and 

validation of its methodology rather than empirical or practical 

validation. A question often raised among statisticians is 

whether machine learning is not merely part of statistics. Data 

analysts do not necessarily need to choose between machine 

learning and statistical modeling as an excluding decision tree. 

On the contrary, it is necessary to consider the choices of 

approaches in both fields because both methods are based on 

the same mathematical principles but are expressed differently. 

The opportunity for rewarding synergies between machine 

learning experts and statisticians is present. However, most 

machine learning experts are unfamiliar with statistics and the 

domain from which data has been generated. On the other hand, 

statisticians tend to ignore machine learning methods. 

Collaboration and communication between not only machine 

learning experts and statisticians but also medical and clinical 

experts, public policy creators, epidemiologists, etc., will allow 

for designing successful research studies. That will provide 

predictions and insights on relationships between the vast 

amount of data elements and health outcomes22 but also allow 

for valid, interpretable, and relevant results that can be applied 

with confidence to the project objectives and future deployment 

in the real world22,23.  
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