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Abstract—The era of digital imaging has transitioned into a new one. Conversion to real-time, high-resolution images is considered vital. 

Interpolation is employed in order to increase the number of pixels per image, thereby enhancing spatial resolution. Interpolation's real 

advantage is that it can be deployed on user end devices. Despite raising the number of pixels per inch to enhances the spatial resolution, it may 

not improve the image's clarity, hence diminishing its quality. This strategy is designed to increase image quality by enhancing image sharpness 

and spatial resolution simultaneously. Proposed is an Artificial Neural Network (ANN) Quadratic Interpolator for interpolating 3-D images. 

This method applies Lagrange interpolating polynomial and Lagrange interpolating basis function to the parameter space using a deep neural 

network. The degree of the polynomial is determined by the frequency of gradient orientation events within the region of interest. By 

manipulating interpolation coefficients, images can be upscaled and enhanced. By mapping between low- and high-resolution images, the ANN 

quadratic interpolator optimizes the loss function. ANN Quadratic interpolator does a good work of reducing the amount of image artefacts that 

occur during the process of interpolation. The weights of the proposed ANN Quadratic interpolator are seeded by transfer learning, and the 

layers are trained, validated, and evaluated using a standard dataset. The proposed method outperforms a variety of cutting-edge picture 

interpolation algorithms.. 

Keywords- ANN; Image Interpolation; Lagrange polynomial; Deep learning; Lagrange basis function; Quadratic Interpolation. 

 

 

I.  INTRODUCTION 

The human visual system recognizes spatial resolution as an 

essential feature. Enhancing spatial resolution is done by 

increasing the number of pixels per image. Images with 

inadequate resolution require correction. These low-resolution 

images are a result of the sensitivity of the camera device, the 

significant distance between the target and the camera, image 

compression, etc. Interpolation is possible with medical images, 

satellite photos, digital photographs, surveillance images, 

astronomical images, and game visuals [1]. Interpolation 

contributes to the enhancement of an image's spatial resolution. 

The impact of image resolution improvement relies on the end 

device, the requirements, and the application. Self-Adaptive 

rapid interpolating is a necessity for modern applications [2]. 

[3]. Deep CNN demonstrates promising results for image 

restoration, scaling, creation, and transformation. Super-

resolution models trained with mean-square-error (MSE) loss 

tend to provide overly smooth pictures [4]. For image 

restoration, generative adversarial networks (GAN) generate 

images with some undesirable noise [5]. 

A higher spatial resolution results in a more accurate 

depiction of intricate structures. High resolution photos contain 

approximations of information derived from existing pixels, but 

no new information [6]. There must be a compromise, as an 

image with an increase in information may not be aesthetically 

pleasing. Low interpolation error can be achieved with prior 

knowledge of the source image and judicious technique choice. 

As Interpolation can be integrated as part of a subsystem's 

design, the computational cost is diminished [7]. 

Reconstructing high frequency components in images presents 

significant technical problems. Reconstructing high-resolution 
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images from the same set of pixels is impossible. Minor 

inaccuracies around edges and textures have a significant effect 

on visual quality since HVS is extremely sensitive to edges and 

textures. When multidimensional images are to be interpolated, 

they must be divided into various channels and then further 

processed. Obtaining interpolated images with a high resolution 

becomes more complicated and time-consuming as the 

dimensions are expanded. The resulting high-resolution images 

must be devoid of image abnormalities including jagging, 

blurring, halos, and blocking. 

The best method for obtaining high-resolution photos is an 

artificial neural network [8]. In order to generate new pixels in 

the spatial domain, parameters are shared on the same space. 

Deep Neural Networks do not require a separate module for 

dimensionality reduction, hence solving the curse of 

dimensionality, because the model learns compact 

representations inside itself.  

. 

II. RELATED WORKS 

Aguerrebere et al. (2017) [9] discuss the computation of 

missing pixels in digital photography using a signal-dependent 

noise model. The author achieves success by employing a 

Hyperprior Bayesian estimator to stabilise the local estimation, 

hence increasing the precision of local model estimation for 

normal restoration issues. It is limited by the kernel problem 

encountered during deconvolution. 

 

Authors Tikhonov et al. (2014) [10] proposed an algebraic 

representation of geometric similarities, gradient-based 

directional regularisation, and a library of matched reference 

picture patches. Measurement of similarity based on Euclidean 

distance, scaled Euclidean distance, and non-local searching for 

matched picture patches. This approach requires a minimum of 

four reference photos from matched photographs for 

processing. 

 

Niknejad et al. (2015) [11] describe a picture interpolation 

model based on Gaussian Mixture. This neighborhood's related 

patches are estimated using a multivariate Gaussian probability 

function. The manipulation of the weights of Gaussian 

distributions in an aggregative manner results in complex 

calculations requiring additional memory and time. 

 

Noor et al. (2019) [12] propose a technique that generates 

DoG images from two distinct input scenarios and subtracts 

them to obtain residual value, which is then used to train a deep 

learning network to produce high-resolution images that 

preserve SIFT repeatability. Finding the suitable sigma values 

in Gaussian filter is problematic, making the procedure 

difficult. 

Chitra et al. (2020) [13] offer a unique method for selecting 

satellite image interpolation patches utilising fuzzy logic and 

ANN B-splines. The image is segmented into patches, which 

are then processed. Additional processing time, greater than one 

second, is necessary to get a satellite image with a high 

resolution. It also necessitates the modification of hardware 

requirements to reduce processing time. 

 

Vijay et al. (2011) [14] provided a framework to calculate 

low bit-rate feature descriptors with a 20 reduction in bit rate; 

this framework was deployed in a mobile retrieval system with 

a 96% accuracy rate. This strategy boosts spatial resolution but 

disregards image quality. In addition, the images utilised were 

CD and book covers, whose sizes are much less than 256 by 256 

images. 

 

Sivaram prasad et al. (2018) [15] offer a method for 

identifying a high quality image from a low resolution image 

utilizing two CNN channels. Here, low-resolution and high-

resolution image sets are input to a CNN with two channels. 

This approach requires both low-resolution and high-resolution 

image sets as input. Without this, scaling cannot be performed. 

 

Kim et al. (2016) [1]utilized a deep CNN, VDSR, for 

ImageNet categorization. The low-resolution image is 

combined with the residual image to produce a high-resolution 

image. A reference image with a high resolution is required to 

obtain a residual image. No reference image cannot be upscaled 

using this method. 

 

Bee man et al. (2017) [16]added residual blocks with a scale 

factor of 0.1 to the CNN design. This consolidated the training 

process. In this architecture, the depth of the convolution layer 

is raised, which enhances the network's complexity. 

 

Deep Network Interpolation (DNI) is a technique proposed 

by Xintao Wang et al. (2019) [17] that applies linear 

interpolation to the parameter space of two or more linked 

networks. By fine-tuning the interpolation coefficients, he 

achieves a smooth control of picture effects in his suggested 

network. This is effective for style transfer between 

photographs, but fails to preserve the image's quality and 

individuality. 

 

Chao Dong et al. (2016) proposes a deep learning technique 

for single image super-resolution[18], its further proven that 

classic sparse-coding-based SR methods may be considered as 

a deep convolutional network to convert low resolution image 

to high resolution image. Effective high-resolution photographs 

with varying scaling factors is a question. 
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In this paper, a novel methodology is proposed with the goals 

of overcoming the limits posed by the demand of high-resolution 

reference images, conserving and improving the quality of 

upscaled images, reducing the complexity of dense designs, and 

shortening the amount of time required for the processing of 

images. 

III. PROPOSED METHOD 

Figure 1 demonstrates the proposed method for getting a 

high-resolution image from a low-resolution image using an 

ANN Quadratic interpolator. High-resolution image databases 

provide the ground truth images, also known as High-resolution 

photos. 

 
 

The ANN Quadratic interpolator is trained using images 

from three different picture datasets. As training data for ANN 

Quadratic interpolator, ground truth pictures from the three 

datasets IAPR TC-12, DIV2K, and CDVS are used. IAPR TC-

12 contains 20,000 still natural images, whereas DIV 2K 

contains 1,000 images and CDVS contains 186K annotated 

images. Table 1 provides few sample of the images present in 

the considered datasets. 

TABLE I.  IMAGE SAMPLES FROM DATASETS 

Data 

set 

No of 

images 
Images samples from datasets 

IAPR 

TC-12 

[19] 

 

20,000 

still 

natural 

images 
       

 

DIV 

2K 

[20] 

1000 train 

images 

images 
       

CDVS 

[21] 

 

186k 

labeled 

images 

      

 

Compatible with VGG [22] and ResNet [23] is the 

proposed ANN Quadratic interpolator. The input photos are 

downsized to 224x224x3 in the preprocessing phase. These 

photos are sampled at half their original resolution. These down 

sampled images are considered low-resolution images and are  

fed to the interpolation process. ANN Quadratic interpolator is 

fed these Low-Quality pictures.  

Resnet50 architecture is modified in order to create an ANN 

Quadratic interpolator. The architecture of the skip network 

facilitates a quicker weight update during back propagation. The 

weights are transfer learned from ImageNet dataset training. The 

final layer of the ResNet50 architecture is adjusted to provide a  

single interpolated value that has been processed. By increasing 

the number of hidden layers and the number of neurons per layer, 

it is possible to expand the depth and width of an architecture. 

After each residual block is max pooling, the same padding, and 

the ReLu activation function. In the parameter space, the 

convolutional layers employ the Lagrange interpolating 

polynomial and its basis function. CNN shares parameters 

geographically and does internal dimension reduction. The 

adaptive tweaking of Lagrange interpolating coefficients 

improves the spatial resolution of input images of poor 

resolution. 

   𝑃𝐿(𝑥, 𝑦) =  𝑦0 𝐿0(𝑥, 𝑦) +  𝑦1 𝐿1(𝑥, 𝑦) + 𝑦2 𝐿2(𝑥, 𝑦)         (1) 

where, 

      𝐿0(𝑥, 𝑦) =  
(𝑥− 𝑥1)(𝑥− 𝑥2)

(𝑥0− 𝑥1)(𝑥0− 𝑥2)
 

(𝑦− 𝑦1)(𝑦− 𝑦2)

(𝑦0− 𝑦1)(𝑦0− 𝑦2)
        (1a) 

      𝐿1(𝑥, 𝑦) =  
(𝑥− 𝑥0)(𝑥− 𝑥2)

(𝑥1− 𝑥0)(𝑥1− 𝑥2)
 

(𝑦− 𝑦0)(𝑦− 𝑦2)

(𝑦1− 𝑦1)(𝑦1− 𝑦2)
        (1b) 

      𝐿2(𝑥, 𝑦) =  
(𝑥− 𝑥0)(𝑥− 𝑥1)

(𝑥2− 𝑥0)(𝑥2− 𝑥1)
 

(𝑦− 𝑦0)(𝑦− 𝑦1)

(𝑦2− 𝑦0)(𝑦2− 𝑦1)
        (1c) 

* is convolution function 

   

Equation (1) is the quadratic Lagrange interpolating 

polynomial and 𝐿0(𝑥, 𝑦), 𝐿1(𝑥, 𝑦), 𝐿2(𝑥, 𝑦) are the Lagrange’s 

interpolating basis functions, which are given in equations 1a to 

1c.  The degree of polynomial is based on the event occurrences 

of gradient orientation in the region of interest. The gradients 
𝜕𝑃𝐿

𝜕𝑥
,

𝜕𝑃𝐿

𝜕𝑦
 are calculated using convolve filters with image. Its 

magnitude is manipulated by norm function 

                       ||∇𝑃𝐿|| =  √(
𝜕𝑃𝐿

𝜕𝑥
)

2

+ (
𝜕𝑃𝐿

𝜕𝑦
)

2

            (2) 

and its orientation is manipulated as  

                            𝜃 =  𝑡𝑎𝑛−1  (
𝜕𝑃𝐿
𝜕𝑥

𝜕𝑃𝐿
𝜕𝑦

)           (3) 

A few upscaling techniques may result in fuzzy photos that 

lack fine details. When upscaling low-resolution photos, it is 

occasionally impossible to remove faults or compression 

artifacts. They can be repaired using the ANN Quadratic 

interpolator that has been proposed. Each convolutional layer of 

the ANN Quadratic interpolator collects many features, such as 

edges, corners, forms, textures, patterns, illumination, object 

components, and objects, etc. Feature is nonetheless a data 

transformation. For the purpose of updating weights, the SSIM-

structural Similarity Index is utilized as either the loss function 

or the cost function. The stochastic gradient descent (SGD) 

algorithm is used to optimize the cost function by modifying 

trainable parameters iteratively. The new weight is calculated 
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as the product of learning rate and gradient minus the old 

weight. As L1 generalization, the mean absolute function is 

employed to prevent overfitting. Initial learning rate is set to   

10-4. Strong Correlation between convolutional layers gives 

images with a high PSNR value when interpolated. 

Using a 6:2:2 ratio, the network is trained, validated, and 

tested. Validation dataset helps to fine tune hyperparameters to 

increase model performance. The performance of the model is 

evaluated using metrics such as Peak Signal to Noise Ratio 

(PSNR), Structural Similarity Index (SSIM), Edge Peak Signal 

to Noise Ratio (EPSNR), and Feature Similarity Index (FSIM). 

IV. RESULTS AND DISCUSSION 

Jupyter notebook was employed for model training, 

validation, and testing. Figure 2 depicts the first layer of the 

ANN Quadratic interpolator for reference. The remaining blocks 

adhere to the same pattern. The interpolator's depth is enhanced 

by increasing the number of hidden layers. The residual structure 

enables the weights to be easily updated by back propagation, 

removing the influence of gradients that converge to zero. 

 

 
Figure 2.    First layer of ANN Quadratic interpolator 

 

The total number of parameters, trainable parameters and 

Non-trainable parameters are shown in figure 3

 
Figure 3.    Statistics of Parameters 

 In this section, the outcomes of the experiment are 

summarized and discussed. The ANN Quadratic interpolator is 

trained, validated, and tested using IAPR TC-12, DIV2K, and 

CDVS datasets. Bicubic interpolation, New Edge Interpolation 

(NEDI), Bayesian based hyperparameter interpolation 

(Bayesian), Edge deep super resolution (EDSR), Very deep 

super resolution (VDSR), Non geometric similarity directional 

gradient (NGSDG), Fuzzy logic ANN Bayesian hyperprior 

interpolation (FLABBHI) are the other interpolation techniques 

considered for comparison with proposed ANN Quadratic 

interpolator. PSNR, SSIM, EPSNR, and FSIM indicate how well 

the parameters or characteristics of an interpolated image match 

with the image that represents the ground truth. 

4.1 Comparison of Interpolation results for few Benchmark 

Images 

The results of applying the proposed and preexisting 

interpolation approaches to few benchmark images like Lena, 

House, Boats, Mandrill and Peppers  are listed in table 2. The 

results of the suggested method are encouraging in that they are 

superior to those of existing deep learning interpolating 

strategies in terms of PSNR and SSIM. 

TABLE II.  INTERPOLATION RESULTS FOR FEW BENCHMARK IMAGES 

 

 

The following graphs, shown in figure 4a and figure 4b, 

presents a comparison of the existing and suggested interpolators 

with regard to the average outcomes of PSNR and SSIM. The 

ANN interpolator that was proposed has a PSNR average value 

of 42.3979, and its SSIM average value is 0.9577, which is 

higher than the other techniques that are currently in use. 

 

 
Figure 4a.   PSNR values of few bench mark images using proposed and 

existing algorithms 

 
Figure 4b.   SSIM values of few bench mark images using proposed and 

existing algorithms 
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4.2 Comparison of Interpolation results using Datasets 

The performance evaluation of a number of different 

interpolation methods is compared with proposed ANN 

interpolator in table 3, and the graphical charts associated with 

those approaches are presented further below. IAPR TC-12, DIV 

2K, and CVDS are the three datasets that are used for the 

training, validation, and testing phases of this comparative study. 

The values that are displayed in the table represent the average 

values of the metrics PSNR, SSIM, EPSNR, and FSIM. 

Figure 5a, figure 5b, figure 5c and figure 5d, displays a 

comparison of the recommended and current interpolators with 

relation to the average results of PSNR, SSIM, EPSNR, and 

FSIM. The following figures exhibit this comparison. The ANN 

interpolator that was suggested has higher values than the other 

methods that are currently being utilized. Its PSNR average 

value is 40.3979, its SSIM average value is 0.9554, its EPSNR  

TABLE III.  COMPARISON OF AVERAGE OF RESULTS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5a.  PSNR values for various dataset using proposed and existing 

algorithms 

 

 
Figure 5b.  SSIM values for various dataset using proposed and existing 

algorithms 

 

 
Figure 5c.  EPSNR values for various dataset using proposed and existing 

algorithms 

 
Figure 5d.  FSIM values for various dataset using proposed and existing 

algorithms 

average value is 34.3329, and its FSIM average value is 0.9883. 

These values are all higher than the averages of the other 

techniques. 

V. CONCLUSION 

The ANN Quadratic interpolator that was proposed turns out 

to be superior to the other interpolation methods that are 

currently in use. Deep learning concepts were used to train, 

validate, and test the performance of a variety of interpolators, 

and three distinct datasets—specifically IAPRTC-12, DIV 2K, 

and CDVS—were employed for these purposes. An analysis of 

comparable findings demonstrates that the proposed ANN 

Quadratic interpolator achieves superior outcomes. For each of 

the three datasets, the average peak signal-to-noise ratio (PSNR) 

was found to be 40.9742, 40.0176, and 41.8392 respectively. 

Additionally, the average SSIM was found to be 0.9563, 0.9528, 

and 0.9571. The average EPSNR was found to be 34.2209, 

34.5275, and 34.2503, and the average FSIM was found to be 

0.9882, 0.9882, and 0.9885. Hence, the proposed method 

demonstrates superior quality when measured against other 

approaches already in use. 
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