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Abstract: Collaborative Filtering (CF) is a widely used technique in recommendation systems to suggest items to users based on their previous 

interactions with the system. CF involves finding correlations between the preferences of different users and using those correlations to provide 

recommendations. This technique can be divided into user-based and item-based CF, both of which utilize similarity metrics to generate 

recommendations. Content-based filtering is another commonly used recommendation technique that analyzes the attributes of items to suggest 

similar items. To enhance the accuracy of recommendation systems, hybrid algorithms that combine CF and content-based filtering techniques 

have been developed. These hybrid systems leverage the strengths of both approaches to provide more accurate and personalized 

recommendations. In conclusion, collaborative filtering is an essential technique in recommendation systems, and the use of various similarity 

metrics and hybrid techniques can enhance the quality of recommendations. 
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I. INTRODUCTION 

Nowadays, with the increasing popularity of the 

internet, people use smartphones, tablet PCs, and other 

intelligent devices that rapidly generate a massive volume of 

digital data  . As a result, several e-applications have entered 

the age of the information overload problem. Due to this, the 

recommender system plays a critical role in dealing with the 

information overload problem. Recommendation systems 

(RSs) are an intelligent computer-based technique that 

anticipates and assists people in selecting products from a 

large pool of items based on their adoption and usage . The 

RS has improved significantly over time to make the process 

of looking for or searching for items easier for the user. 

Multinational corporations rely heavily on the efficacy of 

their product suggestion system . 

RSs are integral to the operations of many 

successful businesses, like Flipkart, Amazon, eBay, Netflix, 

MovieLens, IMDb, etc. Most people who have used the 

internet have probably used an RS at some point . For 

instance, Facebook suggests friends, YouTube and Tiktok 

suggest movies that go well together, Glassdoor suggests 

jobs that are a good fit, TripAdvisor suggests vacation spots, 

Goodreads suggests books that would be of interest, and so 

on. Amazon, Netflix, LinkedIn, and Pandora all employ RSs 

to help customers find new and interesting content, which 

improves the user experience and generates additional 

income. Websites for online shopping are just one area 

where RSs have proven useful; others include e-government, 

in which the government uses the internet to provide 

services to citizens; e-learning, in which the entire 

educational process is carried out online with the aid of 

electronic devices, e-tourism, and e-resources, among others 

. 

Various filtering approaches have been applied in 

the literature to make an effective and enhanced RS . Some 

of the main filtering approaches are Content-based filtering 

systems (CBFS), Collaborative Filtering (CF), Knowledge-

based Filtering (KBF), Filtering that takes into account the 

surrounding information and context, or CAF . CF is well 

recognized as a powerful tool for RS researchers. CF 

searches a vast population to locate a subset of individuals 

who share the same preferences as a given user. The two 

most common methods in CF-based RS are model-based 

and neighbourhood-based or memory-based. Model-based 

CF algorithms first construct a model of users’ ratings to 

provide product recommendations . As a result, the 
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algorithm adopts a probabilistic viewpoint, seeing the CF 

procedure as an exercise in determining the anticipated 

value of a user prediction. Model-based approaches 

efficiently address the problem of sparsity by reducing a 

sparse dataset to a low-dimensional matrix. As a result of 

this, the system’s scalability is improved. However, 

reducing the dataset size reduces the quality of the 

predictions, resulting in inaccurate estimates. Model-based 

approaches fail in a highly dynamic dataset since they are 

time-consuming. The repeatedly retraining model techniques 

are likewise not scalable . 

Memory-based CF uses user ratings to determine 

how similar users or products are. Memory-based CF 

calculates the similarity between people or things based on 

their evaluations . Similar users or items are then grouped in 

rating prediction approaches. Memory-based approaches 

provide far more accurate and defensible predictions when 

compared to model-based approaches. Furthermore, 

memory-based CF can be classified into user and item-based 

approaches. In a user-based approach, users recommend 

items based on the similarity computed between every 

possible pair of users in the dataset . 

Similarly, in an item-based approach, items are 

recommended to users based on the similarity computed 

between every possible pair of items in the dataset. The 

item-based approach is highly preferred over the user-based 

approach since the predicted ratings tend to be much more 

consistent . However, in reality, the datasets used in many 

business systems are very sparse, as not all users generally 

rate. In such a scenario, many commonly used similarity 

measures have several issues. P. K. Singh et al. have used 

items with categorical attributes with rating values of users 

to minimize the sparsity. Additional parameters in similarity 

measures necessitate some optimization strategy, but P. K. 

Singh et al. have not specified any optimization technique . 

The preceding observations indicate the areas of 

comparison in a user-based CF. The following philosophical 

contribution has been made in this paper to help define the 

issues mentioned earlier, and research outperforms existing 

methods in those scenarios to assess their pros and cons. The 

paper is further structured as follows; section 2 discusses the 

background of the RS and some significant/breakthrough 

works of CF-based RS. Section 3 comprises the methods 

and results of the paper with various scenario-based 

implementations. Section 4 concludes the paper with a 

significant comparative analysis, research findings & the 

future scope. 

 

II. BACKGROUND 

A literature review of recommendation systems reveals that 

they are efficient tools for filtering online information. They 

are used to filter and retrieve data and have become an 

active area of research . There are various recommendation 

systems based on filtering techniques, such as case-based, 

utility-based, and computational intelligence-based. 

Recommendation systems have been applied in 

cybersecurity contexts to defend against malware and have 

been employed in diverse applications such as e-commerce, 

market basket data, and online information retrieval . 

According to a review of their implementation, there is no 

universally accepted set of criteria or techniques for 

evaluating the performance of state-of-the-art recommender 

systems. 

Collaborative Filtering, content-based Filtering, 

hybrid approaches, session-based recommender systems, 

reinforcement learning for recommender systems, multi-

criteria recommender systems, and risk-aware recommender 

systems are some examples of the algorithms that can be 

used in recommendation systems . The concept of 

collaborative Filtering rests on the presumption that those 

who have shown agreement in the past will continue to 

agree in the future . It works by analyzing user interactions 

with items to generate recommendations. Methods of 

Filtering based on content use a profile of the user’s 

preferences in addition to a description of the item being 

filtered . The collaborative Filtering and the content-based 

filtering methods are combined in hybrid techniques. 

Session-based recommender systems use information about 

a user’s current context to generate recommendations . 

Reinforcement learning for recommender systems uses deep 

learning techniques to combine collaborative Filtering and 

content-based models . Multi-criteria recommender systems 

consider multiple criteria when generating recommendations  

Risk-aware recommender systems consider potential risks 

when making recommendations  Memory-based 

collaborative recommendation engine algorithms can 

generate strong recommendations based on user interactions 

with items . 

To create recommendation systems that improve 

their service to consumers over time, researchers have 

turned to a family of algorithms known as collaborative 

Filtering. It finds similarities between users and items, 

allowing for serendipitous recommendations. Memory-

based and model-based collaborative filtering algorithms are 

the two most common kinds. One may talk about user-item 

Filtering and item-item Filtering in terms of memory-based 

algorithms . Item-item filtering considers users’ ratings 

similar to those in question to locate products they liked 

Model-based algorithms use low-dimensional factor models 

to predict user ratings for an item. Examples of model-based 

algorithms include matrix factorization, TransE, and hand-

engineered embeddings . 
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Collaborative Filtering is a popular technique used 

in recommender systems to determine the set of users with 

similar behaviour regarding selected items. To do this, 

similarity measures are used to compare user ratings and 

item characteristics. Cosine similarity is often used for item-

based collaborative Filtering, while Pearson correlation 

coefficient and adjusted cosine similarity are more 

commonly used for user-based collaborative Filtering. The 

appropriate similarity measure selection depends on the data 

analysis type and the desired outcome . 

One of the most important features of neighbourhood-based 

models in Collaborative Filtering is the similarity estimation 

between two users or things. A similarity measure or 

function is a real-valued function used in statistics and 

related fields that quantifies the similarity between two 

objects . This enables us to group similar items or users, 

which results in more accurate recommendations. 

Historically, various metrics have been used in 

Collaborative Filtering-based recommendation systems. 

They have primarily been used to determine the proximity 

of users or items. It is a statistical computation that 

determines the similarity of two objects. Cosine similarity, 

Adjusted Cosine similarity, Euclidean Distance, Pearson 

Correlation, Spearman Correlation, Manhattan Distance, 

Chebychev Distance, and Jaccard similarity are just a few of 

the traditional similarity measures that are frequently used . 

 

III. METHODS & RESULTS 

To determine the degree of similarity between a 

pair of products or people, recommendation systems often 

employ several different similarity metrics . The most 

popular are Euclidean distance similarity 

and Cosine similarity . A pair of points’ Euclidean distance 

is the shortest possible path between them, whereas a pair of 

vectors’ Cosine similarity is the smallest possible angle 

between them . When combined, these metrics form a 

similarity matrix that may be used to match a user with 

services and goods that they are likely to enjoy . For the 

movie example, if a user enjoys a specific film, other users 

who have rated that film similarly will be suggested as 

possible viewers . Similarly, if one user has given positive 

ratings for certain movies, then other movies with similar 

characteristics will be recommended to that user [1].In 

addition to these measures, other methods, such as the 

Pearson correlation coefficient and the Jaccard index, can be 

used in recommendation systems . These methods can be 

used to compare data types, such as numerical and 

categorical data. They can also compare different types of 

cold and active users . Various existing SMs are not 

provided with the optimal similarity value between users; as 

a result, the accuracy of CF-based RS does not attain its high 

level. The condition, as mentioned earlier, opens a future 

scope of modifications in the similarity computation 

methods.  

However, while Collaborative Filtering User 

Behaviour (CFUB) mitigates some of the shortcomings of 

commonly used SMs, an improved item-based collaborative 

filtering, it also fails in particular user rating patterns. BC 

has various limitations, and because CFUB uses BC to 

compute user and item similarity, CFUB may suffer certain 

limitations . For example: Suppose three customers rate six 

products on a scale of 1-5. Then, the rating patterns of these 

customers become C1={2,2,0,0,0,0}, C2={0,0,5,0,1,0}, and 

C3={0,0,0,4,0,3}. Here, 0 identifies that a customer does not 

rate a particular product. On this rating pattern of customers, 

similarity using CFUB cannot compute the similarity value 

of customers and products, as illustrated in table 1. 

 

 

Table 1: Failures of Customer Behaviour 

Customer C1 

on target product P1 

= Action, Adventure 

Customer C1 

on target product P2 = 

Action, Adventure, 

Animation 

Customer C1 

on target product 

P3 = Children’s 

movies, 

Documentary 

Customer C1 

on target 

product P4 = 

Crime, Drama, 

Thriller 

Customer C1 

on target 

product P5 = 

Romance 

Customer C1 

on target 

product P6 = 

Fantasy 

SimC1(P1, P3) = 0 SimC1(P2, P3) = 0 SimC1(P3, P1) = 0 
SimC1(P4, P1) =

 0 

SimC1(P5, P1) =

 0 

SimC1(P6, P1) =

 0 

SimC1(P1, P4) = 0 SimC1(P2, P4) = 0 SimC1(P3, P2) = 0 
SimC1(P4, P2) =

 0 

SimC1(P5, P2) =

 0 

SimC1(P6, P2) =

 0 

SimC1(P1, P4) = 0 SimC1(P2, P5) = 0 SimC1(P3, P4) = 0 
SimC1(P4, P3) =

 0 

SimC1(P5, P3) =

 0 

SimC1(P6, P3) =

 0 

SimC1(P1, P4) = 0 SimC1(P2, P6) = 0 SimC1(P3, P5) = 0 
SimC1(P4, P5) =

 0 

SimC1(P5, P4) =

 0 

SimC1(P6, P4) =

 0 

--------- --------- SimC1(P3, P6) = 0 
SimC1(P4, P6) =

 0 

SimC1(P5, P6) =

 0 

SimC1(P6, P5) =

 0 
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Table 1 displays the failure scenarios for CFUB. A similar 

restriction can be calculated for target customers C2 and C3. 

The above scenario opens a scope where improvement can 

be conceivable. However, the proposed work of P.K. Singh 

et al. has mitigated the limitation of BC to some extent 

considering the extra parameters. Table 2 shows the 

customer’s interest in the item’s categorical attributes, as 

illustrated by P.K. Singh et al. . 

 

Table 2: Interests of Customers & Behaviour 

 Action Adventure Animation Children’s Comedy Documentary Crime Drama Fantasy Musical Romance Thriller 

C1 0.4 0.4 0.2 0 0 0 0 0 0 0 0 0 

C2 0 0 0 0.16 0.16 0.16 0.16 0.16 0.16 0 0 0 

C3 0 0 0 0 0 0 0 0 0 0.33 0.33 0.33 

 

Here, from tables 1 and 2, we can observe that the proposed 

work of P.K.Singh et al. cannot determine the similarity 

between C1-C2, C1-C3, and C2-C3 because ratings and 

customer’s interest in the item’s categorical attributes both 

are disjoint. Motivated by the above discussion, these 

observations provide a scope to overcome the limitations of 

existing SMs that solely consider ratings . 

 

3.1. Collaborative Similarity Measurements  

Comparison of similarity measurements in 

recommendation systems is important as it determines the 

effectiveness and accuracy of the recommendations 

generated by the system. Some commonly used similarity 

measurements include: These are just a few of the many 

similarity measurements used in recommendation systems . 

The nature of the recommendation system and the 

information at hand should guide the selection of a suitable 

similarity metric. Each similarity metric has advantages and 

disadvantages; selecting the most appropriate one for a 

certain recommendation system is a matter of considering its 

needs and objectives. 

Cosine similarity measures the degree of similarity between 

two non-zero vectors in the inner product space. It is 

calculated by taking the cosine of the angle between the two 

vectors and is typically represented as a value between 0 and 

1 . Cosine similarity has applications in various algorithms 

and libraries, such as Matlab, SciKit-Learn, 

and TensorFlow. The benefit is that it can measure 

similarities between vectors even though their sizes may put 

them at a large distance apart when calculating the 

Euclidean distance . An example of cosine similarity would 

be calculating the similarity between two documents by 

measuring the cosine of the angle between their respective 

word vectors. This measure compares the angle between two 

vectors and determines the similarity between two items 

based on their features. It is widely used in content-based 

recommendation systems.  

 

Sim (u, v)cos =
∑  i∈I(u,v)  R(u, i) ⋅ R(v, i)

√∑  i∈I(u,v)  R(u, i)2 ⋅ √∑  i∈I(u,v)  R(v, i)2

 

Pseudo Code:  

___________________ 

𝑑𝑒𝑓 𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑥, 𝑦): 

𝑟𝑒𝑡𝑢𝑟𝑛 𝑛𝑝. 𝑑𝑜𝑡(𝑥, 𝑦) / (𝑛𝑝. 𝑙𝑖𝑛𝑎𝑙𝑔. 𝑛𝑜𝑟𝑚(𝑥)  

∗  𝑛𝑝. 𝑙𝑖𝑛𝑎𝑙𝑔. 𝑛𝑜𝑟𝑚(𝑦)) 

___________________ 

Here, x and y are two user or item ratings in a 

vector. Cosine similarity calculates the dot product of two 

vectors divided by the product of their norms. This gives us 

a score from -1 to 1 representing the cosine of the angle 

between the two vectors. If the vectors have a score of 1, 

they are identical, and if they have a score of -1, they are 

perpendicular to one another. When the score is zero, the 

vectors are orthogonal, meaning they are completely 

dissimilar. 

Adjusted cosine similarity is a metric used to measure the 

similarity between two items in a multi-dimensional space. 

It is commonly used in recommendation systems to 

recommend items based on the similarity between users or 

content. Adjusted cosine similarity returns a number 

between 0 and 1, where 0 indicates no resemblance and 1 

indicates perfect similarity . The adjusted cosine similarity 

metric considers user rating differences by subtracting each 

user’s average rating from their ratings. This offsets the 

drawback of using cosine similarity alone, which does not 

consider differences in ratings of users. In Python, adjusted 

cosine similarity can be calculated using the Sklearn library. 

It can also be calculated for more than two items, and the 

resulting value will decrease if there is a difference in 

ratings for one item . 

 

ACSim (u, v) =
∑  i∈I   (Ru,i − R‾ i)(Rv,i − R‾ i)

√∑  i∈I   (Ru,i − R‾ i)
22

√∑  i∈I   (Rv,i − R‾ i)
22
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Pseudo Code:  

_______________________ 

𝑑𝑒𝑓 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑_𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑥, 𝑦, 𝑚𝑒𝑎𝑛_𝑟𝑎𝑡𝑖𝑛𝑔𝑠): 

    𝑥_𝑚𝑒𝑎𝑛 =  𝑛𝑝. 𝑚𝑒𝑎𝑛(𝑥) 

    𝑦_𝑚𝑒𝑎𝑛 =  𝑛𝑝. 𝑚𝑒𝑎𝑛(𝑦) 

    𝑥_𝑐𝑒𝑛𝑡𝑒𝑟 =  𝑥 −  𝑥_𝑚𝑒𝑎𝑛 

    𝑦_𝑐𝑒𝑛𝑡𝑒𝑟 =  𝑦 −  𝑦_𝑚𝑒𝑎𝑛 

    𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 =  𝑛𝑝. 𝑑𝑜𝑡(𝑥_𝑐𝑒𝑛𝑡𝑒𝑟, 𝑦_𝑐𝑒𝑛𝑡𝑒𝑟) 

    𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 =  𝑛𝑝. 𝑠𝑞𝑟𝑡(𝑛𝑝. 𝑠𝑢𝑚(𝑥_𝑐𝑒𝑛𝑡𝑒𝑟 ∗∗ 2))  

∗  𝑛𝑝. 𝑠𝑞𝑟𝑡(𝑛𝑝. 𝑠𝑢𝑚(𝑦_𝑐𝑒𝑛𝑡𝑒𝑟 ∗∗ 2)) 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 / 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 

________________________ 

 

Here, x and y are vectors reflecting the ratings of two 

individuals or objects, respectively, in this code, and mean 

ratings are the average rating across all users and items. The 

mean ratings are subtracted from each rating to calculate the 

cosine similarity using the modified cosine similarity. This 

is done to counteract the influence of common user tastes 

and average product evaluations. 

Pearson Correlation: This similarity measure calculates the 

correlation between two items and determines their 

similarity based on their co-occurrence patterns. It is used in 

collaborative filtering recommendation systems. 

The Pearson correlation coefficient (r) is a measure of the 

strength of a linear association between two variables . It 

ranges from -1 to 1, where 1 indicates a perfect positive 

correlation, -1 indicates a perfect negative correlation, and 0 

indicates no correlation. The Pearson correlation coefficient 

is used to compare the similarity between two objects. It is 

calculated by subtracting the mean of each variable from its 

respective value and then dividing it by the standard 

deviation of each variable. This normalizes the values of the 

vectors to their arithmetic mean, which means that the origin 

of the vector space is considered when calculating 

similarity.  

 

Sim (u, v)COR

=
∑  i∈I(u,v)   (R(u, i) − R(u)̅̅ ̅̅ ̅̅ ) ⋅ (R(v, i) − R(v)̅̅ ̅̅ ̅̅ )

√∑  i∈I(u,v)   (R(u, i) − R(u)̅̅ ̅̅ ̅̅ )2 ⋅ √∑  i∈I(u,v)   (R(v, i) − R(v)̅̅ ̅̅ ̅̅ )2

 

Pseudo Code:  

_____________________ 

𝑑𝑒𝑓 𝑝𝑒𝑎𝑟𝑠𝑜𝑛_𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑥, 𝑦): 

    𝑥_𝑚𝑒𝑎𝑛 =  𝑛𝑝. 𝑚𝑒𝑎𝑛(𝑥) 

    𝑦_𝑚𝑒𝑎𝑛 =  𝑛𝑝. 𝑚𝑒𝑎𝑛(𝑦) 

    𝑥_𝑐𝑒𝑛𝑡𝑒𝑟 =  𝑥 −  𝑥_𝑚𝑒𝑎𝑛 

    𝑦_𝑐𝑒𝑛𝑡𝑒𝑟 =  𝑦 −  𝑦_𝑚𝑒𝑎𝑛 

    𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 =  𝑛𝑝. 𝑑𝑜𝑡(𝑥_𝑐𝑒𝑛𝑡𝑒𝑟, 𝑦_𝑐𝑒𝑛𝑡𝑒𝑟) 

    𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 =  𝑛𝑝. 𝑠𝑞𝑟𝑡(𝑛𝑝. 𝑠𝑢𝑚(𝑥_𝑐𝑒𝑛𝑡𝑒𝑟 ∗∗ 2))  

∗  𝑛𝑝. 𝑠𝑞𝑟𝑡(𝑛𝑝. 𝑠𝑢𝑚(𝑦_𝑐𝑒𝑛𝑡𝑒𝑟 ∗∗ 2)) 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 / 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 

_____________________ 

Here, x and y are two user or item ratings in a 

vector. After centring the two variables, x and y, the Pearson 

Correlation calculates their correlation. For a perfect linear 

relationship between the two variables, the similarity score 

would be 1; for a perfect negative linear relationship, it 

would be -1; and for no linear relationship, it would be 0. 

This can be used as a metric of similarity in suggestive 

algorithms. 

 

Euclidean Distance similarity measure calculates the 

distance between two items and is used to determine their 

similarity. It is commonly used in content-based 

recommendation systems. Euclidean distance is a measure 

of similarity used in data science to compare two lists of 

numbers (i.e. vectors). It is defined as the square root of the 

sum of squared differences between corresponding elements 

of the two vectors . Euclidean distance is most often used to 

compare profiles of respondents across variables. The 

Euclidean distance score is calculated by taking the square 

root of the sum of squared differences between 

corresponding elements of two vectors. This score can then 

be converted into a “distance-based similarity” by taking the 

inverse  . This conversion from a distance to a similarity 

makes sense because it allows for comparison between 

different vectors without being affected by changes in scale. 

Euclidean distance works well when dealing with low-

dimensional data and when magnitude matters, but other 

measures have been developed to account for its 

disadvantages, such as cosine similarity, which is often used 

to counteract Euclidean distance’s problem with high 

dimensionality . 

 

EDSim (u, v) =
1

1 + √∑  i∈I   (Ru,i − Rv,i)
22
 

Pseudo Code:  

_______________________ 

𝑑𝑒𝑓 𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦): 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑛𝑝. 𝑙𝑖𝑛𝑎𝑙𝑔. 𝑛𝑜𝑟𝑚(𝑥 −  𝑦) 

______________________ 

 

Here, x and y are two user or item ratings in a vector. Using 

the Euclidean norm, the Euclidean Distance determines how 

far apart the two vectors are. In other words, we can now 

quantify how far apart the two vectors are. Distances 

between people or products are more meaningful in 

recommendation algorithms when they are closer. 
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Remember that the triangle inequality disqualifies the 

Euclidean distance as a valid similarity metric. It is still 

useful as a baseline or when the vectors have a Euclidean 

structure. 

Spearman Correlation: Spearman’s rank correlation 

coefficient (ρ, also signified by rs) is a non-parametric 

measure of rank correlation (statistical dependence between 

the rankings of two variables). It assesses how well the 

relationship between two variables can be described using a 

monotonic function. Spearman’s correlation coefficient 

measures the strength and direction of monotonic 

association between two variables. The formula 

for Spearman’s rank coefficient is 𝝆 = Spearman’s rank 

correlation coefficient. The Spearman Rank Correlation can 

take a value from +1 to -1, where +1 indicates a perfect 

positive correlation, -1 indicates a perfect negative 

correlation, and 0 indicates no correlation [2] [4]. An example 

of Spearman’s Rank Correlation is given in, where the data 

shows a weak correlation with a value near 0 . 

 

SCSim (u, v) =
∑  i∈I   (ku,i − ku

̅̅ ̅)(kv,i − kv
̅̅ ̅)

√∑  i∈I   (ku,i − ku)
22

√∑  i∈I   (kv,i − k‾ v)
22
 

Pseudo Code:  

____________________ 

𝑑𝑒𝑓 𝑠𝑝𝑒𝑎𝑟𝑚𝑎𝑛_𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑥, 𝑦): 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑠𝑐𝑖𝑝𝑦. 𝑠𝑡𝑎𝑡𝑠. 𝑠𝑝𝑒𝑎𝑟𝑚𝑎𝑛𝑟(𝑥, 𝑦). 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 

_____________________ 

Here, x and y are two user or item ratings in a vector. To 

determine the rank correlation between x and y, the 

Spearman Correlation is used. A similarity score of 1 

indicates a perfect monotonic relationship between the two 

variables, a similarity score of -1 indicates a perfect inverse 

monotonic relationship, and a similarity score of 0 indicates 

no monotonic relationship between the two variables. In 

recommending systems, this may be used to measure how 

similar two items are. Also, unlike the Pearson Correlation, 

which can be affected by outliers and non-linear 

relationships, the Spearman Correlation is a non-parametric 

measure. 

 

Manhattan Distance is a distance metric between two 

points in N-dimensional vector space. It is the sum of the 

lengths of the projections of the line segment between the 

points onto the coordinate axes. In simple terms, it is the 

sum of the absolute difference between the measures in all 

dimensions of two points. Manhattan distance is also 

called Taxicab or City Block distance and is related to the 

L1 vector norm and sum absolute error and mean absolute 

error metric. It might make sense to calculate the Manhattan 

distance instead of the Euclidean distance for two vectors in 

an integer feature space. Manhattan distance has several 

applications, such as clustering, classification, and pattern 

recognition. It can also measure the similarity between 

objects in data mining tasks such as document clustering. 

Additionally, it can be used to compare strings by 

calculating how many characters need to be changed for one 

string to become another string (Hamming Distance) .   

. 

d(x, y) = ∑  

n

i=1

|xi − yi| 

Pseudo Code:  

________________________ 

𝑑𝑒𝑓 𝑚𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦): 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑛𝑝. 𝑠𝑢𝑚(𝑛𝑝. 𝑎𝑏𝑠(𝑥 −  𝑦)) 

_________________________ 

A pair of users’ or objects’ ratings are represented by the 

vectors x and y in this code. The Manhattan Distance takes 

in two vectors and returns the total of their absolute 

differences. As a result, we can quantify the degree to which 

the two vectors differ from one another, with a bigger 

distance signifying greater dissimilarity. The Manhattan 

Distance is a distance measure used in recommendation 

systems; it is also known as the L1 norm or the Taxicab 

Distance. Since it is more forgiving of data variance and less 

sensitive to outliers, the Manhattan Distance can be a useful 

alternative to the more traditional Euclidean Distance. 

Jaccard Similarity is a common proximity measurement 

used to compute the similarity between two objects, such as 

two text documents. It is calculated by dividing the number 

of observations in both sets by the number of observations in 

either set. Jaccard Similarity can be used to find the 

similarity between two binary variables, two sets, or 

characters. The value of Jaccard Similarity ranges from 0 to 

1, where 0 indicates the documents are identical while 1 

means nothing is common among the documents. The 

mathematical representation of the similarity is as follows: 

Jaccard Similarity = (number of observations in both sets) / 

(number in either set) . 

 

Sim (u, v)Jaccard =
(Iu ∩ Iv)

(Iu ∪ Iv)
 

Pseudo Code:  

__________________ 

𝑑𝑒𝑓 𝑗𝑎𝑐𝑐𝑎𝑟𝑑_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑥, 𝑦): 

    𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 =  𝑛𝑝. 𝑠𝑢𝑚(𝑛𝑝. 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑥, 𝑦)) 

    𝑢𝑛𝑖𝑜𝑛 =  𝑛𝑝. 𝑠𝑢𝑚(𝑛𝑝. 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑥, 𝑦)) 

    𝑟𝑒𝑡𝑢𝑟𝑛 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛/𝑢𝑛𝑖𝑜𝑛 

___________________ 

Both x and y are binary vectors in this code, each indicating 

whether or not a given item belongs to one of two user sets. 
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The Jaccard Similarity measures how similar two sets of 

data are by determining the proportion of shared data to total 

data in the union. The result is a numerical representation of 

the degree to which the two sets are similar, with a value of 

1 representing perfect congruence and a value of 0 

indicating complete dissimilarity. In information retrieval 

and recommendation systems, where binary data represents 

the presence or absence of objects, Jaccard Similarity is 

frequently utilized. 

These commonly used similarity measures have a 

few limitations and introduce complications when 

determining the similarity between two users or items. The 

sparsity problem is a significant constraint on the use of 

collaborative Filtering. Data sparsity refers to the difficulty 

in identifying reliable, comparable users, as active users 

generally only rated a small percentage of items. Thus, even 

if we have a large amount of data on user ratings, it is 

useless unless we have items that have been co-rated. When 

two users are compared, co-rated items are those that both 

have rated. The requirement for co-rated items arises 

because most similarity measures use the dot product 

concept between two vectors. When calculating the 

similarity between two items or users, if the user has not 

rated the item, the rating is assumed to be 0; thus, when 

computing the dot product, the result will be 0. As a result, it 

requires the existence of two non-zero-rating vectors, 

colloquially referred to as co-rated vectors. It is reasonable 

to assume that the number of co-rated items will be quite 

small compared to the total dataset. Traditional similarity 

measures are unable to incorporate non-co-rated items. 

There are a few customized similarity measurement models 

also considered for comparison.  

The main disadvantage of traditional similarity 

measures is their directionality. For instance, the Euclidean 

distance determines the distance between the vectors’ ends, 

whereas the cosine similarity determines the similarity of 

two non-zero vectors in an inner product space. When 

computing the similarity between users or items in a dataset, 

these direction-oriented similarity measures encounter a few 

issues. Let us examine the difficulties that this similarity 

measures face. 

3.2. The outcome of Similarity Measurements 

Collaborative Filtering is a popular technique used 

in recommendation systems to generate personalized 

recommendations for users. It works by using the 

similarities between users and items to make 

recommendations. The basic idea behind collaborative 

Filtering is to find similar users or items and use their 

preferences to make recommendations. Collaborative 

Filtering is a technique that has been widely used in 

recommendation systems. The traditional similarity 

measures used in collaborative Filtering to compute the 

similarity between items or users have several 

disadvantages, including low performance due to the 

sparsity of data, cold-start issues, and other issues mentioned 

previously. To address these issues, researchers have 

developed new measures of similarity. Most of the proposed 

similarity measures in these research papers combine several 

popular ones. Similarity measurement is a key component of 

collaborative Filtering and is used to determine the 

similarity between users or items. There are various methods 

of measuring similarities, such as cosine similarity, Jaccard 

similarity, Pearson correlation coefficient, Euclidean 

distance, and Manhattan distance. 

Cosine similarity is a widely used measure in 

content-based recommendation systems. It calculates the 

cosine of the angle between two vectors, representing the 

features of two items, and is based on the assumption that 

items with similar features are likely to be similar. The 

Jaccard similarity is based on the Jaccard index and is used 

to determine the similarity between two sets of items. The 

Pearson correlation coefficient measures the linear 

relationship between two variables and calculates the 

correlation between two items based on their co-occurrence 

patterns. Euclidean distance is a measure of the distance 

between two items and is used to determine their similarity, 

while Manhattan distance is a measure of the sum of 

absolute differences between two items and is used to 

determine their similarity. 

 

Table 3: Evaluation Matrix of Similarity Measurements 

Measure Equal-Ratio Unequal Length Flat-Value Opposite-Value 
Single-

Value 

Cross-

Value 

No Co-rated 

Items exist 

Cosine similarity Х Y ∗ Х Х Х Х 

Adjusted cosine similarity Х Х ∗ Y ∗ ∗ Х 

Euclidean Distance Y Y Y Х Y ∗ Х 

Pearson Correlation Х ∗ Х Y Х ∗ Х 

Spearman Correlation Х ∗ Х Y Х ∗ Х 

Manhattan Distance Y Y Y Y Y Y Х 

Jaccard Similarity Y Y Y Х Y ∗ Х 
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The evaluation shows that the similarity metrics have their 

strengths and weaknesses, and the choice between them 

depends on the specific requirements of the recommendation 

system. For example, Pearson Correlation Coefficient is 

good for capturing linear relationships, while Cosine 

Similarity is good for capturing angular relationships. 

Jaccard Similarity is good for capturing overlap, while 

Euclidean Distance is good for capturing distance. The best 

similarity metric for a particular recommendation system 

depends on the data type and the problem’s nature. 

 

IV. CONCLUSION 

Collaborative Filtering (CF) is a type of personalized 

recommendation method used in Recommender 

Systems (RS) to filter the flow of data that can be 

recommended to a target user according to their taste and 

preferences. There are two main approaches for CF-based 

RS: User-Based Collaborative Filtering (UBCF) and Item-

Based Collaborative Filtering (IBCF). Similarity measures 

are used in CF-based RS to identify a set of neighbours for 

the active user on hand. Commonly used similarity measures 

for UBCF include Cosine, Pearson Correlation Coefficient 

(PCC), Adjusted Cosine Similarity, and Jaccard Similarity. 

For IBCF, Cosine Similarity is commonly used. These 

similarity measures can be implemented on real data sets to 

evaluate their advantages and disadvantages. In addition, 

embeddings can be learned automatically in collaborative 

filtering models. This allows for the dot product of the user 

embedding and the item embedding to explain the feedback 

matrix. 

In conclusion, collaborative Filtering is a powerful 

technique for generating personalized recommendations in 

recommendation systems. Similarity measurement is an 

important component of collaborative Filtering and is used 

to determine the similarity between users or items. The 

choice of similarity measure depends on the specific 

requirements and goals of the recommendation system, as 

well as the type of data being used. Choosing the right 

measure for the task at hand makes it possible to generate 

accurate and effective recommendations. 
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