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Abstract— Data skewness continues to be one of the leading factors which adversely impacts the machine learning algorithms performance. 

An approach to reduce this negative effect of the data variance is to pre-process the former dataset with data level resampling strategies. 

Resampling strategies have been seen in two forms, oversampling and undersampling. An oversampling strategy is proposed in this article for 

tackling multiclass imbalanced datasets. This proposed approach optimises the state-of-the-art oversampling technique SMOTE with the 

Darwinian Particle Swarm Optimization technique. This proposed method DOSMOTE generates synthetic optimised samples for balancing the 

datasets. This strategy will be more effective on multimajority datasets.  An experimental study is performed on peculiar multimajority datasets 

to measure the effectiveness of the proposed approach. As a result, the proposed method produces promising results when compared to the 

conventional oversampling strategies. 
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I.  INTRODUCTION  

For the past few years, skewed data has been considered 

as the sole arduous issue in the domain of data science and 

machine learning.  This skewed issue occurs in cases where 

there is a great difference in the number of instances of the 

classes reviewed. This skewness results in poor generalization 

and causes a learning bias towards the majority classes [1]. Data 

imbalance is wide ranging in many applications including 

medical diagnosis, biological data analysis, financing, fraud 

detection, neuroimaging and so on [2]. Owing to its ubiquitous, 

this skewed data encountered a prevalent consideration from the 

research community. Imbalanced data issues in the field of 

binary classification, multiclass classification, big data, and 

data streams have been considered in recent years and still there 

are some issues that remain unsolved.   

To resolve problems of data skewness in binary 

classification, there are two approaches that should be 

performed. Data level and algorithm level solutions are the 

different approaches to resolve this issue. Data level approach 

is carried out via methods of undersampling, oversampling or 

combination of both. These methods balance the distribution of 

the data among the majority classes and minority classes. 

Algorithm level  approach is carried out via means of changing 

the classifier techniques or optimizing the overall conduct of the 

learning algorithms [3]. The benefits of resampling can be used 

independent of the selected classifier.  

Multi-class imbalanced concerns are observed as 

considerably more troublesome than the binary partners for 

various reasons. Skewness can appear in various ways in the 

case of a multi-class dataset. Multi-class skewness can be either 

one minority class with a couple of majority classes 

(Multimajority cases) or one majority class with a couple of 

minority classes (Multiminority cases)[3]. It is difficult to make 

an accurate prediction from the multiclass imbalanced datasets. 

Many techniques are available to tackle this issue. For handling 

multiclass imbalanced data, class decomposition techniques are 

used. In this technique multiple classes are decomposed into 

combinations of binary classes and handle the imbalanced issue. 

This technique of partitioning has different approaches. Two 

popular approaches are One against All and One against One. 

These two techniques are combined to form a hybrid approach 

termed All and One. Data level approaches can be applied on 

the existing dataset to minimize the effect of majority classes 
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and minority classes [4].By using the resampling techniques, 

the issue of skewness can be minimized.  

In this article, a sophisticated approach is put forward 

to deal with multimajority datasets. The proposed approach 

performs a resampling over the minority class of the 

multimajority dataset. Resampling is done in the form of 

oversampling the minority class data with the aid of an 

optimization technique [5]. The strategy proposed in this article 

is formulated on the belief of generating optimized synthetic 

samples for the minority classes to balance the dataset. The 

major contributions of this article can be summarized in this 

way; proposition of a sophisticated optimized oversampling 

technique termed DOSMOTE and exploratory assessment of 

the proposed method. 

The rest of this article is systematized as follows. In 

the second section, discussion of the significant scientific 

contributions in handling data skewness was specified. In the 

third section the proposed approach is introduced in detail.  

Experimental study including comparison of results are 

presented in the fourth section. Ultimately, the article is 

wrapped up with major findings and future work in the fifth 

section. 

II. RELATED WORKS 

In this section, the different procedures are discussed for 

handling the imbalanced datasets. Imbalanced data can be 

handled by different methods either resampling the dataset or 

using algorithmic solutions or by cost sensitive measures. Most 

of the studies are concentrated on the resampling techniques. 

Resampling techniques change the order of data distribution, 

and the changes are independent of the elemental classifier.  

Resampling approaches are assorted into three groups; they are 

oversampling, undersampling and hybrid methods [5]. In 

oversampling method, a superset of the original dataset will be 

created by producing synthetic data points for the minority 

class. In case of undersampling, a subspace of the initial dataset 

will be created by wiping out the instances of the majority 

classes. In hybrid approach, it combines the basics of 

oversampling and undersampling approaches to get the dataset 

balanced. 

A lot of survey papers are available in skewed data 

learning. Sun et al. give an outline about the imbalanced data 

problems and discuss the various strategies to resolve the 

same[6]. A good intuition into the essence of skewed data 

distributions are discussed by Lopez et al. [7]. Galar et al. give 

a survey report of implementation of ensembled classifiers to 

the skewed data [8].  Wang and Yao have focused on multi-

class imbalance data learning [9]. Zhang et al., in their work, 

decomposes the multi-class imbalance data with the aid of one-

versus-one method and balances it for model creation [10]. 

Problems of imbalanced data is well discussed by 

Krawczyk[11]. Skewed data consistently do not proffer a 

problem aside however connected with alternative data 

controversial factors; it skeptically affects the acceptance of the 

minority class and the same is effectively discussed by 

Stefanowski [12]. 

Oversampling paradigms are mainly focused on 

neighbourhood-based policies and the same is originated from 

the Synthetic Minority Over-sampling Technique (SMOTE) 

which is recommended by Chawla [13]. Later the original 

SMOTE algorithm is blended with some boosting techniques 

and developed SMOTEBoost algorithm[14]. Another 

advancement on SMOTE is safe-level-SMOTE proposed by 

Bunkhumpornpat it considers the opposite approach and it 

focuses on safest instances[15]. Maciejewski and Stefanowski 

have proposed LN-SMOTE which manipulates the details about 

the neighbourhoods of oversampled instances. MWMOTE, an 

expansion of SMOTE by growing the synthetic sample 

generation procedure based on clustering mechanism was 

proposed by Sukarna Barua. An approach for determining the 

safety of an instance based on its local neighbourhood and the 

same was proposed by Napierała [16]. 

An important extension of SMOTE algorithm is the 

ADASYN which was proposed by H.He et al. [17]. SPIDER 

algorithm has been proposed by Stefanowski and Wilk 

recognizes the local aspects of the samples, and then eliminates 

those majority datapoints which causes misclassification of 

samples from the minority data[18]. The neighbourhood 

cleaning rule by Laurikkala eliminates difficult instances which 

depends on their vicinity[19]. EasyEnsemble and 

BalanceCascade by Liu et al. combine undersampling with 

ensembled classifiers [14].  Undersampling in sync with the 

evolutionary algorithms are proposed by Garcia and Herrera  

[20] and the same is later expanded in the form of EUSBoost. 

Fernandez-Navarro et al.  recommend a widening of SMOTE 

algorithm to the multi-class scenario [21]. 

Some of the hybrid resampling techniques, that is the 

possibility of bringing together oversampling and 

undersampling is investigated by Estabrooks. Batista et al. 

propose to use SMOTE by combining some methods for data 

cleaning called Tomek links [22]and the Edited Nearest-

Neighbor rule(ENN) [23]. Later several methods are proposed 

by combining oversampling with undersampling of the given 

samples. 

III. PROPOSED WORK 

A lot of techniques were proposed by researchers for 

imbalanced data handling and these resampling techniques 

achieved satisfactory results over skewed datasets. 

Oversampling methods have settled to be further competent 

than other techniques, however it often destroys the distribution 

of actual data. SMOTE produces fabricated samples of the 
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minority data by calculating the distance between minority 

sample and its closest neighbor, however the sample space of 

the majority class is often invaded by the newly generated 

synthetic samples. The newly created synthetic sample will also 

influence the following data process, which will affect the 

results of classification process. To get better of this issue, in 

the proposed work applying optimization technique to the 

newly generated synthetic samples. In this proposed work 

Synthetic Minority Oversampling Technique (SMOTE) and 

Darwinian Particle Swarm Optimization (DPSO) are combined 

to a single algorithm for getting the optimized balanced data. 

The proposed work focuses on oversampling of the data. 

To make the dataset balanced, oversampling methods keep the 

original data of all the majority classes and add synthetic data 

to the minority classes. In this work the multimajority datasets 

are focused. Multimajority datasets mean for a multiclass 

dataset, the data distribution of multiple classes is almost same 

and high. Only a few classes have low frequency of data. 

Multiple high frequency availed classes are termed as majority 

classes and low frequency data availed classes are termed as 

minority classes. This work is focused on generating synthetic 

data of minority class and to minimize the alteration of original 

dataset. This method produces remarkable results on 

multimajority datasets. 

To solve the skewed data problems, the commonly 

used oversampling method is SMOTE. Its goal is to balance the 

distribution of data by putting synthetic data points towards the 

minority class.  It blends new minority class samples between 

surviving minority samples. It produces synthetic instances 

through linear interpolation of the minority data. These 

fabricated instances are produced by randomly choosing one or 

more of the k numbers of the closest neighbors for every sample 

in the minority data [13]. For generating synthetic samples 

using SMOTE, set up minority class as X, for every data x in X, 

the k numbers of its closest neighbors of x are identified by 

considering the Euclidean distance between x and every other 

data in set X. According to the proportion of skewness, the 

sampling rate N is to be fixed.  For each x in X, N samples are 

randomly selected from the k number of its nearest neighbors 

and construct the set. For each sample xi in the collection of 

closest neighbors in minority class, the following formula is 

used to produce new data, 

 

𝑦 = 𝑥 + 𝑟𝑎𝑛𝑑(0,1) ∗ (𝑥 − 𝑥𝑖)  

 

where rand (0,1) represents a random number between 0 and 

1[13]. The newly generated synthetic data is added to the 

dataset and is used for further classification processes. 

However, this newly generated synthetic sample sometimes 

overlaps with the existing majority class data, and this will 

affect the classification process. So, to resolve this issue an 

optimization technique is introduced to optimize the newly 

generated data. The optimization technique using in this work 

is Darwinian Particle Swarm Optimization (DPSO) [24]. 

Optimization techniques are used in Machine Learning 

to obtain better results. Particle Swarm Optimization (PSO) is 

one of the probabilistic optimization techniques that is focused 

on the flow and skill of swarms(bits). It utilizes several bits that 

add up to a swarm which is moving in the search space and 

gazing for the best results. Every bit in PSO has their own 

background of reaching the optimum solution. It connects with 

neighbourhood bits to assure even if its values for appropriate 

results are optimum or not. It found that if its neighboring bit 

has better standards, then it seeks to get close to those standards. 

For the whole swarm, a global best value is saved and each bit 

in the swarm seeks to attain this global best value. This is an 

iterative mechanism and is repeated except for some trivial 

advances identified in the global best value. PSO faces an issue 

of stagnation as bit pace and positions are randomly chosen and 

updated which can point to standards that will not generate 

optimum results [25]. 

In multiclass imbalanced data classification, multiple 

classes are present in the dataset. If synthetic samples are 

generated using SMOTE, then it will be checked with the 

existing data of multiple majority classes. And the same can be 

performed by the optimization technique. In Particle Swarm 

Optimization, it can work with a single swarm at a time. So, this 

work focused on Darwinian Particle Swarm Optimization 

(DPSO). In the DPSO model, collective swarms can be taken in 

sync to the same problem and act as a sole PSO algorithm. The 

bit whose efficacy is not able to obtain optimum solution, or it 

induces the complete swarm to stagnation and the same is tested 

at each iteration and if noticed not fit for farther execution then 

it is eliminated from the swarm and life of the swarm is reduced. 

The whole swarm will be eliminated when swarm life attains its 

minimum [24].  

In Darwinian PSO, collective swarms with test results 

may live at every pace. Every swarm singly acts like a simple 

PSO algorithm which has some protocols guiding the group of 

swarms that sketched to mimic the natural selection. This 

natural selection process implemented as a choice of swarms in 

a continually changing group of swarms. In this work by using 

SMOTE, artificial samples of minority classes are produced 

based on the difference among the existing minority data and its 

closest neighbor. However, the sample space of the majority 

data class is often invaded by the newly generated samples of 

minority data. This newly generated sample will also affect the 

subsequent data process, which will influence the classification 

result. To overcome this issue, optimization of the newly 

generated samples is to be done[26]. By the application of 

DPSO to the newly generated samples it becomes optimized. In 
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this proposed work the combination of SMOTE and DPSO is 

used for getting the balanced data. 

 

The pseudocode of the proposed method takes the original 

imbalanced dataset as the input. It first identifies the count of 

classes listed in the dataset. And the count of instances presents 

in each class. Based on the data, it identifies the minority and 

majority classes. Then it invokes the DOSMOTE method. In 

this method it initializes the particles and parameters in DPSO 

with initial values. For generating synthetic samples, it 

identifies the nearest neighbors of an existing instance of the 

minority class. Artificial samples will be created based on the 

equation given below. 

Xsyn= xi + rand (0,1) * |xi-xnear| 

 

Where    xi    -> Minority sample  

     xnear -> Nearest neighbor of xi in the minority data 

The generated samples are moved to the DPSO structure, which 

uses the evolutionary process to optimize the particle (synthetic 

sample generated) globally, which is varied from the 

neighbourhood information that is the data present in the other 

classes. The other classes are treated as different swarms. For 

each swarm, based on the newly generated sample fitness values 

are identified. Based on that, it finds the best data and updates 

the position and velocity of the particle. If any particle or sample 

is obsolete, it discards the same. This process will be repeated 

until it reaches the iteration value. Only the best particles will 

be moved to the final balanced dataset. After doing all the 

iterations optimized synthetic samples are obtained which 

makes the dataset balanced as the output. The Pseudo code of 

the proposed work DOSMOTE is present in Table 1. 

 

Table 1. Algorithm for DOSMOTE 

Pseudo code for DOSMOTE 

Input: Imbalanced dataset 

Output: Balanced Dataset 

1. Identify the count of different classes present in 

the given dataset. 

2. Identify the count of instances present in each 

class. 

3. Detect the minority and the majority classes.  

4. Perform DOSMOTE Oversampling technique. 

1. Initialize the particles and parameters in DPSO 

2. For every instance present in the minority class 

do 

       Identify the nearest neighbors of each 

minority instance. 

       Generate sample by using following equation. 

Xsyn= xi + rand (0,1) * |xi-xnear| 

 Where    xi    -> Minority sample  

                          xnear -> Nearest neighbor of xi in 

the minority data 

End 

3.Initialize the global best and velocity of the 

swarm 

4. For each swarm in the collection, find the fitness 

values based on the newly generated data  

5. Find the global best data. 

6. Update position value and velocity of the 

particle. 

7. Repeat steps 4 to 6 until the loop reaches the 

iteration value. 

8. Select the generated minority class sample 

based on global best particle. 

 

IV. EXPERIMENTAL STUDY 

This study is related to analyzing the efficiency of various 

resampling techniques collectively with the advanced machine 

learning algorithms over multiclass skewed data. The input for 

the study is extracted from the Keel data repository and UCI 

Machine Learning repository. Implementation of this work is 

done in MATLAB. The different stages of this work are 

represented in the form of a figure. Figure.1 shows the 

workflow representation of this experiment. The different steps 

that are followed in this study are, 

i. Selection of dataset from the KEEL Repository. 

Three multimajority datasets of 3-class 

classification are chosen. 

ii. Selected datasets have undergone data pre-

processing stage to remove the noise data. 

iii. Split the dataset in the ratio 70:30 for performing 

training and testing. 

iv. Evaluate the performance of classifiers like k-NN, 

SVM and ANFIS. 

v. Apply resampling techniques DOSMOTE, 

SMOTE and ADASYN to the training dataset. 

vi. After applying each resampling technique, it 

evaluates the performance of the various 

classifiers like k-NN, SVM and ANFIS. 

vii. Analyze the performance of these classifiers 

before applying resampling technique and after 

applying the resampling technique. 
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Figure 1. Describing the various stages in the experimental study. 

A.  Data used for study. 

A list of experiments is assisted to study the 

effectiveness of the prospective algorithm DOSMOTE. The 

empirical review is conducted on multiclass skewed datasets 

available in the KEEL and UCI data repositories[27][28]. For 

this study, multimajority datasets are focused. Multimajority 

dataset means multiple majority classes together with a few 

minority classes. Three multimajority datasets Balance, Hayes-

Roth and Web-Phishing dataset are chosen for the study.  The 

information related to these datasets is given in table, Table 2. 

The original data distribution plots of the three datasets are 

shown in the figure, Figure 2. 

1. Resampling methods used for comparison. 

Resampling methods are enforced in the data pre-processing 

phase. For this study, the proposed work DOSMOTE applied 

datasets, classification results are compared with the existing 

oversampling techniques like Random Oversampling, SMOTE 

and ADASYN methods. 

 

2. Random Oversampling (ROS) 

ROS is the lightest form of oversampling technique which is 

used in the data pre-processing stage. In this method the data 

from the minority classes are selected randomly and replicated 

to make a balance with the count of the majority class data [4]. 

This is applicable for all minority classes in the multiclass 

classification problem.  Since the existing points are replicated 

there will be a possibility for increasing the overfitting of data. 

 

3. SMOTE 

SMOTE is an oversampling technique which produces 

synthetic datapoints alternatively photocopy the live datapoints. 

To generate new datapoints k-nearest neighbor method is used. 

The value of k in k-nn depends on the number of new datapoints 

created for making the dataset balanced. The distance between 

feature vector and neighboring points are calculated with any of 

the available distance formulas [13]. The variation in the 

distance is noted for different points and this variation is 

multiplied with a random value in the set (0,1). The value of the 

product is included in the feature vector as the new data value. 

 

Table 2. Dataset Information 

 

 
Figure 2. Data distribution of various datasets 

 

4. DOSMOTE 

The pseudocode specified in Algorithm.1 works. The 

parameters used for the proposed work are specified in Table 3. 

 

Table 3. Parameters used in the Optimization Method 

Particle Number 100 

Iteration Number 1000 

weight 0.5 

Constants (c1, c2) (1.8, 2) 

Name 

of the 

datase

t 

No. of 

Instan

ces 

Imba

lance 

Ratio 

 No. of 

Attribut

es 

Class 

Labels 

No. of 

record

s 

Balanc

e 625 5.88 5 

Balance 49 

Left  288 

Right 288 

Hayes-

Roth 160 2.1 5 

1 51 

2 51 

3 30 

Web-

Phishi

ng 1353 6 11 

-1 702 

0 103 

1 548 
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B. Classifiers used for study. 

For this study, three different classifiers are used to 

create the models. The different classifiers are      K-NN (K-

Nearest Neighbors), SVM (Support Vector Machines) and 

ANFIS. 

 

1. K-NN 

K-Nearest Neighbor follows the lazy learning 

technique. This classifier performs well for predictive 

analysis[29]. In this technique for the test data ‘k’ number of 

closest neighbors are identified and the classes are identified for 

these k neighbors and the class occurs with high frequency is 

fixed as the class of test data.  

 

2. Support Vector Machines 

SVM is the most popularly utilized classifier for doing 

the classification. In SVM the algorithm generates a decision 

boundary for the data points and this decision boundary is called 

hyperplane. This hyperplane is made in such a manner that it 

keeps maximum distance away from the data values. This 

hyperplane is termed as maximum margin hyperplane (MMH). 

 

3. ANFIS 

ANFIS follows neuro-fuzzy strategy. It is a mix of 

neural networks and fuzzy logic which has been announced to 

tame the flaws and to provide better engaging features. The 

intention of this classifier is to eliminate non-specific 

information available in data and provides results which is 

described by high interpretability and have gained an extent of 

accuracy. This system sketches the input aspects to different 

input membership functions and after that it sketches input 

membership functions to different rules and then these rules to 

a collection of output aspects. Finally, it sketches output aspects 

to output membership functions, and the output membership 

function to a sole output or a judgment linked with the output. 

In this system a neural network architecture is being used to 

depict the input/output in case it sketches inputs through input 

membership functions and related criterions, and after that the 

output membership functions and related criterions to outputs, 

The criterions related with membership functions revisits the 

previous learning process [30]. 

C. Performance Measures. 

The different models are developed with a few 

classifiers. The exhibition of these models is to be assessed. For 

doing the assessment, confusion matrices are utilized. 

Confusion matrices are based on actual values and predicted 

values. If the prediction and actual data are same, it is termed as 

correct classification otherwise it is termed as incorrect 

classification. The values in confusion matrix are True-Positive 

(TP), False-Positive (FP), True-Negative (TN), False-Negative 

(FN). By using these values, accuracy of the model can be 

predicted. This experiment is on imbalanced datasets so that the 

performance can be evaluated with some other metrics like 

Accuracy, Error, F1-Score, Precision, and G-mean. 

Accuracy is termed as the correctness of the model created. The 

values in confusion matrix are used for calculating accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Error of the model is obtained by taking the difference of 

percentage of accuracy from the whole. 

𝐸𝑟𝑟𝑜𝑟 = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

Precision of a model is defined as the rate at which samples are 

correctly classified. It is termed as the true positive rate. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

F1-Score is a measure which is obtained by combining 

precision and recall values. This is evaluated as the harmonic 

mean between recall and precision [29]. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗   
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

G-mean is obtained by taking the square root of the product of 

sensitivity and specificity. For multi-class data the same 

is obtained by the higher root of the product of sensitivity for 

each class. 

 

𝐺 − 𝑀𝑒𝑎𝑛 = 𝑆𝑄𝑅𝑇(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦) 

 

D. Results and Discussions 

For this experimental study, a multimajority of 

datasets are used. All the selected datasets have three class 

labels. So, the predicted results will be one from any of these 

three classes. In the multiclass classification process the 

evaluation is done by the confusion matrix. The confusion 

matrix generated by the datasets are of the form 3X3. 

Performance metrics values are considered for all the class 

combinations. For the easiness of assessment, the average 

produced by the results is considered. 

The performance of the model can be evaluated by 

practicing the confusion matrix. For each dataset the order of 

the confusion matrix is 3*3, as the dataset has three class 

entries. The evaluation metrics like precision, F-score, G-mean 

and accuracy will be evaluated for these multiple classes. The 

detailed evaluation is presented in the following tables. The 

following Table 4. shows the accuracy, error, precision, F-Score 

and G-Mean of the various classes by applying the different 

classifiers on the original imbalanced dataset. 
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Table 4. Performance metrics of different imbalanced datasets 

Name of the dataset 

Name of the 

classifier Accuracy Error Precision F-Score G-Mean 

Balance 

K-NN 0.8085 0.1915 0.5625 0.5834 0.5837 

SVM 0.8776 0.1224 0.585 0.6194 0.6205 

ANFIS 0.7991 0.2009 0.7097 0.6948 0.8895 

Hayes-Roth 

K-NN 0.5128 0.4872 0.6815 0.5194 0.5963 

SVM 0.4615 0.5385 0.5392 0.4956 0.5907 

ANFIS 0.4615 0.5385 0.5166 0.4671 0.5587 

Web-Phishing 

K-NN 0.8128 0.1872 0.7511 0.7019 0.7148 

SVM 0.8152 0.1848 0.7661 0.6316 0.6916 

ANFIS 0.5852 0.4148 0.6043 0.5252 0.6743 

 

Table 5. Distribution of data over various classes before and after resampling 

Dataset 

Imbalanced data 

distribution 

After Oversampling 

ROS/SMOTE ADASYN DOSMOTE 

class1 class2 class3 class1 class2 class3 class1 class2 class3 class1 class2 class3 

Balance 49 288 288 233 233 233 240 233 231 117 186 186 

Hayes-

Roth 51 51 30 41 41 41 41 41 42 35 35 35 

Web-

Phishing 702 103 548 565 565 565 565 565 435 567 480 566 

 

In the data preprocessing stage various oversampling 

methods mentioned above are used for balancing the dataset. 

The experiment uses a data split of ratio 70:30 towards training 

and testing of the model. The distribution of data used for 

training before and after application of resampling techniques 

are represented in Table 5. In the case of Random Oversampling 

and SMOTE, both produce the same number of samples after 

resampling. The resampling techniques make the datasets 

almost balanced. In the case of oversampling, it performs 

oversampling in minority classes. All the selected datasets have 

multiple majority classes, so the resampling should be happened 

on the minority class. 

 

To assess the effectiveness of DOSMOTE technique, 

check the performance metrics of different datasets with 

different resampling techniques and classifiers. Firstly, 

considering the assessment of Balance dataset. Table 6. shows 

the performance metric values for Balance dataset in case of 

different resampling situations over various classifiers. From 

Table.5 the performance metrics of Balance dataset, the 

classification model with oversampling technique DOSMOTE, 

together with the classifier KNN achieved the better 

performance. Accuracy, Precision, F1-Score and G-mean are 

high for DOSMOTE resampled dataset with K-NN classifier 

model. For ANFIS classifier, better results are produced with 

the DOSMOTE technique. Figure.3 shows the performance 

chart of Balance dataset over various classifiers. 

 

Hayes-Roth is another multimajority dataset that is in 

account. Table 7. shows the performance metric values for 

Hayes-Roth dataset in case of different resampling situations 

over various classifiers. For the Hayes-Roth dataset the 

classification model with resampling technique ROS, SMOTE 

and ADASYN together with SVM algorithm produces the 

better performance. Support Vector Machine algorithm 

produces same result for all the resampled datasets expect 

DOSMOTE resampling technique. However, Other classifiers 

like K-NN and ANFIS models produce better results with 

DOSMOTE resampling technique. Figure.4 shows the 

performance chart of Hayes-Roth dataset over various 

classifiers. 
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Table 6. Performance metrics of Balance dataset. 

Name of the 

resampling 

technique 

Name of the 

classifier Accuracy Error Precision F-Score G-Mean 

Imbalanced Set 

K-NN 0.8085 0.1915 0.5625 0.5834 0.5837 

SVM 0.8776 0.1224 0.585 0.6194 0.6205 

ANFIS 0.7991 0.2009 0.7097 0.6948 0.8895 

ROS 

K-NN 0.734 0.266 0.588 0.5801 0.5812 

SVM 0.8989 0.1011 0.8374 0.8524 0.8739 

ANFIS 0.71 29 0.57 0.549 0.5444 

SMOTE 

K-NN 0.755 0.245 0.687 0.674 0.6804 

SVM 0.8723 0.1277 0.8167 0.8229 0.8532 

ANFIS 0.67 0.33 0.698 0.625 0.6873 

ADASYN 

K-NN 0.75 0.25 0.6691 0.6567 0.6628 

SVM 0.8829 0.1171 0.8242 0.8338 0.8607 

ANFIS 0.656 0.344 0.616 0.57 0.59 

DOSMOTE 

K-NN 0.9023 0.0977 0.9061 0.9162 0.9417 

SVM 0.8762 0.1238 0.792 0.8276 0.9267 

ANFIS 0.8567 0.1433 0.7626 0.7773 0.9208 

 

 
 

Figure 3. Graph showing the performance of Balance dataset. 

 

 
 

 

Figure 4. Graph showing the performance of Hayes-Roth dataset. 

 

Table 7. Performance metrics of Hayes-Roth dataset. 

Name of the 

resampling 

technique 

Name of the 

classifier Accuracy Error Precision F-Score G-Mean 

Imbalanced Set 

K-NN 0.5128 0.4872 0.6815 0.5194 0.5963 

SVM 0.4615 0.5385 0.5392 0.4956 0.5907 

ANFIS 0.4615 0.5385 0.5166 0.4671 0.5587 

ROS 

K-NN 0.425 0.575 0.5343 0.4855 0.4933 

SVM 0.875 0.125 0.8981 0.8877 0.8934 

ANFIS 0.518 0.482 0.533 0.5 0.5492 
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SMOTE 

K-NN 0.45 0.55 0.533 0.5049 0.5104 

SVM 0.875 0.125 0.8981 0.8877 0.8934 

ANFIS 0.44 0.56 0.55 0.479 0.5013 

ADASYN 

K-NN 0.425 0.575 0.5343 0.4855 0.4933 

SVM 0.875 0.125 0.8981 0.8877 0.8934 

ANFIS 0.44 0.56 0.41 0.41 0.4527 

DOSMOTE 

K-NN 0.8125 0.1875 0.7953 0.7928 0.8495 

SVM 0.7917 0.2083 0.852 0.7614 0.8312 

ANFIS 0.625 0.375 0.6916 0.6249 0.7174 

 

Table 8. Performance metric values for Web-Phishing dataset 

Name of the 

resampling 

technique 

Name of the 

classifier Accuracy Error Precision F-Score G-Mean 

Imbalanced Set 

K-NN 0.8128 0.1872 0.7511 0.7019 0.7148 

SVM 0.8152 0.1848 0.7661 0.6316 0.6916 

ANFIS 0.5852 0.4148 0.6043 0.5252 0.6743 

ROS 

K-NN 0.7832 0.2168 0.7033 0.7232 0.7391 

SVM 0.8275 0.1725 0.7581 0.7823 0.7935 

ANFIS 0.69 0.31 0.63 0.62 0.6249 

SMOTE 

K-NN 0.7857 0.2143 0.7053 0.7241 0.7446 

SVM 0.83 0.17 0.7629 0.7833 0.7891 

ANFIS 0.66 0.34 0.597 0.579 0.5879 

ADASYN 

K-NN 0.7586 0.2414 0.6792 0.688 0.7164 

SVM 0.8226 0.1774 0.7505 0.7722 0.7835 

ANFIS 0.58 0.42 0.525 0.515 0.5455 

DOSMOTE 

K-NN 0.9409 0.0591 0.9083 0.9238 0.9551 

SVM 0.9051 0.0949 0.8425 0.8658 0.9276 

ANFIS 0.4895 0.5105 0.6527 0.4786 0.6746 

  

The third multi-majority dataset under consideration is 

Web-Phishing dataset. Table 8. shows the performance metric 

values for Web-Phishing dataset in the case of different 

resampling situations over various classifiers. For the Web-

Phishing dataset the classification model K-NN with the 

proposed resampling technique DOSMOTE produces the better 

result. The SVM classifier also has got the best results with the 

DOSMOTE resampled datasets. However, the performance of 

ANFIS is not up to expectations. Figure 5. shows the 

performance chart of Web-Phishing dataset over various 

classifiers. 

 

 
 

Figure 5. Graph showing the performance of Web-Phishing dataset. 
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The performance metrics of various resampled dataset with 

different algorithms are already specified. From the metric 

tables the proposed oversampling technique DOSMOTE 

technique produces promising results for all the datasets. Even 

in Hayes Roth dataset proposed resampling technique performs 

better with KNN and ANFIS classifiers than other resampled 

datasets. Oversampling techniques preserve all the data that are 

available in the dataset and in the case of proposed method it 

optimizes the generated synthetic samples, and these optimized 

samples are considered for model creation. 

Based on the experimental results presented it is evident 

that DOSMOTE technique outperforms the existing 

oversampling algorithms. The proposed method obtained the 

highest values when compared with most of the considered 

methods. The proposed optimized oversampling technique has 

achieved utmost performance respective to the referred 

oversampling strategies on different datasets. This indicates that 

the proposed strategy is pertinent for dealing with imbalanced 

datasets. The experimental review also refers that in some 

exceptional cases like Hayes-Roth dataset existing 

oversampling technique together with a particular classifier 

SVM has obtained better performance however other 

classifier’s performance is remarkable about the proposed 

algorithm. 

V. CONCLUSION 

In this paper, a sophisticated approach is proposed for 

tackling data skewness by preserving the original data 

distribution. The proposed approach oversamples the minority 

classes of skewed dataset. For preserving the distribution of 

original dataset, this algorithm is proposed to multimajority 

datasets, so that only a few minority classes will be affected by 

synthetic samples. In this proposed approach all the artificial 

samples are optimized by the Darwinian Particle Swarm 

Optimization technique so that these artificial samples will not 

overlap with the existing data, so that model performance is 

increased. Experimental results presented in this article indicate 

that DOSMOTE method surpasses the subsisting resampling 

methods, in sync with several classifiers.  To tackle multi-class 

imbalanced data over multimajority datasets, the proposed 

algorithm will produce promising results. A direction for further 

research is to develop an adequate algorithm to tackle multi-

class skewed data over multiminority datasets.  Another 

research direction is used to extend this optimized oversampling 

method to the big data scenario to tackle the multiple class 

skewed classification problems. 
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