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Abstract:  

Elliptic curve cryptography, which is more commonly referred to by its acronym ECC, is widely regarded as one of the most effective new forms 

of cryptography developed in recent times. This is primarily due to the fact that elliptic curve cryptography utilises excellent performance across 

a wide range of hardware configurations in addition to having shorter key lengths. A High Throughput Multiplier design was described for Elliptic 

Cryptographic applications that are dependent on concurrent computations. A Proposed (Carry-Select) Division Architecture is explained and 

proposed throughout the whole of this work. Because of the carry-select architecture that was discussed in this article, the functionality of the 

divider has been significantly enhanced. The adder carry chain is reduced in length by this design by a factor of two, however this comes at the 

expense of additional adders and control. When it comes to designs for high throughput FFT, the total number of butterfly units that are 

implemented is what determines the amount of space that is needed by an FFT processor. In addition to blocks that may either add or subtract 

numbers, each butterfly unit also features blocks that can multiply numbers. The size of the region that is covered by these dual mathematical 

blocks is decided by the bit resolution of the models. When the bit resolution is increased, the area will also increase. The standard FFT approach 

requires that each stage contain 𝑁/2 times as many butterfly units as the stage before it. This requirement must be met before moving on to the 

next stage. 

Keywords: ECC, Cryptography, FFT processor, FPGA .  

I. INTRODUCTION: 

Through the process of encrypting the messages, cryptography 

not only helps to maintain the messages' integrity but also 

provides an additional layer of protection for the 

confidentiality of conversations. It is generally agreed upon 

that the use of cryptography is essential for the protection of 

data by software companies, devices that are linked to the 

internet of things (IoT), and services that need privacy, trust, 

and integrity. In contrast, however, assaults on electronic 

devices, user information, and digital transactions have 

dramatically improved in the recent years, creating a 

tremendous challenge for those who are responsible for the 

implementation of security measures. Data security is equally 

as important to modern electronic devices as having a low 

power consumption and having a rapid speed performance in 

that device. A trustworthy cryptographic system is thus very 

much required as a means of providing protection against the 

types of attacks and manipulation described above. 

Nevertheless, the most challenging task is to keep the system's 

integrity intact while simultaneously guaranteeing that it is 

always safe to use. Cryptography may either be robust or 

vulnerable. The effectiveness of a cryptographic system may 

be evaluated based on the amount of time and resources 

necessary to decrypt the encrypted data. Strong cryptography 

results in the generation of cypher text that is extremely 

challenging to decipher for persons who do not have access to 

the appropriate decoding instrument. Even with all of the 

processing power that is available today and all of the time that 

is available, it is not possible to decrypt the result of using 

strong cryptography before the end of the universe. This is 

because strong cryptography is so complex that it cannot be 

broken even with all of the time and processing power that is 

currently available. This is the case despite the fact that there 

is an abundance of time at our disposal. This is true even if a 

one trillion computers were doing a billion checks each 

second. The conclusion that can be drawn from this is that 

robust cryptography should be able to withstand even the most 

dogged of cryptanalysts with relative ease. PGP's use of robust 

cryptography, on the other hand, is now the industry standard 

and the finest that can be found. However, rather than making 

claims of impenetrability, you would be better off practicing 

vigilance and conservatism. 
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Fig1: Conventional Encryption, Expressed as a Simplified 

Model 

There are two prerequisites that must be met before using 

conventional encryption securely: 

We need a robust algorithm for the encryption process. At a 

bare minimum, we would want the algorithm to be designed in 

such a way that an adversary who is aware of the procedure 

and has access to one or more ciphertexts is unable to decrypt 

the ciphertext or determine the key. This is one of our primary 

goals for the algorithm. In most situations, the obligation will 

be presented in a more forceful manner. Even if the adversary 

is in possession of a number of ciphertexts in addition to the 

plain text that produces each ciphertext, he or she should not 

be able to decode ciphertext or find the key.  Both the sender 

and the receiver are responsible for maintaining the key's 

confidentiality and must have gotten a copy of the secret key 

in an uncompromising manner. All of the information that is 

encrypted with this key can be read by anybody who can find 

the key and figure out the algorithm. 

There are two different platforms on which cryptography can 

be implemented: a software platform or a hardware platform. 

These two approaches each offer their own set of benefits as 

well as drawbacks. Both of these options are good ones that 

should be considered. These two approaches each have some 

positive aspects to them, but they also each have some 

drawbacks to consider. Both of these strategies have a number 

of benefits that may be associated with them, but on the other 

hand, each of them also has a number of negatives that can be 

associated with them. Both of these strategies have their merits 

in their own right. The usage of cryptography on a hardware 

platform is not only more effective but also results in the 

processing being done considerably more quickly. The study 

of cryptography can be broken down into two independent 

subfields, which are respectively referred to as symmetric 

cryptography and asymmetric cryptography. The application 

of cryptography relies heavily on the study of both of these 

subfields. Elliptic curve cryptography and the Rivest-Shamir-

Adleman (RSA) cryptosystem are two examples of 

asymmetric cryptographic methods that have gained 

widespread notoriety among all state-of-the-art approaches. 

Both of these techniques are considered to be state-of-the-art. 

The use of elliptic curve cryptography and the RSA 

cryptosystem are two examples of methods that are considered 

to be cutting edge. Asymmetric cryptography can be 

approached in a number of different ways, two examples of 

which are presented here. Both of these instances are examples 

of state-of-the-art techniques. Cryptography based on elliptic 

curves is one example of these methods (ECC). When it comes 

to asymmetric cryptography, the ECC method is much more 

effective than any other state-of-the-art technique, and this is 

due to the fact that it has a shorter key length and a high 

capacity of resolving security concerns. Moreover, the ECC 

approach has a lower key length. The Elliptic Curve 

Encryption (ECC) technique has been shown effective for use 

with both symmetric and asymmetric cryptography standards. 

In the most recent few years, one can clearly see a substantial 

shift occurring in the production of electronic products. In 

order to keep the cost of manufacturing down and improve 

communication across appliances, a number of electronic 

device manufacturers are shrinking the size of their products 

to levels below the micro and tiny categories. As a result, these 

sophisticated electronic devices are capable of performing 

calculations in a shorter amount of time and storing their 

information [1]. All of these data tell us something about the 

user's behaviour and the environment they're in. As a result, 

the information on the user's actions and the surroundings is 

the most vital piece of data, and it must be guarded with a high 

level of security. As a result, in this age of digitization, 

information is the most important item, and maintaining the 

confidentiality of this information is the most difficult task. As 

a direct result of this, there has been a discernible increase in 

the demand for the utilisation of cryptography as a means of 

guaranteeing the safety of user information, digital 

transactions, and electronic equipment. Cryptography is a 

method of encoding and decrypting information using a 

combination of mathematical algorithms and secret keys. This 

is a direct result of the fact that those who commit cybercrime 

are growing more sophisticated all the time. Cryptography is 

applied to offer security to communications via the process of 

encrypting the messages, and it also serves to keep the 

messages' integrity intact. The use of cryptography is widely 

considered to be essential for software companies, devices 

connected to the internet of things (IoT), and services that 

require privacy, trust, and integrity to protect their data. 

However, in recent years, cyberattacks on electronic devices, 

user information, and digital transactions have vastly 

improved, posing a significant challenge for those who are 

responsible for implementing security measures. Data security 

is just as crucial to current electronic devices as low power 

consumption and fast speed performance in that device. To 

protect against these kinds of assaults and manipulation, a 

cryptographic system that is reliable is thus quite desired. 

Nevertheless, the most difficult duty is to preserve the system's 

integrity while also ensuring that it is constantly secure. 

Because of this, the Rivest-Shamir-Adleman (RSA) 
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cryptosystem and elliptic curve cryptography (ECC) are now 

the most widely used forms of encryption in the contemporary 

age [2, 3]. 

An electronic device that is composed of a large number of 

different types of components [1] and whose computing 

performance is determined by parameters such as processing 

speed, storage, time delay, device area, key lengths, and the 

amount of power used. Elliptic Curve Cryptography (ECC), on 

the other hand, has much shorter key lengths and requires 

much less complexity and power than the Rivest-Shamir-

Adleman  like RSA cryptosystem, yet it offers the same level 

of protection as RSA does. RSA, for instance, necessitates a 

key length of 2048 𝑏𝑖𝑡𝑠 for a certain security action, while 

ECC only necessitates 233 bits of key length for the identical 

operation over a binary field [6-8]. [Note: RSA is a more 

secure algorithm.] In addition to this, Elliptic Curve 

Cryptography, often known as ECC, offers carry-free 

operations, which enables hardware implementations. The 

Elliptic Curve Cryptography (ECC) cryptosystem is more 

advantageous than the Rivest-Shamir-Adleman (RSA) 

cryptosystem as a result of the benefits described above. And 

ECC may be particularly helpful for applications that need 

significant computational power as well as embedded devices. 

As a result, this ECC system is applicable to the fields of 

network security, health-care device operations, and smart-

grid operations, all of which place an emphasis on maintaining 

a high level of security. 

Therefore, a large amount of effort has been contributed by a 

number of scholars in order to create an effective ECC system, 

and some of the relevant literature is going to be described in 

the paragraph that is following this one. In this paper, a hard 

processor architecture for elliptic curve cryptography (ECC) 

on FPGA over Galois Fields is proposed. This approach 

promotes flexibility in the body. However, the amount of time 

needed to complete tasks is significantly increased while 

employing this approach. A Montgomery multiplier design is 

suggested for use in Elliptic Curve Cryptography (ECC) in 

order to improve the efficiency with which flaws may be 

found. In addition to this, the scalar multiplication model that 

was developed offers protection against fault assaults as well 

as duplicating schemes. The Xilinx ISE FPGA serves as the 

platform for the implementation of this design. In order to offer 

high speed and decrease space, an efficient Vedic multiplier 

that can be used for elliptic curve cryptography (ECC) on 

FPGA architecture has been presented. Xilinx FPGA is being 

used for the implementation of this synthesis process. 

However, in the previously described methods, problems with 

Elliptic Curve Cryptography (ECC) employing point 

multiplication remain unaddressed. These problems include 

computational complexity, time delay, processing speed, and 

excessive power consumption. 

For this reason, the purpose of this paper is to propose a novel 

High Throughput Concurrent Computation (HTCC) technique 

that makes use of point- multiplier architecture for Elliptic 

Curve Cryptography (ECC) core on Xilinx Virtex-5 and Xilinx 

Virtex-7 Field-programmable gate arrays (FPGA) with high 

efficiency. Since the suggested HTCC point-multiplier 

architecture is built with low latency and gives more flexibility 

in comparison to existing hardware devices, it is possible to 

simply update ECC algorithms on FPGA. Due to the 

insignificant cost of manufacturing, Field-programmable gate 

arrays (FPGA) are much more cost-effective than application-

specific integrated circuits (ASIC) for sample production in 

lower numbers. As a result, an HTCC point-multiplier 

architecture is provided over binary fields 𝐺𝐹(2𝑛) which is 

then synthesised in FPGA. This is done in order to alter the 

algorithms of ECC cores by mixing concurrent computing 

techniques. In this article, a method known as HTCC is 

presented in order to improve the processing speed as well as 

the effectiveness of the point-multiplier architecture. The High 

Throughput Concurrent Computing (HTCC) methodology that 

has been developed is an example of a concurrent calculation 

method that can finish its computation in only one clock cycle. 

As a result, the suggested HTCC method exhibits a level of 

efficiency that is much greater than that of the different group 

operations of elliptic curve design. Therefore, the suggested 

HTCC point-multiplier architecture achieves superior results 

in terms of the area-time product and requires less time to 

synthesise than the research efforts that were previously 

discussed. 

II. IMPLEMENTATION 

The ECC method may be implemented in a variety of fields, 

such as over real numbers, prime Galois fields, and binary 

fields, respectively. Prime Galois fields, on the other hand, 

function well for software executions, although binary fields 

perform excellently with hardware implementations. Prime 

Galois fields also work well for generating prime numbers. 

ECC, or Elliptic Curve Cryptography, is a technique for 

public-key encryption that helps to ensure high levels of 

security, secrecy, and validity in transmitted data. It is 

generally agreed upon that ECC is the most trustworthy and 

effective cryptosystem that can presently be used. In spite of 

this, there is still opportunity for improvement in the efficacy 

of the ECC cryptosystem across the whole of its actual 

implementation.  

In addition to calculating a variety of various group operations, 

the bulk of the researchers have focused the majority of their 
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attention on modifying the finite-field arithmetic model. On 

the other side, it can lead to an increase in the latency of the 

group. Taking this into consideration, there is a chance that it 

may slow down the network. In addition to this, the high-speed 

multiplier systems are only concerned with a single area of the 

device at any one time. As a consequence of this, the results of 

this research offer a design called a High Throughput 

Multiplier that may be used in elliptic cryptographic 

applications. This architecture will be able to maintain a high 

degree of efficiency while performing concurrent 

computations on 𝑋𝑖𝑙𝑖𝑛𝑥 𝑉𝑖𝑟𝑡𝑒𝑥 − 5 𝑎𝑛𝑑 𝑋𝑖𝑙𝑖𝑛𝑥 𝑉𝑖𝑟𝑡𝑒𝑥 − 7 

Field-programmable gate arrays (FPGA). 

III. OBJECTIVE 

The goal is to develop new computational architecture with the 

intention of lowering the number of clock cycles required for 

computing (latency). Design and construct an architecture for 

High Throughput Concurrent Computation (HTCC) point 

multipliers that has low latency and gives better flexibility in 

comparison to existing hardware devices. This enables ECC 

algorithms to be readily changed on FPGA. The purpose of this 

endeavour is to apply in the area of binary for bit lengths of 

2, 163, 𝑎𝑛𝑑 2, 283 𝑏𝑖𝑡𝑠 with the intention of improving speed, 

throughput, and efficiency. The last step of the mission is to 

synthesise utilising 𝑣𝑒𝑟𝑡𝑒𝑥 5 𝑎𝑛𝑑 𝑣𝑒𝑟𝑡𝑒𝑥 7, and then evaluate 

the provided inputs in terms of their area, speed, and 

efficiency. Develop a full elliptic curve encryption system 

architecture in the firmware and use FPGA. 

1. To design arithmetic handling in ECC Core. 

a) Point Multiplication Architecture. 

b) Point division Architecture. 

2. Area efficient realization of the architecture on FPGA 

3. Architecture design targeting low latency. 

4. Power efficient architecture for FPGA. 

FPGAs, which are also known as field programmable gate 

arrays, are able to achieve higher levels of performance while 

consuming less power than general purpose processors. This is 

made possible by the fact that FPGAs are configured 

specifically for the problem that needs to be solved. Because 

of the ease with which they can be reconfigured, FPGAs make 

this kind of thing feasible. Field-programmable gate arrays, 

abbreviated to FPGAs for short, are a method of 

implementation that is appropriate for computationally 

demanding applications such as signal, image, and network 

processing jobs [1]. This is possible because FPGAs can be 

altered through programming. 

The Fast Fourier Transform, or FFT, is one of the operations 

that is used most frequently in digital signal processing 

algorithms [2]. It also plays an important part in a wide variety 

of signal processing applications, including image processing, 

speech processing, and software defined radio, amongst 

others. FFT processors should be of better throughput with 

decreased calculation time. Because of this, if we want to 

compute a greater number of data samples, we will need to 

give some consideration to the size of the FFT processor, since 

the number of stages required for each FFT calculation rises 

by a factor that is proportional to 𝑁. Maximizing performance 

while adhering to power dissipation limits may be 

accomplished with the use of energy-efficient design strategies 

in the process of designing high throughput FFT designs. 

One of the possible high throughput designs is a spatial and 

parallel FFT architecture, which is also known as array 

architecture [3]. This architecture is based on the Cooley-

Tukey algorithm layout. Despite this, the implementation of 

the array design requires a significant amount of hardware. 

Through the use of spatial parallelism, it is able to achieve 

great performance, despite the increased routing resources this 

requires. However, when the scale of the problem increases, 

expanding the architecture physically is not practical owing to 

major power and area issues brought on by intricate linkages. 

These issues originate from the fact that the problem requires 

more space. 

When performing FFTs that demand a high data flow, 

pipelined designs are helpful [4, 5], [6], [7]. The rows are often 

collapsed as part of the pipelined architecture design 

philosophy. For the pipeline implementation of the 𝑟𝑎𝑑𝑖𝑥 − 2 

FFT method, the 𝑟𝑎𝑑𝑖𝑥 − 2 multi-path delay commutator [8] 

[9] was arguably the most conventional solution. The addition 

of memories results in an increase in area, and there is a delay 

that is directly connected to the amount of memory that is 

being used [10]. 

In this study, we suggest an innovative design for an area-

efficient FFT by reusing 𝑁/2 numbers of butterfly units more 

than once rather than employing (𝑁/2) log2 𝑁  butterfly units 

only once [11]. This is accomplished via a time control unit 

that recycles the butterfly units to finish the FFT calculation 

after sending back the data that it had previously calculated for 

𝑁/2 butterfly units to itself for (log2 𝑁 ) times. In contrast to 

the array architecture and pipelined designs, the pipelined 

architecture has a space need that is just 𝑁/2 𝑟𝑎𝑑𝑖𝑥 − 2 

elements, which is clearly a far lower footprint. 

IV. ALGORITHM FOR THE TRADITIONAL FFT 

The Cooley-Tukey Fast Fourier Transform (FFT) method is by 

far the most frequent algorithm used when generating FFT. In 

order to solve FFT problems of any arbitrary size 𝑁, this 

technique employs a recursive approach. The approach 

reduces the complexity of the algorithm by dividing the main 

http://www.ijritcc.org/
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FFT into many smaller FFTs, which are then processed 

separately. This method makes 𝑁 = 𝑁1. 𝑁2, where 𝑁1 and 𝑁2 

are the sizes of the smaller FFTs. If the size of the FFT is 𝑁, 

then this algorithm makes 𝑁 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝑁. The most frequent 

implementation of the Cooley-Tukey technique, known as 

𝑟𝑎𝑑𝑖𝑥 − 2 decimationin-time (DIT), may be used for numbers 

of any arbitrary size 𝑁. It is possible to write 𝑁 as a 

𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 2, which would be written as 𝑁 =  2𝑀, where 𝑀 is 

an integer. This method is referred to as a decimation-in-time 

algorithm because at each step, the input sequence is split into 

smaller sequences, which is another way of saying that the 

input sequences are decimated at each stage. The fast Fourier 

transform (FFT) of an 𝑁-point discrete-time complex 

sequence 𝑥(𝑛), where 𝑛 =  0,1 … …  𝑁 −  1, is defined as 

follows: 

𝑌(𝑘) =  ∑ 𝑥(𝑛)𝑊𝑁
𝑛𝑘

𝑁−1

𝑛=0

, 𝑘

= 0,1, … … … … … 𝑁 − 1                      (1) 

where 𝑊𝑁  =  𝑒−𝑗2𝜋/𝑁 and the FFT is partitioned into two 

equal pieces by 𝑟𝑎𝑑𝑖𝑥 − 2. In the first step of this process, the 

Fourier transform of the even index numbers is calculated. The 

other component determines the Fourier transform of the odd 

index numbers, combines the results of this calculation, and 

then applies it to the full sequence to get the Fourier transform. 

Separating the x(n) into odd and even indexed values of x(n), 

we obtain 

𝑁

2
− 1                          

𝑁

2
− 1  

𝑌 (𝑘) =  𝑋
𝑥𝑒(𝑛)𝑊𝑁

𝑛𝑘2
     

+        𝑊𝑁𝑘 𝑋
𝑥𝑜(𝑛)𝑊𝑁

𝑛𝑘2
               (2) 

𝑛 = 0                   𝑛 = 0 

PROPOSED FFT ALGORITHM 

The overall number of butterfly units used in an FFT processor 

determines how much space the device takes up. Each 

butterfly unit has multiplier blocks in addition to blocks that 

may add or subtract numbers. The bit resolution of the samples 

determines the size of the area of these two mathematical 

blocks. The higher the bit resolution, the greater the area. The 

conventional FFT technique dictates that each stage must have 

𝑁/2 times as many butterfly units as the stage before it. As a 

result, the total number of butterfly units for a conventional 

FFT processor may be calculated as 

𝐵𝑈𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝐹𝐹𝑇 =  (
𝑁

2
) 𝑙𝑜𝑔2 𝑁                  (3) 

In the approach that has been suggested, there are 𝑁/2 times 

as many butterfly units that are reused as there are log2 𝑁 

times. As a result, the revised design of the FFT processor calls 

for 𝐵𝑈𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑𝐹𝐹𝑇  number butterfly units, which can be 

calculated using the formula: 

𝐵𝑈𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑𝐹𝐹𝑇 =  
𝑁

2
           (4) 

The proposed architecture of FFT processor reduces the 

number of butterfly units by a factor of (α), which is given by  

∝ =  

𝑁
2

𝑁
2

 log2 𝑁
       

∝ =  log2 𝑁−1                            

                          ∝ =  log𝑁 2                            (5)    

Table I shows that the number of multipliers and 

adders/subtractions for the proposed FFT is less compared to 

that of the traditional FFT. 

 

 
ARCHITECTURE OF PROPOSED FFT PROCESSOR 

The low area is the most important feature of the proposed FFT 

processor, although it has a number of other important features 

as well. The architecture that is being considered at this time 

recycles 
𝑁

2
 times the number of butterfly units for a grand total 

of log2 𝑁 times. A block diagram of the proposed fast fourier 

transform (FFT) processor is shown in the following 

illustration. Figure 3 contains this particular diagram for your 

perusal. It is made up of several different components, the most 

notable of which are a control unit, a butterfly unit, and a 

routing network. An input output enable block is also a part of 

this package. 

http://www.ijritcc.org/
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Fig. 2. A comparison of the required number of multipliers 

for a traditional FFT processor and the one proposed here 

 

Fig. 3 A comparison of the required number of adders and 

subtractors blocks in the traditional FFT processor and the 

proposed FFT processor 

In this case, the control unit is what is responsible for 

synchronizing all of the FFT processor's blocks. It also 

controls the input, output, and feedback data bus, in addition 

to counting the number of stages. The control block is 

responsible for the generation of three signals: the multi-bit 

stage bus, the one-bit Input Select Line (ISL), and the output 

select line (OSL) (SB). This stage bus (SB) is where the FFT 

calculation is at its current stage. The rising edge of the clock 

signal triggers an increase in the number of stages that are 

performed by the control unit. After the first stage, set 

𝐼𝑆𝐿 =′ 0′ to pick data from an external source. After that, set 

𝐼𝑆𝐿 =′ 1′ to select data from the feedback path or register 

array for log2 𝑁 − 1 times. Finally, set 

𝑂𝑆𝐿 =′ 0′ 𝑓𝑜𝑟 (log2 𝑁) − 1 times to retrieve the output data 

of the butterfly unit to register array. At the log2 𝑁th time, 

𝑂𝑆𝐿 =′ 1′ must equal in order to activate the FFT processor's 

output data route.  

 

Fig. 4. The design of the FFT processor that was put 

forward for consideration 

Butterfly unit (BU) 

According to the mathematical diagram, the output samples of 

the butterfly unit are produced after an addition and subtraction 

operation with the product of an even data sample and a 

twiddle factor. The twiddle factor is the variable that causes 

the output samples to be unpredictable. The randomness that 

is introduced into the output samples is a result of a variable 

known as the twiddle factor. The twiddle factor is a variable 

that determines how much randomness is introduced into the 

output samples. This variable is responsible for the 

introduction of the randomness. You can find an illustration of 

this idea in the fifth figure of the figure, which is provided for 

your review. These butterfly-shaped devices are able to keep 

accurate time, which enables them to function as clocks. The 

rising edge of the clock signal signifies the beginning of the 

multiplication process, while the falling edge of the clock 

signal indicates the beginning of the addition or subtraction 

operation. As can be seen in Figure 5, the whole of the butterfly 

unit's function may be completed in the space of a single clock 

cycle. 

 

Fig. 5. Architecture of butterfly unit 

Twiddle factor ROM 

The twiddle factor coefficients are saved in the ROM that the 

twiddle factor uses. This ROM unit's size may be expressed as 

log2 𝑁𝑋(
𝑁

2
). This block has an output signal count of 

𝑁

2
 , and 
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those 
𝑁

2
  output signals are coupled to an equal number of 

butterfly units. A connection has been made between the stage 

bus (SB) and the address bus of the ROM. 

 
Fig. 6. Timing diagram of butterfly unit 

 

The correct sequences of input samples are sent by the routing 

network unit to the butterfly units so that the various stages of 

calculations may take place. The significance of the stage bus 

(SB) value determines the output of this unit. At the beginning 

of the process, the routing network produces a sample 

sequence that is bit-reversed based on the input samples. In the 

next phases, the routing network will reorder the feedback 

samples such that they are separated by a distance of 2𝑚−1, 

where m is defined as m=2, 3, . . . log2 𝑁. Figure.7 illustrates 

the data route configuration for an 8-point fast Fourier 

transform. The feedback samples are denoted by the dashed 

arrows. Arrows that cross one other represent the butterfly 

units. Register array [12] is responsible for storing the data 

from the butterfly units' last iteration and for transmitting that 

data at the rising edge of the clock. 

 

Fig. 7.Data path layout of 8-point FFT processor 

 

DEPLOYMENT & OUTCOMES: 

In accordance with the suggested FFT processor, the 

architecture of an 8-point FFT processor is shown in Figure 8. 

The timing diagram for this CPU may be seen in figure 9. 

𝑋(𝑛) 𝑎𝑛𝑑 𝑌(𝐾) stand for input and output samples, 

respectively, while f(k) represents the output samples from the 

stage that came before. VHDL is used for coding the 

architecture of the proposed 8-point FFT processor, and 𝑋𝑖𝑙𝑖𝑛𝑥 

is used for emulating and synthesising the design. 

 

The architecture of an 8-point FFT processor is presented 

graphically in Figure 8, which is consistent with the FFT 

processor that was suggested earlier. Figure 9 illustrates the 

CPU timing diagram while also providing a graphical 

representation of the data. Figure 9 also provides some context. 

The samples that are denoted by 𝑋(𝑛)𝑎𝑛𝑑 𝑌(𝐾)respectively, 

represent the input and output in this notation. The samples that 

are denoted by f(k), on the other hand, represent the output 

samples that were generated by the stage that came before it. 

Emulating and synthesising the design are both handled by 

𝑋𝑖𝑙𝑖𝑛𝑥, while VHDL is the language of choice for coding the 

architecture of the proposed 8-point FFT processor. 𝑋𝑖𝑙𝑖𝑛𝑥 is 

the tool that should be used for either of these two tasks. 

 
Fig 8. Architecture of an 8-point FFT processor that has been 

proposed 

Virtex-6 support added to ISE 14.2 for FPGAs. The results of 

a comparison between advanced HDL synthesis reports and 

conventional FFT are shown in Table 3. Figure.10 shows the 

created comprehensive RTL diagram of the 8-point FFT 

processor that was suggested. Figure.9 and Table 4 provide a 

comparison of the needs for the number of DSP slices and 

LUTs, respectively, while Figure.9 presents a comparison of 

the timing delay with the conventional FFT processor. 
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Fig. 8. Timing Diagram of an 8-point Fast Fourier Transform 

 

 

Fig. 9. A comparison of the number of LUTs and DSP 

slices between the conventional FFT processor and the 

suggested one 

 

 
 

 

Fig. 10. Specifications of the RTL diagram for an 8-point 

fast Fourier transform processor 

V. CONCLUTION 

The architecture that was built demonstrates a Radix2 FFT 

processor that utilises its space in an effective and efficient 

manner. The fact that the butterfly units from one stage are 

reused several times by the algorithm leads to a considerable 

decrease in the amount of space required for the overall 

pattern. Both the emulation of the architecture and a 

performance analysis of the operation of the FPGA's operation 

in terms of overall response time and consumption of hardware 

resources have both been carried out. An in-depth 

investigation reveals that the proposed layout greatly reduces 

the space while yet preserving the same response time. This is 

the result of the reduction in reaction time. Both the design of 

the silicon layout and an examination of the performance 

trade-off that takes place after the layout have the potential to 

be explored further in the development process. 
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