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Abstract
The performance of a wavelet-based optical flow velocimetry (wOFV) algorithm in extracting high accuracy and high-
resolution velocity fields from tracer particle images in wall-bounded turbulent flows is assessed. wOFV is first evaluated 
using synthetic particle images generated from a channel flow DNS of a turbulent boundary layer. The sensitivity of wOFV 
to the regularization parameter ( � ) is quantified and results are compared to cross-correlation-based PIV. Results on synthetic 
particle images indicated different sensitivity to under-regularization or over-regularization depending on which region of 
the boundary layer is being analyzed. Nonetheless, tests on synthetic data revealed that wOFV can modestly outperform 
PIV in vector accuracy across a broad � range. wOFV showed clear advantages over PIV in resolving the viscous sublayer 
and obtaining highly accurate estimates of the wall shear stress and thus normalizing boundary layer variables. wOFV was 
also applied to experimental data of a developing turbulent boundary layer. Overall, wOFV revealed good agreement with 
both PIV and a combined PIV + PTV method. However, wOFV was able to successfully resolve the wall shear stress and 
correctly normalize the boundary layer streamwise velocity to wall units where PIV and PIV + PTV showed larger devia-
tions. Analysis of the turbulent velocity fluctuations revealed spurious results for PIV in close proximity to the wall, leading 
to significantly exaggerated and non-physical turbulence intensity in the viscous sublayer region. PIV + PTV showed only 
a minor improvement in this aspect. wOFV did not exhibit this same effect, revealing that it is more accurate in capturing 
small-scale turbulent motion in the vicinity of boundaries. The enhanced vector resolution of wOFV enabled improved 
estimation of instantaneous derivative quantities and intricate flow structure both closer to the wall and more accurately 
than the other velocimetry methods. These aspects show that, within a reasonable � range that can be verified using physi-
cal principles, wOFV can provide improvements in diagnostics capability in resolving turbulent motion occurring in the 
vicinity of physical boundaries.
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1 Introduction

Fluid flow dynamics and the interaction with walls are of 
prime importance in a variety of engineering applications. 
The dynamics of the ‘boundary layer’ region are of major 
interest and have been the subject of extensive research since 
the fundamental work of (Prandtl 1904). Detailed knowl-
edge of the momentum transport processes within turbulent 
boundary layers underpins the success of many industrial, 
aerodynamic and medical designs and their relevant appli-
cations. Obtaining accurate velocity measurements across 
the extent of the boundary layer flow is key to developing 
a sound understanding of the complex multi-scale phenom-
ena present in wall-bounded turbulence. The structure of 
the turbulent boundary layer is commonly delineated based 
on regions primarily dominated by either viscous stresses 
(the viscous sublayer), turbulent Reynolds stresses (the loga-
rithmic region) or influenced by both (the buffer layer). To 
evaluate and facilitate comparison of these different regions 
between theoretical, numerical and experimental results, the 
boundary layer mean streamwise velocity ⟨U1⟩ and wall-nor-
mal distance coordinate x2 are typically normalized to the 
so-called wall units:

 where � is kinematic viscosity, a physical property of the 
fluid. The key variable involved in the nondimensionaliza-
tion is the friction velocity u

�
 , defined as:

 where � is the fluid density. �w is the mean wall shear stress:

 where � is the dynamic viscosity ( � = �� ). For flows with 
constant physical properties, it can be seen from Eqs. 1, 2, 3 
and 4 that the normalizing variable u

�
 is ultimately defined 

by the wall shear stress �w and therefore by the estimate of 
the velocity gradient at the wall � . The accurate determina-
tion of � is thus crucial for accurate scaling and subsequent 
evaluation of boundary layer quantities. This sharp gradi-
ent due to the no-slip condition at the wall is challenging 
to resolve experimentally due to the need to sample flow 
motion down to the wall with sufficient accuracy with mini-
mal disturbance to the flow itself.

(1)u
+ =

⟨U1⟩
u
�

(2)y+ = x2
u
�

�

(3)u
�
=

√
�w

�

(4)�
w
= �

�⟨U1⟩
�x2

����x2=0
= ��

Non-intrusive flow measurement techniques such as 
digital particle image velocimetry (PIV) have become well 
established for boundary layer investigations (Adrian et al. 
2000; Willert 2015; De Silva et al. 2014; Dennis and Nick-
els 2011; Gao et al. 2013; Herpin et al. 2008; Lehew et al. 
2013; Schröder et al. 2011). To determine the velocity, each 
PIV image is subdivided into interrogation windows (IWs), 
which are cross-correlated between image frames. PIV has 
become a mature diagnostic technique that is robust, effi-
cient and well-understood in terms of its sources of error 
and theoretical underpinnings. However, a fundamental 
limitation still exists in that the spatial resolution of PIV 
is directly related to the smallest size of the IW (Kähler 
et al. 2012a). Since the velocity vector represents a spatially 
averaged velocity of particles within each IW, the estimated 
velocity is a low-pass filtered version of the true fluid flow, 
which is problematic if turbulent fluctuations and velocity 
gradients are present within the IW itself. Particularly in 
the case of wall-bounded flows, which always feature strong 
velocity gradients near the wall, obtaining accurate and reli-
able velocity measurements in the vicinity of the wall can 
present challenges for cross-correlation-based PIV. The low-
pass filtering effect increases uncertainty in regions of high 
velocity gradients due to an increased spread and biasing of 
the correlation peak (Scarano and Riethmuller 2000; Kähler 
et al. 2012a, b; Raffel et al. 2018).

Another velocimetry technique is particle tracking veloci-
metry (PTV) which attempts to detect and subsequently 
match individual tracer particles between frames to deter-
mine their velocity. This method is sometimes used as a 
subsequent step following an initial PIV result in hybrid 
PIV + PTV algorithms (Keane et al. 1995; Stitou and Rieth-
muller 2001). Use of PIV + PTV can significantly improve 
the achievable spatial resolution over PIV (Kähler et al. 
2012a), without requiring low seeding densities and has 
been employed to study boundary layer flows (Renaud et al. 
2018; Ding et al. 2019; Kähler et al. 2012b). However, PTV 
vector fields often contain higher noise levels in the signal, 
and sufficient filtering or direct spatial/ensemble averaging 
is required to mitigate this noise.

A promising alternative to these traditional velocimetry 
techniques is a method originating from the field of com-
puter vision, known as optical flow (Horn and Schunck 
1981). Optical flow is a method often referred to in litera-
ture as dense motion estimation, i.e., a velocity vector is 
calculated for every pixel in a digital image. Application 
of optical flow velocimetry (OFV) techniques have previ-
ously demonstrated increased accuracy and resolution over 
conventional correlation-based methods (Yuan et al. 2007; 
Ruhnau et al. 2007; Corpetti et al. 2006; Héas et al. 2012; 
Dérian et al. 2013; Kadri-Harouna et al. 2013; Schmidt and 
Sutton 2020; Schmidt et al. 2021a, b). Such studies have 
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primarily focused on synthetic and experimental test cases 
involving analytical flows, isotropic turbulence and free 
shear flows.

The impressive spatial resolution and improved velocity 
vector accuracy associated with OFV make it an attractive 
tool to resolve velocities close to the wall, enabling reli-
able calculation of � . At the same time, OFV can improve 
estimation of small-scale turbulent fluctuations near 
the wall as well as computation of derivative quantities 
which yield insight on near-wall vortical structures that 
are believed to play an important role in the organization 
of turbulence within the boundary layer (Robinson 1991; 
Herpin et al. 2012; Adrian et al. 2000). Despite its capa-
bilities, only a few applications of OFV to wall-bounded 
flows exist in the literature (Kapulla et al. 2011; Kähler 
et al. 2016; Stanislas et al. 2005; Ruhnau and Schnörr 
2006; Stark 2013; Cai et al. 2019; Gevelber et al. 2022). 
Such studies primarily use wall-bounded environments as 
test cases for other aspects of the specific OFV algorithms 
and limit investigations to velocity profiles. A thorough 
evaluation of OFV to resolve a turbulent boundary layer is 
limited. Furthermore, analysis of derived quantities such 
as the wall shear stress as well as evaluation of the accu-
racy and effect on resolution of the inner-scaled turbulent 
boundary layer quantities is absent in the literature.

Variational OFV techniques involve selection of a scalar 
regularization parameter that is typically determined empiri-
cally. Regularization imparts a degree of spatial regularity to 
the estimated flow field that suppresses non-physical noise 
and provides closure to the optical flow problem. Correct 
selection of the regularization parameter � is key in obtain-
ing accurate velocity fields that accurately resolve fine-scale 
motion without excessive damping or smoothing of velocity 
gradients. This is especially important in estimating � , where 
the discontinuity in motion at the wall can be particularly 
susceptible to the smoothing effect inherent in regulariza-
tion (Weickert and Schnörr 2001; Kalmoun 2018; Zach et al. 
2007; Black and Anandan 1996; Aubert 1999). To the best 
of the authors’ knowledge, other works exploring or discuss-
ing this parameter in the context of fluid velocimetry are 
limited to those of (Corpetti et al. 2002; Kapulla et al. 2011; 
Stark 2013; Schmidt and Sutton 2020; Cai et al. 2018; Heás 
et al. 2013). None of these, however, have investigated the 
sensitivity of � specifically in relation to near-wall measure-
ments in wall-bounded flows.

The present work assesses the performance of an 
advanced wavelet-based optical flow velocimetry (wOFV) 
method to obtain highly resolved and accurate measurements 
of velocity and derived quantities such as the wall shear 
stress in turbulent wall-bounded flows. The influence of 
regularization on velocity results and normalized boundary 
layer quantities is investigated to understand the effect of 
this parameter. The first part of the manuscript provides an 

overview of optical flow and a brief outline of the wavelet-
based implementation. This is followed by a detailed assess-
ment and sensitivity study of the regularization parameter 
on wOFV results in comparison with correlation-based PIV 
using synthetic particle images generated from DNS of a 
turbulent channel flow. The final part of this work applies 
wOFV to an experimental PIV dataset featuring a develop-
ing turbulent boundary layer. Results are compared to corre-
lation-based PIV processing to demonstrate the advantages 
of wOFV as an alternative technique in the study of turbu-
lent wall-bounded flows.

2  Optical flow

2.1  Principles

Optical flow describes the apparent displacement of bright-
ness intensity patterns in an image sequence (Horn and 
Schunck 1981). The basic assumption in optical flow tech-
niques is the conservation of a quantity in the image plane, 
typically brightness intensity along a point trajectory. This 
is expressed as the optical flow constraint equation (OFCE):

where I(x, t) is the brightness intensity at pixel loca-
tions x =

(
x1, x2

)T  in the image domain Ω and 
U(x, t) =

(
U1(x, t),U2(x, t)

)T  is the two-dimensional dis-
placement. Equation 5 is recognizable as a transport equa-
tion of a passive scalar in a divergence-free flow (Liu and 
Shen 2008). Assuming a constant velocity and a unit time 
interval between the image pair, Eq. 5 can be integrated to 
the displaced frame difference (DFD):

Equation 5 or 6 is known as the data term in optical flow 
literature. It establishes the relationship between a meas-
urement in the image plane I(x, t) and the variable to be 
calculated U(x) . The data term is incorporated into a penalty 
function to be minimized, commonly a quadratic penalty as 
employed in the present study:

The data term however is ill-posed, as it relates a two-
dimensional velocity to only one observed variable being 
the image intensity. This results in an ambiguous situation 
where only motion perpendicular to brightness gradient con-
tours can be determined, known in literature as the aperture 
problem (Beauchemin and Barron 1995). Different methods 

(5)
dI(x, t)

dt
=

�I(x, t)

�t
+ U(x, t) ⋅ ∇I(x, t) = 0

(6)I0(x) − I1(x + U(x)) = 0

(7)J
D
= ∫Ω

[
I0(x) − I1(x + U(x))

]2
dΩ
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of resolving the aperture problem exist (Barron et al. 1994). 
In the seminal work of (Horn and Schunck 1981), a vari-
ational approach was proposed to assimilate the data term 
together with an additional smoothness constraint known as 
the regularization term JR , weighted by a scalar parameter 
� , into a minimization problem to solve for the image plane 
per-pixel displacement:

where the caret ( ̂ ) denotes the final estimated quantity. The 
regularization term, which is solely a function of the veloc-
ity field, provides additional information about the veloc-
ity field to compensate for regions where motion cannot be 
determined from the data term alone, such as tangentially 
along image contours, as well as regions of constant, uni-
form image features where spatiotemporal image gradients 
vanish. JR affects the spatial coherence of neighboring veloc-
ity vectors and enforces a degree of regularity or visually 
perceived “smoothness” to the velocity field. Regularization 
also functions as a type of outlier rejection process during 
the minimization (Heitz et al. 2010) and reduces the suscep-
tibility of the estimated vector field to noise and imaging 
imperfections. In the context of fluid velocimetry, regulari-
zation terms involving higher-order derivatives of the veloc-
ity field are preferred to better preserve velocity gradients 
and thus improve estimation of derived quantities such as 
vorticity and strain rate. The present work uses the Laplacian 
regularization in a quadratic penalty:

with the continuous wavelet operator approximation 
described in (Kadri-Harouna et al. 2013). Laplacian regu-
larization imparts a physically sound smoothing in a simi-
lar manner to viscosity in divergence-free two-dimensional 
flows (Schmidt and Sutton 2021). Using the Laplacian regu-
larization provides nearly identical accuracy but with signifi-
cantly less computing time than other high-order schemes 
such as the second-order divergence curl (Suter 1994) or 
viscosity-based regularization (Schmidt and Sutton 2021).

Variational optical flow techniques seek a per-pixel vector 
field transformation Û that maps one image onto the sub-
sequent that best: (1) conserves pixel brightness intensity 
and (2) enforces the regularity defined by JR . The param-
eter � in Eq. 8 establishes the relative importance of JD 
versus JR during the minimization process and determines 
the extent to which JR can deviate the estimated velocity 
field Û from the constraint of brightness conservation in JD . 
Lower � values place a stronger emphasis on reducing JD 
during minimization, thus attempting to better match pixel 
intensities between I0 and I1 to reduce the DFD even if the 
intensity variations do not correspond to the true motion. 

(8)Û = argmin
U

J
D

(
I0, I1, U

)
+ 𝜆J

R(U)

(9)J
R
= ∫Ω

|||∇
2
U1

|||
2

+
|||∇

2
U2

|||
2

dΩ

This creates non-physical velocity fluctuations at fine scales 
visible as noise in Û . Increasing � dampens the small-scale 
motion, however, a higher � weighting can lead to excessive 
smoothing of the velocity field. Sensitivity analysis of this 
parameter is a key aspect in understanding the applicability 
of OFV as an alternative diagnostic technique to studying 
wall-bounded flows.

2.2  Wavelet‑based optical flow

The current wOFV implementation was proposed by Dérian 
et al. (2013), developing on the original wavelet-based opti-
cal flow methods of Wu et al. (2000) and Chen et al. (2002) 
for computer vision applications. Improvements in the form 
of symmetric boundary conditions (Schmidt and Sutton 
2020) and efficient implementation of high-order and physi-
cally sound regularization terms (Kadri-Harouna et al. 2013; 
Schmidt and Sutton 2021) have furthered the robustness and 
accuracy of this technique. For brevity, only an overview of 
the wavelet-based optical flow method is presented. Details 
of the wOFV algorithm can be found in (Dérian et al. 2013; 
Kadri-Harouna et al. 2013; Schmidt and Sutton 2019, 2020).

The principle of wOFV, in contrast to other OFV tech-
niques, is to perform the minimization in Eq. 8, not over 
the physical velocity field U(x) , but over the wavelet coef-
ficients � =

(
�1, �2

)T from its discrete wavelet transform 
(DWT) � = �

−1(x)U(x), where �−1(x) denotes the wavelet 
transform decomposition operator. The minimization prob-
lem is then expressed as:

Broadly speaking, a wavelet transform extracts the fre-
quency content of a signal (or image in 2D) at different 
scales of resolution (Mallat 2009). The wavelet transformed 
velocity field coefficients � are optimized sequentially in 
a multiresolution strategy. The wavelet coarsest-scale coef-
ficients are estimated first, before estimating coefficients 
associated with progressively finer scales until the pixel 
scale is reached. Previous coarse-scale velocity estimates 
are included in every level of estimation, therefore, earlier 
spurious vectors from coarser-scale velocity estimates are 
corrected for as finer-scale motion is determined. Once the 
full minimization is complete, the velocity field in physical 
space is recovered by application of the DWT reconstruction 
operator �(x) to the output wavelet coefficients �(x)�̂ = Û.

To cope with large displacements, traditional OFV 
methods commonly use multiresolution coarse-to-fine 
warping strategies (Heitz et al. 2010), which extend the 
achievable dynamic range. This approach, however, can 
lead to propagation of errors during the multi-scale esti-
mation process with no possibility of posterior correc-
tion. Conversely, the multiresolution framework inherent 

(10)�̂ = argmin
�

J
D

(
I0, I1, �

)
+ 𝜆J

R(�)
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in wavelet decompositions provides a natural scheme 
that is well-suited to represent the multi-scale nature of 
turbulence (Deriaz and Perrier 2009; Farge et al. 1996). 
Decomposition of the velocity field across the wavelet 
basis functions also allows for accurate implementation 
of high-order derivatives (Beylkin 1992) used in the cal-
culation of JR . Previous studies demonstrated wOFV to be 
among some of the more accurate existing modern OFV 
methods, see (Cai et al. 2018; Kadri-Harouna et al. 2013; 
Dérian et al. 2013; Schmidt and Sutton 2019).

In this work, the wOFV implementation uses the odd 
length biorthogonal nearly Coiflet wavelet basis (BNC 
17/11) introduced by (Winger and Venetsanopoulos 2001). 
This basis has a nearly maximum number of vanishing 
moments possible for a given biorthogonal wavelet fil-
ter size. Maximizing the number of vanishing moments 
increases velocity estimation accuracy up to a degree 
(Dérian et al. 2013). This wavelet family is notable for the 
improved retention of fine details in its wavelet transform 
partial reconstructions which are implicit in the multi-scale 
estimation process in wOFV methods. Since the basis is 
biorthogonal, it is implemented using the non-expansive 
symmetric boundary condition described in (Schmidt and 
Sutton 2020) which eliminates boundary artifacts resulting 
from a lack of periodicity in the imaged motion.

3  Description of synthetic test case

In order to quantitatively assess wOFV performance and � 
parameter sensitivity in wall-bounded flows, it is first nec-
essary to compare estimated velocity fields from wOFV 
to a known ground truth velocity available from synthetic 
data. Synthetic data provide a useful test platform where 
parameters can be easily and independently controlled in 
an idealized image environment. In this work, the synthetic 
data are derived from direct numerical simulation (DNS) of 
a turbulent channel flow (Graham et al. 2016) hosted online 
at John Hopkins Turbulence Database (JHTDB) (Li et al. 
2008). Details of the synthetic data are described below.

3.1  DNS dataset

Table 1 describes the simulation parameters of the JHTDB, 
which are stored in a nondimensional form based on the 
half-channel height h . One hundred temporally correlated 
velocity fields are extracted with a time separation of 2.5 
�t (stored) DNS database timesteps from a subset of the 
DNS domain that includes the no-slip velocity grid point 
of the lower wall. The fields are of nondimensional size 
0.17h × 0.17h ×

(
5 × 10−4

)
h and sampled from the database 

at a grid resolution of 1024 × 1024 × 3 using fourth-order 
Lagrange polynomial interpolation (Berrut and Trefethen 
2004).

3.2  Particle image generation

Once the velocity fields from the DNS are extracted, it 
is necessary to determine tracer particle displacements 
between frames of each image pair as they are advected by 
the DNS velocity. For the initial frame of each image pair, 
synthetic particle tracer locations are initialized from a 
random distribution for each of the extracted DNS velocity 
fields. The velocity field is assumed to be constant between 
consecutive images and the tracers assumed to be spherical 
and massless. The displacement of each particle in each 
second frame is computed numerically using an explicit 
Runge–Kutta scheme (Dormand and Prince 1980) and a 
modified Akima spline interpolation for the velocities at 
particle locations (Akima 1974). The velocity fields and 
particle displacements are then scaled from the nondimen-
sional DNS units to pixel displacements per unity inter-
frame time interval ( dt = 1 ) such that the maximum image 
plane velocity magnitude corresponds to ~ 3.5 px∕dt , and 
the maximum out-of-plane displacement is ~ 0.8 px∕dt.

The particle image pixel intensities are determined 
using classical methods of synthetic particle image genera-
tion (Raffel et al. 2018). The maximum particle intensity is 
governed by its diameter dp and out-of-plane position x3,p 
within a Gaussian profile synthetic laser sheet:

The laser sheet position x3,LS is centered in the middle 
of the extracted DNS domain. The standard deviation of 
the laser sheet profile is set to �LS = 2 such that the 1∕e2 
profile thickness is equal to the out-of-plane x3 thickness of 

(11)Ip = d2
p
exp

(
−8

(
x3,LS − x3,p

)2

2�2
LS

)

Table 1  Simulation parameters (nondimensional) of the JHTDB 
channel flow DNS

Bulk velocity U
b

0.99994
Centerline velocity U

c
1.1312

Friction velocity u
�

0.0499
Kinematic viscosity � 5 ×  10−5

Bulk velocity Reynolds number Re
b
= U

b
2h∕� 3.9998 ×  104

Centerline velocity Reynolds number 
Re

c
= U

c
h∕�

2.2625 ×  104

Friction velocity Reynolds number Re
�
= u

�
h∕� 999.35

DNS database timestep �t 0.0065
Full domain size 8 πh × 2 h × 3 πh
Full grid resolution 2048 × 512 × 1536
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the DNS volume subsection. In this way, the out-of-plane 
particle displacement is less than 1/4 of the laser sheet 
thickness as recommended by (Adrian and Westerweel 
2011). Each particle is randomly assigned a diameter that 
is drawn from a log-normal distribution of values:

 with parameters � = 0.90 px and � = 0.76 px for the mean 
and standard deviation, respectively. The particle seeding 
density is 0.03 particles per  pixel2 (PPP), representative 
of that estimated from the experimental data presented in 
Sect. 5. The in-plane pixel intensity is computed from the 
integral form of the Gaussian function solved analytically 
using error functions. This is a more representative method 
of how a camera integrates the light intensity over individ-
ual pixels compared to simply using the analytical Gauss-
ian expression. Finally, after the pixel intensities have been 
determined, the values are scaled to the dynamic range of 
an 8-bit camera sensor and rounded to integers to mimic 
discretization.

Once the particle images are rendered, the images are ver-
tically shifted upwards by 160 pixels to create a masked wall 
region of zero intensity. This vertical shift avoids having the 
flow region near the bottom of the image where boundary 
conditions in the wavelet transforms of wOFV can affect the 
near-wall velocity estimates. Moreover, this shift of the flow 
region from the image boundary is consistent with experi-
mental images presented in Sect. 5. As this masked region in 
the images has 0 intensity, it does not contribute to the DFD 
and is effectively ignored in the minimization (Schmidt and 
Woike 2021). An example of a rendered particle field image 
is shown in Fig. 1.

4  wOFV assessment using synthetic data

In this section, wOFV performance is assessed using the 
ground truth DNS data for comparison. In particular, the sen-
sitivity of the wOFV results to the regularization weighting � 
is evaluated to understand how � selection affects estimation 
of the turbulent boundary layer motion. wOFV findings are 
reported for 6 values of � = [2, 40, 100, 180, 520, 1000] . This 
range of � covers velocity estimates ranging from under-
regularized (visibly noise-dominated) to over-regularized 
(over-smoothed). The wOFV error throughout the � range 
is determined to identify suitable � values where the wOFV 
error outperforms PIV. In Sect. 4.1, characteristic velocity 
estimates for each � are presented together with the error 
over the entire image domain. Section 4.2 evaluates the 
effect of � on the calculation of wall units and the effect this 

(12)PDF =
1

x�
√
2�

exp

�
−(log x − �)2

2�2

�

has on the interpretation of the mean velocity within each 
region of the boundary layer.

PIV is also applied to the synthetic data, providing a 
benchmark to compare wOFV with the current state of the 
art. A commercial cross-correlation-based PIV software 
(DaVis 10.0.05, LaVision) was used for PIV processing. 
The cross-correlation algorithm used 2 and 3 passes for 
the initial and final Gaussian-weighted IWs of size 64 × 64 
down to 16 × 16 with 75% overlap. The anisotropic denois-
ing filter in DaVis was applied to the PIV vector fields. The 
filter strength was selected for the most accurate results for 
the given IW size. Thus, it should be strongly emphasized 
that the PIV results presented are optimized. A geometric 
mask was placed 1 pixel below the no-slip grid point to cap-
ture the entire particle image region. This results in the first 
PIV velocity vector being 11 pixels above the no-slip pixel 
( x2 = 0 ). For both PIV and wOFV, the particle images were 
preprocessed using a min–max filter (Adrian and Westerweel 
2011) to account for changes in particle intensity resulting 
from out-of-plane motion within the synthetic laser sheet.

A notable feature of wOFV is its ability to provide dense 
velocity estimates with per-pixel vector spacing. Although this 
impressive vector spacing is achievable, the true spatial resolution 
of wOFV is a subject not often discussed and requires thorough 
analysis which is beyond the scope of this work. The average 
spacing between particles can be considered to be a conserva-
tive estimate of wOFV spatial resolution, since this is the average 
maximum distance between image features containing a genuine 
intensity signal. In the synthetic data, the average spacing between 

Fig. 1  Example rendered particle field image from the channel flow 
DNS
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particles is 5.8 pixels. This value is considered as an upper bound 
for wOFV’s spatial resolution, as this estimate only considers 
the average distance between particle centers and does not take 
into account each particles’ local intensity distribution for which 
additional valid vectors are associated. Additionally, because an 
explicit regularization scheme is used, the vectors in regions with-
out particles will contain physically sound flow field information 
from regions containing genuine signals (Schmidt and Sutton 
2021). Such features would improve the true spatial resolution, 
but this requires further analysis. Thus, we report 5.8 pixels as the 
spatial resolution for wOFV, while vectors are resolved per pixel. 
The PIV spatial resolution is reported as the final IW size (i.e., 16 
pixels), while the vector spacing is 4 pixels.

4.1  � sensitivity based on entire image domain

4.1.1  Single image analysis

The influence of � is first described by evaluating features of 
the wOFV velocity field within the entire image domain. Vec-
tor accuracy over the entire image domain is assessed by the 
normalized root-mean-square error:

(13)�u =

√√√√ 1

nv

∑
(
U1 − U1,DNS

)2
+
(
U2 − U2,DNS

)2

U2
1,DNS

+ U2
2,DNS

In Eq. 13, nv is the total number of vectors and Ui is the 
individual velocity value in the streamwise and normal 
direction denoted by subscripts i = 1, 2, respectively. Nor-
malization by the DNS velocity magnitude ensures that 
errors in regions of very low velocities near the wall are 
properly accounted for and not dominated by errors from 
large velocity magnitudes (McCane et al. 2001). Vectors 
from wOFV outside the PIV masked boundary are ignored 
in the error calculation of wOFV for equivalent compari-
son. For comparison with PIV, the DNS ground truth veloc-
ity is subsampled to a lower resolution grid using spline 
interpolation.

Figure 2 shows the instantaneous velocity field magnitude 
from a subset of four selected � values. For comparison, the 
true velocity field from DNS and the corresponding velocity 
field from PIV are also shown. The associated �u value for 
each result is reported above each sub-figure. For wOFV 
with � = 2 , the velocity estimate is under-regularized, lead-
ing to fine-scale noise visible as a speckle-like pattern within 
the velocity field and yields the highest �u of the results 
shown. As � increases to 40, the regularity of the estimated 
flow field is increased and the noise becomes noticeably sup-
pressed. At � = 180 , the noise is effectively removed from 
the velocity field and achieves the lowest �u , thus providing 
the closest agreement with the DNS. This � value producing 
the minimum �u will be referred to as �∗ . Far beyond �∗ at 

Fig. 2  Instantaneous velocity magnitude for the DNS, PIV and wOFV ( � = [2, 40, 180, 1000 ]) results. The gray dashed line marks the location 
of the velocity profiles shown in Fig. 3
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� = 1000 , the flow field is considered over-regularized; the 
noise has been eliminated entirely at the expense of over-
smoothing the flow and therefore deviating from the DNS 
with �u nearly doubling. PIV produces a high-quality veloc-
ity estimate with �u as low as the � = 40 wOFV result. With 
�
∗ , a modest improvement of ~ 23% in �u is achieved over 

PIV, demonstrating wOFV’s improved accuracy over the 
state of the art.

Further assessment of how � influences the estimated 
wOFV velocity field is shown by evaluating local velocity 
profiles. Figure 3 shows the instantaneous streamwise veloc-
ity U1 profiles extracted normal to the wall at pixel location 
x1 = 400 marked by the gray dashed line in Fig. 2. This x1 
location was chosen arbitrarily but reveals trends consistent 
across all x1 locations. The characteristic noise present for 
the under-regularized � = 2 is clearly seen as spurious small-
scale velocity oscillations. These fluctuations are reduced 
significantly as � is increased to �∗ , leading to overall better 
agreement with the DNS. In regions that contain high veloc-
ity gradients as shown near the inflection point at x2 = 240 
in Fig. 3b, it is shown that � = 40 follows the DNS better 
than �∗ = 180 . Thus, even though �∗ is on average optimal 
for the entire imaged motion, localized regions of sharp 
velocity gradients may prefer a slightly lower � to avoid 
washing out small-scale flow features. This aspect is further 
discussed in Sect. 4.1.3. As � exceeds �∗ , the over-smoothing 
effect is seen as a deviation from the DNS with velocity 
gradients becoming increasingly underestimated as clearly 
visible in Fig. 3b. As a benchmark, PIV processing achieves 
good agreement with the DNS, but with the reduced vector 
spacing (1 vector per 4 pixels) as visible in Fig. 3b.

The wOFV �u sensitivity to � is further evaluated for a 
broader range of � computed across 118 values shown in 

Fig. 4. Increments of �� = 1 are used for the first 20 val-
ues to resolve the initial rapid �u variation, starting from 
� = 0.001 to � = 20 , before changing to a coarser spacing 
of �� = 10 for the remaining values. While this � sensitiv-
ity is shown for a single image pair, trends are consistent 
for all image pairs within the 100 image sequence. The 
selected � = [2, 40, 100, 180, 520, 1000] values discussed 
throughout this work are shown in Fig. 4. For clarity, these 
chosen � values correspond to under-regularized ( � = 2), 
slightly under-regularized with �u equivalent to PIV ( � = 
40), near minimum �u ( � = 100), minimum �u ( �∗ = 180), 
slightly over-regularized with �u equivalent to PIV ( � = 
520), and over-regularized ( � = 1000). The corresponding 

Fig. 3  (a) Velocity profile along gray line location in Fig. 2. (b) Zoomed view of high velocity gradient region within velocity profile (extracted 
region marked by the square in a)

Fig. 4  Sensitivity of wOFV �
u
 as a function of � for the velocity field 

in Fig. 2
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PIV error for the same image pair is marked by the red line 
for comparison.

As shown in Fig. 4, wOFV results for 𝜆 < 40 give unac-
ceptable �u values significantly greater than PIV. The large �u 
is a result of the noise introduced into the under-regularized 
flow field. As � increases above 40 , �u values decrease less 
rapidly to the minimum �u at �∗ = 180 . A gradual, linear 
increase in �u past �∗ ensues as the estimated velocity field 
becomes increasingly over-regularized. For the flow field 
in Fig. 2, � values in the range � = 40 − 520 provide mod-
estly more accurate velocity fields than PIV, at best reach-
ing a ~ 23% improvement in �u at �∗ . The exact range of � 
yielding improvements over PIV varies slightly from image 
to image. However, it is positive to see a broad range of � 
yield acceptable error values beyond the current state of the 
art and shows the strength of the current wOFV approach.

4.1.2  Image sequence analysis

The findings in Sect. 4.1.1 consider a single image pair from 
the synthetic dataset. The influence of � for the complete 
100 image sequence, which involves a temporally varying 
wall-bounded flow, will be now considered. Figure 5a shows 
the εu values for wOFV at selected λ values, as well as for 
PIV across the image sequence. The 100 image average ⟨εu⟩ 
values are shown by the bar chart in Fig. 5b.

For all results presented, the �u for a given image pair 
can be seen to vary slightly across the image sequence. This 
variation is dependent on the complexity of the instanta-
neous flow dynamics for a given image pair as coherent 
structures and streaks propagate across the image. Despite 
varying �u values across the image sequence, the trends 
remain consistent with those presented for the single image 
pair. In particular, �u values are exceptionally large for the 

under-regularized � = 2 value, but �u decreases substantially 
as � increases. �u values are lowest for �∗ = 180, but wOFV 
findings with � = 100 yield similarly low �u values, which 
is consistent with the broad local minimum curve feature 
shown in Fig. 4. wOFV findings with � = 40, 520 yield com-
parable �u values as PIV. As � increases beyond 180 values, 
�u gradually increases but remains lower than � = 2.

Overall, the error analysis reveals that wOFV can sur-
pass PIV accuracy for a relatively broad range of � values 
consistent with Fig. 4. wOFV can provide improvements 
in accuracy up to 24% compared to PIV. In addition, the 
gradual increase in �u for over-regularized � values com-
pared to the sharp rise in �u for under-regularized � values 
suggests that in the absence of a ground truth reference, it 
may be preferable to select over-regularized as opposed to 
under-regularized velocity estimates. However, it should be 
emphasized that �u represents a spatially averaged value 
across the entire image domain. It is unlikely that a single � 
value is optimal for all locations of the velocity field. This 
is already seen in Fig. 3b, where it was shown that � values 
closer toward the under-regularized side of �∗ were able to 
resolve sharp velocity gradients compared to �∗ . This finding 
is discussed further in the following section.

4.1.3  Regional � sensitivity

A single � value weighting applied to an entire image 
can lead to a non-optimal velocity estimation in vari-
ous regions of an image. It is thus important to under-
stand the local distribution of error across the individual 
boundary layer regions. In this section, the error from 
the ground truth is evaluated within each boundary layer 
region contained within the synthetic images. This analy-
sis reveals the trend of � to optimize wOFV accuracy in 

Fig. 5  (a) wOFV and PIV �
u
 across 100 image sequence. (b) 100 image average value
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each boundary layer region. For clarity, Fig. 6a shows the 
physical domain of the viscous sublayer ( y+ < 5 ), buffer 
layer ( 5 < y+ < 30 ) and logarithmic region which covers 
the remainder of the image field of view ( 30 < y+ < 138 ) 
in this dataset. In addition, the full viscous sublayer resolv-
able by wOFV is considered in this analysis, as opposed to 
only considering the equivalent PIV region as performed 
for �u.

The unnormalized root-mean-square error (RMSE) 
is calculated to quantify the absolute error within each 
boundary layer region:

(14)RMSE =

√
1

nv

∑(
U1 − U1,DNS

)2
+
(
U2 − U2,DNS

)2

In contrast to �u , the absence of normalization by the 
DNS magnitude in the RMSE avoids an exaggeration of 
errors closest to the wall where the velocity magnitude 
approaches zero. The 100 image average RMSE in each 
region is shown in Fig. 6b,c,d for the various � values and 
for PIV.

In Fig.  6, it can be seen that the RMSE trend as a 
function of � is regionally dependent. In the logarithmic 
region, wOFV performs exceptionally well for the previ-
ously acclaimed over-regularized � = 520, 1000 , but suf-
fers from high RMSE as the velocity field becomes more 
under-regularized. In the buffer layer, wOFV is sensitive 
to both under- and over-regularization; while the under-
regularized � = 2 still yields the highest RMSE, the RMSE 
for the over-regularized � = 520, 1000 more than doubles 
compared to the logarithmic region and the optimal � 

Fig. 6  (a) DNS velocity field with marked regions. Variation of average RMSE across image sequence as a function of � for the (b) Logarithmic 
region, (c) Buffer layer and (d) Viscous sublayer
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decreases from � = 520 to � = 100 . In the viscous sub-
layer, wOFV now becomes more sensitive to over-regular-
ization, as � = 1000 now has the highest RMSE, while the 
RMSE for � = 2 decreases substantially and the optimal 
� decreases to 40. PIV performs consistently well in each 
boundary layer region, however, wOFV at its optimized 
� values achieves RMSE improvements of 21%, 11% and 
29% in accuracy over PIV in the viscous sublayer, buffer 
layer and logarithmic region, respectively.

This trend of wOFV preferring lower � values and 
becoming more sensitive to higher � values as the wall 
is approached can be explained by considering the par-
ticular flow dynamics in these regions. In the logarithmic 
region, velocity gradients are weaker compared to closer 
to the wall. Therefore, effects of over-smoothing in the 
logarithmic region will have less of a detrimental effect 
on accuracy as the motion is predominantly uniform. As 
the wall is approached in the buffer layer, stronger velocity 
gradients exist requiring a slightly lower � to resolve them 
without over-smoothing. In the viscous sublayer, where 
the lowest velocities are present, even lower � values are 
preferred to resolve the sub-pixel particle displacements 
and consistently large velocity gradients, which are both 
significantly more sensitive to over-smoothing than noise 
compared to the regions away from the wall.

These findings demonstrate that a single � value can 
slightly compromise the wOFV accuracy within the vari-
ous regions of the boundary layer. While spatially adap-
tive regularization schemes have been proposed in the 
literature (Stark 2013; Lu et al. 2021; Ouyang et al. 2021; 
Zhang et al. 2020), implementation of these schemes is 
non-trivial and is beyond the scope of this work. Although 
wOFV cannot be fully optimized using a single � value, 

these findings positively demonstrate that values between 
λ=100–180, including the optimal on average �∗ , provide 
well-balanced solutions in each region with wOFV offer-
ing up to 23% improved accuracy over PIV.

4.2  � sensitivity in the near‑wall region

This section evaluates wOFV’s ability to estimate the mean 
velocity behavior within the boundary layer by analyzing the 
normalized velocity profiles depicted by u+, y+ . The effect of 
lambda on wOFV to accurately calculate ⟨U1⟩ and the near-
wall velocity gradient � is first assessed, since these variables 
are necessary to calculate u+ and y+ . Subsequently, the fidel-
ity of wOFV to resolve the various turbulent boundary layer 
regions is evaluated. The ensemble mean velocity field pre-
sented in this section is composed from 100 velocity images 
and is evaluated separately for each � , as well as for PIV.

4.2.1  Viscous sublayer mean velocity

The ensemble average streamwise velocity ⟨U1⟩ within the 
viscous sublayer (y+ < 5) is shown in Fig. 7a and a zoomed 
view closest to the wall is shown in Fig. 7b. The ⟨U1⟩ pro-
files shown are extracted from the x1 = 400 location marked 
by the dashed line in Fig. 2. Immediately obvious in Fig. 7 
is the finer vector resolution for wOFV compared to PIV; 
wOFV provides vectors per pixel all to way to the wall, 
while PIV has one-fourth the vector spacing and resolves 
approximately half of the viscous sublayer region.

The effect of increasing � on wOFV is evident in Fig. 7b. 
As � increases, the streamwise velocity approaching the wall 
is elevated and increasingly deviates from the no-slip condi-
tion at the wall as the vector field becomes over-smoothed. 

Fig. 7  (a) Mean streamwise velocity profiles in the viscous sublayer taken at the gray dashed line in Fig. 2. The region used for the � calculation 
for PIV is marked by the dashed line. (b) Highlight of the final wOFV vectors
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For � ≤ 180 , the deviation from the DNS is significantly 
less with low velocities of ⟨U1⟩ = 0.003 to 0.01 at the wall. 
wOFV with � = 2, 40 provides the best agreement with 
DNS, which is consistent with the error distribution analy-
sis in Sect. 4.1.3 showing slightly under-regularized wOFV 
results produce the most accurate vector estimates in the 
viscous sublayer. However, the differences between � = 2, 40 
and �∗ = 180 are small (< 3%). This smoothing effect of 
the regularization term JR becomes particularly more appar-
ent for 𝜆 > 180 . This tendency for the regularization term 
to dominate and oversmooth at motion and image intensity 
discontinuities is well known in optical flow literature and 
is also influenced by using a quadratic penalty in JR (Zach 
et al. 2007). Compared to the DNS and wOFV results, PIV 
estimates a slightly lower velocity within the resolved PIV 
region down to x2 = 14 . Although relatively minor, this sys-
tematic error occurring in the vicinity of the wall is absent 
in all of the wOFV results.

4.2.2  Near‑wall gradient

Having established how � affects estimates of ⟨U1⟩ in the 
vicinity of the wall, it is necessary to understand how these 
effects propagate into deriving the near-wall gradient � and 
therefore the friction velocity u

�
 needed for the normaliza-

tion of boundary layer quantities. Accurate and direct esti-
mation of � can be challenging for several reasons. In par-
ticular, there is the need to resolve reliable velocity vectors 
as close to the wall as possible and maximize the spatial 
resolution. The sharp velocity gradient also needs to be 
resolved reliably in the presence of the image discontinuity 
(i.e., the masked wall region).

The calculation of � is performed by using a linear regres-
sion routine. For PIV, linear regression is performed from 
y+ = 4.8 to the final vector at y+ = 2.2 as illustrated by the 
dashed line in Fig. 7. For wOFV, linear regression is applied 
at y+ = 4.8 and extends to y+ = 0.32 to avoid the no-slip 
pixel at x2 = 0 . The regression calculation includes five vec-
tors for PIV and twenty eight vectors for wOFV. A normal-
ized percentage error in � is calculated by:

The true �DNS is calculated using a linear regression across 
the same respective regions for each technique. The near-
wall gradient error �

�
 is calculated at each valid pixel posi-

tion for wOFV away from the image edges and a subsampled 
�DNS is used for comparison with the lower resolution PIV 
grid. The mean average of the normalized near-wall gradient 
error �

�
 across the available x1 distance is shown in Fig. 8.

Figure 8 shows that the under-regularized � values are 
more conducive to reduced error in � , with � = 40 achieving 

(15)�
�
=

||� − �
DNS

||
�
DNS

× 100

the minimum ⟨�
�
⟩ . This trend is similar to the RMSE within 

the viscous sublayer (Fig. 6d); however, now the under-reg-
ularized � = 2 outperforms � = 100, 180 . wOFV with � = 2 
performs better for �

�
 than for the RMSE because the noise 

present in each image at low � is mostly washed out when 
calculating the ensemble mean velocity ⟨U1⟩ . Despite the 
preference toward under-regularization, it must be empha-
sized that wOFV results for � = 2 to �∗ = 180 all provide 
higher accuracy than PIV. The �

�
 values for this � range 

remain less than 1% and are a 45%–83% improvement over 
PIV. In contrast, the over-regularized � = 520 and 1000 
cases have serious and unacceptable levels of error, which 
are 147%–425% greater than PIV. These unacceptable errors 
are a result of over-smoothing the velocity field at the wall 
as shown in Fig. 7. Clearly over-regularization should be 
avoided when evaluating velocity quantities closest to the 
wall.

4.2.3  Normalized mean velocity profile

The normalized u+ velocity profiles are analyzed to under-
stand the effect of � on wOFV’s ability to interpret the mean 
streamwise velocity in each region of the boundary layer. 
The inner-scaled profiles are presented in Fig. 9, taken at 
the location marked by the dashed line in Fig. 2. The rela-
tions for the linear u+ = y+ viscous sublayer and logarithmic 
region u+ = 1∕�ln

(
y+
)
+ � with the constants � = 0.41 and 

� = 5.2 (Pope 2002) are indicated by the dashed lines. For 
the results in Fig. 9, each profile is normalized using its 
respective u

�
 calculated from �.

When considering the results in Fig. 9, it is first important to 
discuss the effect of � on the velocity profiles. Recall that over-
regularized � = 520, 1000 yields an underestimation of � due 
to over-smoothing the velocity field. According to Eqns. 1–4, 

Fig. 8  Average �
�
 error across the x1 distance
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an underestimated � will decrease y+ and increase u+ , creating 
a slight vertical and leftward shift in the normalized velocity 
profiles for � = 520, 1000 . In the viscous sublayer ( y+ < 5 ), 
this shift, as well as general over-smoothing of ⟨U1⟩ , creates a 
deviation from DNS and the established linear u+ = y+ rela-
tionship. This shift also causes a mild deviation from the DNS 
throughout the buffer layer ( y+ ≈ 5 − 30 ) followed by a more 
noticeable deviation in the logarithmic region ( y+ ≈ 30 − 200 ). 
wOFV findings from � = 2 to �∗ = 180 , which are not over-
regularized, show excellent agreement with DNS throughout 
each region of the boundary layer. As shown in Fig. 9, the noise 
associated with the under-regularized � = 2 result is mostly 
washed out when considering the ensemble average velocity 
⟨U1⟩ . Although minor fluctuations due to under-regularization 
can be seen in the logarithmic region for � = 2 (see Fig. 9c), 
these fluctuations are smaller than the deviations present for 
over-regularized wOFV results.

Figure 9 shows that PIV is broadly in good agreement 
with the DNS. A slight discrepancy in the logarithmic region 
exists for PIV, but not to the extent of � = 520, 1000 . PIV 
resolves down to a minimum y+ = 2.21 in the viscous sub-
layer. Excluding the over-regularized � = 520, 1000 , wOFV 
resolves 2 decades in wall units further than PIV, down to 
y+ = 0.15 while maintaining agreement with the DNS with 
an error less than 0.05 �u+ for the final vector at the wall. 
Assuming a suitable � is selected, these results show highly 
encouraging performance characteristics of wOFV in terms 
of improved accuracy and increased vector density, which 
enables better interpretation of the viscous sublayer.

5  Application to experimental data

While synthetic data are key for quantifying and understand-
ing error characteristics of wOFV, it is essential to further 
evaluate the performance of the method on a real experimen-
tal dataset which departs from the simplicity of synthetic 
data. In Sect. 4, while it was shown that wOFV provides 

improvements in accuracy over PIV, PIV performed excep-
tionally well for the synthetic data, which is absent of noise 
and other imaging artifacts. It should again also be empha-
sized that the degree of smoothing in the PIV results was 
optimized for maximum accuracy. This was only possible 
since the DNS ground truth velocity was available for com-
parison. True experimental data, on the other hand, do not 
have such a reference and often suffer from inherent camera 
noise, laser pulse variation and non-uniform illumination 
from reflections near the wall, which can present additional 
difficulties to obtain accurate velocity measurements. While 
image pre-processing methods can alleviate some of these 
effects, in practice, it is not possible to avoid them entirely.

Applying the knowledge gained from the synthetic data, 
in this section, wOFV is applied to experimental particle 
images of a developing turbulent boundary layer. wOFV 
results from a selection of � values are compared to PIV, 
as well as a PIV + PTV approach, which provides higher 
spatial resolution than PIV. This comparison demonstrates 
the advantages of wOFV over PIV and PTV to resolve the 
turbulent boundary layer flow features with improved vector 
resolution and accuracy.

5.1  Experimental setup

Experiments are conducted in a flow facility in which a 
jet flow impinges onto a parallel wall, creating a develop-
ing turbulent boundary layer. The flow facility was origi-
nally designed to study flame-wall interactions in a side-
wall quenching (SWQ) configuration (Jainski et al. 2018; 
Kosaka et al. 2018, 2020; Zentgraf et al. 2021, 2022). For 
the purposes of this study, the flow facility operates under 
non-reacting, cold-flow conditions (i.e., no combustion). 
This experimental setup was recently presented in (Zent-
graf 2022) for characterizing the nozzle exit velocity profiles 
of the SWQ-burner. A schematic of the facility is shown 
in Fig. 10a. The central main flow (fully premixed  CH4/
air at � = 1.00 ; not ignited) was homogenized by meshes 

Fig. 9  (a) Inner-scaled mean velocity profiles. Zoomed regions of the (b) Viscous sublayer and (c) Logarithmic region. Theoretical relations for 
the viscous sublayer and logarithmic region are shown in the dashed lines
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as well as a honeycomb structure and subsequently guided 
through a converging nozzle. At the square nozzle exit 
( ≈ 40 × 40mm2 ), the Reynolds number was maintained at 
5900 and the inflow conditioning yielded a streamwise ( x1 ) 
velocity profile with a nearly top-hat shape (Zentgraf 2022). 
For turbulent conditions at the nozzle exit, a turbulence grid 
was used, providing a turbulence intensity of 6–7% (Jain-
ski et al. 2018). The outlet flow impinged the sharp leading 
edge of a stainless steel wall. The wall’s surface has a mild 
curvature for improved optical access (radius: 300 mm, see 
top view in Fig. 10b). The central main flow was shielded 
from the laboratory environment by a concentric square air 
co-flow. All flows operated at ambient temperature, which 
was in agreement with the wall temperature.

A low-speed (10 Hz) PIV setup was used as shown in 
Fig. 10b. This setup was used previously to character-
ize the velocity profiles at the nozzle exit as boundary 
conditions (Zentgraf 2022) and its optical arrangement 
closely matched the high-resolution, high-speed realiza-
tion in (Zentgraf et al. 2021). The main flow was seeded 
with  Al2O3 particles (Zentgraf et al. 2021) which were 
illuminated using a dual-cavity Nd:YAG PIV laser (New 

Wave Research, Gemini PIV, G200, 10 Hz, 532 nm). Laser 
pulses were separated by Δt = 40μs. The laser sheets were 
guided vertically downward to the wall to minimize reflec-
tions at the wall. Measurements were taken in the x1x2
-symmetry plane of the facility, at the wall’s centerline 
 (x3 = 0 mm). The origin of the coordinate system is defined 
at the leading edge of the wall along its centerline. Optics 
exposed to seeding were continuously purged by nitrogen 
during operation.

The resulting Mie scattering was detected by a sCMOS 
camera (LaVision GmbH, Imager sCMOS) with an expo-
sure time of 15 μs each frame. The camera was equipped 
with a 180-mm objective lens (Sigma, APO Macro DG 
HSM D, f/8) and a bandpass filter (Edmund Optics Inc., 
#65–216, central wavelength 532 nm, FWHM 10 nm) to 
suppress ambient light. The field of view (FOV) comprises (
Δx1,Δx2

)
≈ (40mm, 47.5mm) . For velocimetry, the images 

are cropped to 
(
Δx1,Δx2

)
≈ (38mm, 38mm) , comprised of 

2048 × 2048 pixels with the FOV beginning at the wall’s 
leading edge. At the downstream edge of the FOV, the Reyn-
olds numbers based on the momentum thickness and friction 
velocity are Re

�
= 100 , Re

�
= 70.

Fig. 10  Schematic of (a) Flow facility (SWQ-burner) in a side view (b) Applied laser diagnostics in a side and top view. Numbers without units 
indicate spatial dimensions in millimeters
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5.2  Vector field calculation

For the experimental dataset, wOFV is benchmarked against 
PIV, as well as PIV + PTV, the latter of which is often used 
in experiments to improve vector resolution over PIV. It is 
emphasized that experiments were originally optimized for 
PIV/PTV. The seeding density was optimized to provide 
6–8 particles per final interrogation window and particle 
displacement was within ¼ of the final interrogation win-
dow size in the near-wall region of investigation. Velocity 
vector fields achieved average cross-correlation values of 
0.77. It is therefore emphasized that the PIV quality is not 
intentionally compromised to exaggerate the advantages of 
wOFV.

The wOFV and PIV velocity fields were processed 
similarly to that of the synthetic data in Sect. 4. Mie scat-
tering images were first pre-processed with subtraction 
of the ensemble minimum image followed by a min–max 
intensity normalization (Adrian and Westerweel 2011). 
PIV vector processing was performed using a multi-pass 
correlation with an initial IW size of 64 × 64 down to 
16 × 16 with 75% overlap. The same anisotropic denois-
ing filter used to optimize the PIV results on the synthetic 
data was applied to the experimental PIV vector fields. 
PIV + PTV processing was initialized from PIV. PTV 
was calculated for a particle size range from 1 to 8 pixels 
and with a correlation window size of 8 pixels. PTV vec-
tors were converted to a structured 4 × 4  pixels2 grid, as 
performed in previous boundary layer studies (Ding et al. 
2019; Schmidt et al. 2021). This step was performed in 
DaVis using a “simple averaging / strong filter” scheme 
in DaVis, which provided the most reliable PTV results. 
A 3 × 3 Gaussian smoothing filter was applied to remove 
noise in the PTV vector fields. wOFV was performed as 
described in Sect. 2.

Each velocimetry method provides a different vector 
spacing and spatial resolution. For PIV, the spatial resolu-
tion is 298 μm, as defined by the final IW size of 16 × 16 , 
while 75% overlap provides a vector spacing of 74.3 μm 
(every 4 pixels). The converted 4 × 4  pixels2 grid used for 
PIV + PTV provides a vector spacing of 4 pixels or 74.3 
μm, which is equivalent to PIV. Since PTV assigns a vector 
to the centroid of each detected particle, an approximate 
PIV + PTV spatial resolution is reported as the average par-
ticle distance of 5.8 pixels or 107.8 μm. wOFV provides a 
per-pixel vector spacing of 18.6 μm. A conservative estimate 
of wOFV’s spatial resolution is reported as the average par-
ticle spacing of 107.8 μm. As mentioned in Sect. 4, wOFV’s 
true spatial resolution is likely to be smaller than the average 
particle spacing since each particle pixel contains a valid 
vector, which likely makes the particle centroid spacing an 
upper limit.

The first vectors from the wall are located 279  μm, 
204 μm and 149 μm for PIV, PIV + PTV and wOFV, respec-
tively. These distances are based on geometric masks used to 
calculate vector fields that are offset from the wall location 
to avoid light reflections and reduce the frequency of spuri-
ous vectors at the wall for both methods. The wall location 
is approximated using the maximum intensity of the reflec-
tion present at the wall. This is then refined using the no-slip 
pixel position estimate from PIV and wOFV � = 0.1 ⟨U1⟩ 
profiles averaged over the downstream distance.

It should be emphasized that the experimental dataset is 
appreciably different from the synthetic dataset in Sect. 4, 
and this influences the optimization of wOFV. For example, 
the near-wall velocity gradient � is larger and the viscous 
sublayer is much thinner for the experimental data than the 
synthetic data. In addition, the image size is 2048 × 2048 px 
compared to 1024 × 1024 px in the synthetic data. Therefore, 
not only is the absolute pixel-wise length halved, but the 
viscous sublayer comprises a smaller and less significant 
proportion of the full image FOV. Lastly, while the synthetic 
data have an average freestream particle displacement of 3 
pixels, the experimental freestream flow field has a more 
substantial displacement of 6 pixels. All of these aspects, 
in addition to different image characteristics, will influence 
the regularization weighting for wOFV, such that a suitable 
range of � values will be significantly different between the 
experimental and synthetic datasets. This aspect is common 
within optical flow literature (Kadri-Harouna et al. 2013). In 
fact, the experimental data are significantly stricter and less 
forgiving compared to the synthetic data regarding selec-
tion of an acceptable � . The absence of ground truth data 
means determining the true optimal � is not possible. For 
the experimental data, wOFV results from three values of 
� = 0.1, 1, 20 are presented and the most appropriate � is 
justified a posteriori based on physical principles as well as 
general comparison to PIV.

5.3  Instantaneous velocity fields

Assessment of wOFV first considers the instantaneous 
velocity field in comparison with PIV and PIV + PTV. Fig-
ure 11 shows an instantaneous velocity magnitude field for 
PIV, PIV + PTV, and the three wOFV results. An insert is 
shown for each image, which highlights details of a low-
speed streak emerging from the wall.

PIV performs a good job resolving the overall velocity 
field. However, PIV can often struggle to resolve the velocity 
near the wall as shown by the pockets of unresolved velocity 
regions near the wall. PIV + PTV resolves closer to the wall 
than PIV but resembles a noisier velocity field with similar-
ity to the noise seen in � = 0.1 . It is noted that converting 
PTV to a larger grid size of 8 × 8  pixels2 did not reduce the 
noise level in the PIV + PTV.
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All three wOFV results resolve similar general features as 
PIV, but the quality of the velocity field is determined by the 
choice of � . wOFV with � = 0.1 exhibits the high-frequency, 
speckle-like noise commonly associated with highly under-
regularized findings. While � = 0.1 resolves much of the 
same larger scale features as PIV and PIV + PTV, several 
artifacts of locally higher and lower velocities exist through-
out the image. For wOFV with � = 1 , the high-frequency 
noise is removed and the velocity field has strong agreement 
with PIV and PIV + PTV. The primary differences between 
� = 1 and PIV are that wOFV does not have spurious or 
missing vectors near the wall and wOFV resolves velocities 
closer to the wall. In addition, � = 1 does not contain the 
speckle-like noise presented in PIV + PTV. For � = 20 , the 
larger flow features are well captured, but the finer-scale 
features present in PIV, PIV + PTV, and � = 1 are mostly 
removed, likely due to over-smoothing.

The fact that noticeable changes in the velocity field occur 
over a significantly smaller � range confirms the challenge 
in selecting the appropriate � for the experimental dataset. 
While it is not possible to determine a � value that provides 
the highest accuracy, it would appear that � = 0.1 is too 
under-regularized and � = 20 is likely over-regularized. Fur-
ther analysis of the findings within the turbulent boundary 
layer is performed to evaluate these aspects and to determine 
the suitability of � = 1.

5.4  Mean velocity profiles

The near-wall velocity profiles are shown in Fig. 12a, with 
the normalized profiles shown in Fig. 12b. The ⟨U1⟩ val-
ues are produced from a 100 image mean and the profiles 
are spatially averaged over a 2 mm streamwise x1 distance 
centered at the location marked by the gray dashed line 

Fig. 11  Instantaneous velocity magnitude fields. The insert shows a low-speed velocity streak emanating from the wall. The gray dashed line 
denotes the location where velocity profiles are extracted and analyzed in Fig. 12
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in Fig.  11. The near-wall gradient � is calculated from 
the ensemble average streamwise velocity fields using a 
linear regression in a similar manner to that described in 
Sect. 4.2.2. In the viscous sublayer ( y+ < 5 ), there are 15 
velocity vectors for wOFV compared to 3 velocity vec-
tors for PIV and 4 for PIV + PTV. The linear regression 
for wOFV and PIV + PTV uses each of the available vec-
tors, while for PIV, only 2 out of the 3 available vectors 
are used since the final PIV vector nearest to the wall is 
frequently spurious. As described in Sect. 4.2, the estima-
tion of � has a direct effect on normalized wall units through 
u
�
 . The � values calculated are �PIV = 1919 , �PTV = 2402 , 

�
�=0.1 = 2469 , �

�=1 = 2288 , �
�=20 = 1701 1/s, which provide 

the corresponding u
�
 values u

�,PIV = 0.1697 , u
�,PTV = 0.1898 

u
�,�=0.1 = 0.1924 , u

�,�=1 = 0.1853 , u
�,�=20 = 0.1597 . Incor-

rect estimates of � can result in a strong offset from the 
exact u+ = y+ formulation shown by the green dotted line in 
Fig. 12b. Comparison with this linear relation will be used as 
an approximate measure to judge the quality of the near-wall 
vectors in the absence of a ground truth velocity.

In Fig. 12a, the profiles above 1 mm from the wall are 
in excellent agreement. For x2 < 1 mm, the � = 20 profile 
shows increasing deviation from all other profiles as the wall 
is approached. In particular, velocity gradients are weaker 
leading to a flatter curve and significantly higher velocities 
at the wall. These features clearly indicate that � = 20 is 
over-regularized; the excessive smoothing washes out the 
velocity gradient at the wall, creating an underestimate of u

�
 . 

The resulting normalization creates a strong deviation from 
u+ = y+ as shown in Fig. 12b and demonstrates that � = 20 
is not appropriate since the � estimation is compromised.

In Fig. 12a, good agreement is shown between � = 0.1, 1 , 
PIV, and PIV + PTV until x2 < 0.4 mm, where PIV shows a 

milder gradient for 0.3 ≤ x2 ≤ 0.4 mm followed by a sharper 
velocity gradient at the last PIV data point. As will be shown, 
the last PIV data point is often erroneous, which biases the 
interpreted flow behavior. In Fig. 12b, PIV is offset from the 
u+ = y+ , with an abnormal deviation in the curve for the last 
data point. PTV stays in closer agreement with � = 0.1, 1 and 
is able to resolve closer to the wall than PIV although not 
to the same extent as wOFV. The resulting normalization to 
inner variables results in significantly closer alignment with 
u+ = y+ for PIV + PTV, although a slight offset remains. The 
� = 1 result, on the other hand, shows perfect alignment with 
the u+ = y+ relation and remains in good agreement with a 
discrepancy of 0.04 �u+ at the final vector. This suggests that 
� = 1 provides accurate velocity estimates near the wall, as 
well as an accurate � estimate. This also indicates that PIV, 
and to a lesser extent PTV, struggles to correctly estimate � 
causing a slight shift in the normalized velocity profile, but 
not to the same extreme as � = 20 . The � = 0.1 result exhib-
its the highest � at the wall, creating a down- and rightward 
shift in the normalized velocity profile. This shift was not 
seen for the under-regularized values in the synthetic data-
set, which further emphasizes the higher sensitivity of � for 
the more challenging experimental dataset compared to the 
synthetic data.

5.5  Normalized velocity fluctuations

The streamwise turbulent velocity fluctuations u1 = U1 − ⟨U1⟩ 
are analyzed to further evaluate the capabilities of the 
velocimetry techniques. Velocity fluctuations provide an 
assessment of the data quality beyond the ensemble mean 
and are equally important to evaluate turbulent quantities 
in the boundary layer. Figure 13 shows the profile of the 

Fig. 12  (a) Mean streamwise velocity profiles, (b) Inner-scaled mean profiles. Profiles are spatially averaged over across 2 mm streamwise x1 
distance at the location marked by the gray dashed line in Fig. 11
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normalized streamwise velocity fluctuations ⟨u1u1⟩+ . The 
fluctuations and wall-normal coordinate in Fig. 13 are nor-
malized by the u

�
 estimated from � = 1 since this u

�
 value 

provided the strongest agreement with u+ = y+ . Normalizing 
each case by u

�,�=1 removes the biased curve shifts as shown 
in Fig. 12. Similar to ⟨U1⟩ , the fluctuation profiles are spa-
tially averaged across the 2 mm streamwise distance with 
the extent of a single standard deviation of these fluctua-
tions illustrated by the shaded area in Fig. 13. The standard 
deviation of the fluctuations within this 2 mm distance can 
be considered indicative of the reliability of the velocity 
estimate and its susceptibility to error.

In Fig. 13, each curve follows a relatively similar trend 
from y+ = 200 to y+ = 10 ; ⟨u1u1⟩+ values increase from the 
freestream region and exhibit a local maximum in the buffer 
layer at y+ ≈ 10 as seen in other boundary layer studies (e.g., 
(Spalart 1988)). From y+ = 10 toward the wall, each curve 
exhibits different trends. For PIV, ⟨u1u1⟩+ values continue 
to increase quite substantially into the viscous sublayer. 
This trend is non-physical as the turbulent fluctuations are 
expected to decrease in the viscous sublayer as the wall is 
approached. PIV also exhibits a very large standard devia-
tion below y+ = 10 , which is primarily caused by spurious 
vectors within the last 2–3 PIV vectors. This feature illus-
trates the challenges of PIV to accurately resolve small-scale 
fluctuations in the presence of strong velocity gradients. 
Reliable PIV measurements are often challenging directly 
near surfaces. While ensemble average PIV quantities can 
be represented with sufficient accuracy, higher-order veloc-
ity statistics and instantaneous velocity fields more clearly 

reveal challenges with PIV. PIV + PTV shows improvement 
from PIV; PTV resolves a greater extent of the buffer layer 
peak and initially shows the expected decrease in ⟨u1u1⟩+ 
toward the wall. However, PIV + PTV still shows the non-
physical increase in ⟨u1u1⟩+ within the final 2–3 vectors at 
the wall and contains a large standard deviation. Although 
these artifacts are less severe compared to PIV, they demon-
strate that PIV + PTV can still struggle to accurately resolve 
the flow nearest the wall.

wOFV findings, on the other hand, do not exhibit such 
large deviations in ⟨u1u1⟩+ , indicating that wOFV is less sus-
ceptible to the same errors as PIV and PIV + PTV near the 
wall. Indeed, ⟨u1u1⟩+ values are large for � = 0.1 due to the 
results being under-regularized; however, ⟨u1u1⟩+ values and 
their deviation are significantly lower than those for PIV or 
PIV + PTV near the wall. Below y+ = 10 , all wOFV findings 
show the expected decrease in ⟨u1u1⟩+ . The profile � = 20 
shows a milder peak near y+ = 10 and a milder decrease near 
the wall compared to the other wOFV findings. The � = 20 
velocity is over-regularized for which excessive smoothing 
reduces the variation between peak and trough in the curve 
from y+ = 10 to y+ = 1 . ⟨u1u1⟩+ values for � = 1 show the 
greatest decrease as the wall is approached, which follows 
the expected trend of turbulent fluctuations being suppressed 
within the viscous sublayer in close proximity to the wall. In 
addition, the extent of the shaded region for wOFV remains 
constant near the wall suggesting that velocity errors are 
not being influenced by the proximity of the wall. Over-
all, wOFV with � = 1 shows the most promising findings in 
terms of ensemble average values, as well as behavior of the 
velocity fluctuations.

5.6  Vorticity and turbulent flow structure

An example is presented which highlights the advantages 
of wOFV in resolving turbulent flow phenomena within a 
boundary layer. This example is demonstrated for an instan-
taneous velocity field comparing the optimized wOFV with 
� = 1 , PIV and PIV + PTV.

One of the added benefits of wOFV over PIV or 
PIV + PTV is the improved vector spacing together with 
physically sound smoothing, and with that, the ability to 
better resolve velocity gradient quantities. Figure 14 shows 
the instantaneous vorticity field � for PIV, PIV + PTV, and 
wOFV. The vorticity is calculated using the 8-point circula-
tion approach described in (Raffel et al. 2018). Individual 
turbulent structures with relatively high vorticity magnitude 
are generated near the wall’s leading edge and are advected 
downstream within the developing boundary layer. The 
inlays shown in Fig. 14 highlight a region that captures a 
prograde vortex that was generated from the wall’s leading 
edge. This is a particularly challenging region because of the 

Fig. 13  Streamwise turbulent fluctuations normalized by u
�,�=1 . The 

shaded regions indicate one standard deviation of the ⟨u1u1⟩+ values 
within the 2  mm region centered by the gray dashed line shown in 
Fig. 11
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vortex’ proximity to the wall, where small pixel displace-
ments coupled with the spatially varying sharp velocity gra-
dients present difficulties for velocimetry techniques. Indeed, 
PIV has been used to resolve small-scale vortex structures 
near walls, but this is often accomplished by using high 
image magnifications yielding FOVs smaller than 5 × 5  mm2 
(Jainski et al. 2013), rather than a large FOV that is present 
in the current work.

The overall vorticity fields calculated from the velocime-
try techniques are in good agreement; all methods show sim-
ilar overall features such as the high vorticity regions extend-
ing from the wall’s leading edge. PIV + PTV shows higher 
fluctuations in the vorticity field than PIV and wOFV. This 
attribute is no doubt due to the higher degree of speckle-
like noise present for PTV as shown in Fig. 11. The inserts 
in Fig. 14 highlight the capabilities of resolving the finer 
vorticity structures near the wall for each method. Overall, 
the same spatial distribution of positive/negative vorticity 
structures is captured by each method, however, the effect of 
greater vector resolution is immediately seen; in particular, 
PIV and PIV + PTV images are substantially more pixelated 
compared to wOFV. PIV can exhibit larger discontinuities in 
the vorticity field (i.e., larger changes from pixel-to-pixel), 
which are absent in the PIV + PTV and wOFV results, with 
wOFV achieving a highly resolved and more continuous 
vorticity field. The PIV + PTV vorticity field deviates more 
substantially from PIV and wOFV with several strands of 
high vorticity extending from the larger vorticity structures. 
These elevated vorticity strands are likely due to elevated 
noise levels present in PIV + PTV as discussed in Figs. 11 
and 13. wOFV is able to resolve the vorticity much closer to 
the wall and without troublesome unresolved regions from 
erroneous vector calculation as in the PIV and PIV + PTV 
fields. wOFV faithfully preserves the features shown in both 

the PIV and PIV + PTV results, but achieves a much finer-
detailed vorticity field.

Figure 15 shows the corresponding vector field within the 
green rectangle shown in Fig. 14. The vector field shows all 
available vectors for PIV, PIV + PTV and wOFV shown in 
red, blue and black, respectively. wOFV is capable of resolv-
ing the prograde vortex in much more detail than the other 
methods. While the vortex is visible in PIV and PIV + PTV, 
the vortex structure is more difficult to interpret due to 
sparser vector spacing and the presence of quasi-erroneous 

Fig. 14  Instantaneous vorticity calculated for PIV (left), PIV + PTV (middle) and wOFV (right). Inlays show a 0.8 × 0.8 mm.2 zoomed view of a 
vortex. The green rectangle indicates the location of the velocity vector field shown in Fig. 15

Fig. 15  Vector field for PIV (red), PIV + PTV (blue) and wOFV 
(black) within the green rectangle shown in Fig. 14. Vector fields are 
shown at their original sampling resolutions
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vectors that deviate from a vortical flow pattern. In Fig. 15, 
all vector fields show good agreement above x2 = 0.6 mm; 
most vectors are in alignment and are of the same magni-
tude. However, closer to the wall, there are larger disagree-
ments between wOFV and PIV. In many locations, PIV 
vectors are aligned orthogonally to wOFV vectors. Some 
PIV vectors are clearly erroneous as they differ significantly 
from their neighboring PIV vectors. Additionally, PIV vec-
tors are absent in the upper left corner where spurious vec-
tors are detected and removed during post-processing. Clos-
est to the wall, PIV vectors point inwards toward the wall 
with a relatively large velocity magnitude, which strongly 
disagree with the wOFV vectors directed parallel or out-
ward from wall with a velocity magnitude more consist-
ent with the neighboring vectors. PIV + PTV improves on 
PIV in this regard with suitable quality vectors at the wall 
and calculates vectors in all regions. However, PIV + PTV 
exhibits select vectors that disagree with PIV and wOFV. In 
addition, PIV + PTV vectors near its vortex core center are 
misaligned with its circulation and struggle to resemble a 
coherent vortex core. It is likely that PIV + PTV struggles 
to successfully resolve the strong gradients present in this 
region. The velocity field features shown in Fig. 15 reveal 
some challenges cross-correlation-based PIV and combined 
PIV + PTV experience in resolving small-scale intricate 
flow dynamics with high velocity gradients in the vicinity 
of physical boundaries. Assuming a suitable � is selected, 
these findings positively indicate that wOFV is better suited 
to resolve these turbulent flow structures in the boundary 
layer region.

5.7  Turbulent energy spectra

Lastly, to assess the potential of resolving fine-scale tur-
bulent velocity fluctuations using wOFV, the normalized 
streamwise turbulent kinetic energy spectrum ( E∗

11

(
�1

)
 ) is 

analyzed. This is calculated using the Fourier transform of 
the streamwise velocity fluctuations ( u1 ) across the entire 
field of view. The 1D turbulent kinetic energy spectrum, 
normalized by its peak value, is presented in Fig. 16 for 
PIV, PIV + PTV and the optimized wOFV with � = 1 . Due 
to the moderately low turbulence level, there is insufficient 
separation of scales to produce a significant inertial subrange 
(− 5/3 region). The spectra reveal a high-frequency noise 
present for PIV at increasing wavenumbers. The PIV spectra 
do not show the classical energy decay at increasing wave-
numbers, indicating the velocity measurement noise floor 
and spectral resolution limit have already been reached. The 
PIV + PTV spectra do not show the high-frequency noise 

present in the PIV profile. However, PIV + PTV spectra 
show elevated energy at all wavenumbers compared to PIV 
together with a non-physical modulation after 𝜅1 > 2 × 104 . 
wOFV is in close agreement with PIV and PIV + PTV at 
the low wavenumbers, but shows an energy decay at higher 
wavenumbers and resolves a significantly greater proportion 
of the energy spectrum without obvious indications that the 
measurement is being corrupted by noise or accuracy issues 
at high wavenumbers.

6  Conclusions

The performance of a wavelet-based optical flow veloci-
metry (wOFV) method was assessed in detail on synthetic 
and experimental particle images of turbulent wall-bounded 
flows. The ability to extract high-resolution estimates of 
instantaneous, mean and derived flow properties was evalu-
ated in the vicinity of the wall. This was analyzed in regards 
to selection of the regularization parameter � , an aspect 
largely not discussed in other OFV works, and compared to 
results from correlation-based PIV.

Using synthetic PIV data generated from DNS of a tur-
bulent boundary layer channel flow, a �-sensitivity analysis 
was performed over the entire field of view to establish a 
range of under-regularized, over-regularized and optimal 
wOFV results. A regional �-sensitivity was investigated 
to understand the localized error behavior and considera-
tions necessary to optimize wOFV within each region of the 
boundary layer. Away from the wall in the logarithmic layer, 
wOFV is more sensitive to under-regularization, which 

Fig. 16  Normalized streamwise turbulent kinetic energy spectrum for 
PIV, PIV + PTV and wOFV
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introduces non-physical noise into the otherwise uniform 
velocity field. This noise causes significant deviation from 
the ground truth, leading to unacceptable errors nearly three 
times greater than PIV. The logarithmic region is less sensi-
tive to over-regularization, since over-smoothing imposed by 
over-regularization removes noise and produces little devia-
tion to the uniform velocity field. In the buffer layer, wOFV 
is sensitive to both under- and over-regularization. Over-
regularization becomes problematic because over-smoothing 
washes out velocity gradients present in the buffer layer. 
In the viscous sublayer, wOFV performs optimally when 
slightly under-regularized, which better resolves the velocity 
gradients at the wall in addition to sub-pixel particle dis-
placements. In contrast, over-regularization yields the high-
est errors as it underestimates the near-wall velocity gradi-
ent ( � ). This latter aspect is important when evaluating wall 
units ( u+, y+ ) since an underestimated � directly yields an 
over-estimated u+ and underestimated y+ . Although wOFV 
vectors at all locations cannot be optimal using a single � 
value, results confirm a suitable range of � values exist that 
outperform PIV in each boundary layer region with wOFV 
also achieving significant improvement in resolving the vis-
cous sublayer more effectively.

The accuracy and resolution improvement is more pro-
nounced when wOFV is applied to experimental images. 
Physically motivated selection of � based on the expected 
linear relationship in the viscous sublayer allowed for wOFV 
to better resolve the mean velocity closer to the wall and 
stay in excellent agreement with u+ = y+ down to the final 
vector. wOFV further provided impressive vector resolu-
tion offering 15 vectors in the viscous sublayer, as opposed 
to PIV and PIV + PTV which, respectively, offered 3 and 
4 vectors in the viscous sublayer with the last vector often 
being erroneous for PIV. Although PIV performed accept-
ably when resolving the mean velocity near the wall, evalu-
ation of higher-order velocity statistics and instantaneous 
flow fields revealed the lower reliability of PIV near walls. 
In particular, estimates of the turbulent velocity fluctua-
tions from PIV featured a non-physical increase near the 
wall with unreasonably high standard deviation for the last 
three vectors closest to the wall. PIV + PTV improved upon 
such errors, but still exhibited the non-physical increase in 
turbulent velocity fluctuations and large standard deviation 
near the wall. wOFV did not exhibit these artifacts. Instan-
taneous velocity fields further demonstrate the spurious 
velocity estimations at the wall with PIV. While PIV + PTV 
exhibited less spurious velocity estimations, noise levels 
were comparable to the under-regularized wOFV findings, 
which made it more difficult for PIV + PTV to provide reli-
able vorticity fields. wOFV does not yield such erroneous 

velocity estimates, which, together with the improved spatial 
resolution, allowed for more accurate estimates of derivative 
quantities detailing complex flow structure in the vicinity 
of the wall. These findings positively indicate that wOFV is 
well suited to estimate the flow dynamics in the presence of 
physical boundaries.

The authors point out that the wOFV algorithm does not 
feature direct modifications or explicit constraints for han-
dling physical boundaries within the image. It is expected 
that such enhancements, although beyond the scope of the 
current work, would bring further improvement to results 
and enhance the techniques’ performance for velocimetry 
in more complex geometries.
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