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Abstract: A mechanistic model on catalyst deactivation by coke formation in a continuous stirred 
tank reactor (CSTR) has been developed in the paper. Catalyst deactivation by coke formation was 
treated as a surface reaction. Four reaction mechanisms representing coke formation through differ-
ent routes were proposed. The evolved system of ordinary differential equations (ODEs) was solved 
numerically using MATLAB. This approach was validated by applying it to the skeletal isomeriza-
tion of 1-pentene over ferrierite. Simulation results were compared qualitatively to those obtained 
from the literature. Simulation results indicated that coke formation is an extremely rapid process 
with fast formation of coke components on the strongest acid sites leading to final coke. The coke 
deposition is slower at higher residence times resulting in more stable product formation and 
weaker deactivation. The results obtained from this work revealed that the developed model is in-
deed able to successfully demonstrate the most essential features of catalyst deactivation by coke 
formation and are in agreement with the findings in the literature. Future work is aimed to extend 
the study to different reactors such as a plug flow reactor, in addition to analysis of the reaction 
system’s sensitivity to variables such as temperature and pressure. 

Keywords: mechanistic modelling; catalyst deactivation; coke formation; CSTR; catalytic cracking 
 

1. Introduction 
Catalytic cracking of hydrocarbons over zeolite-based catalysts is an important com-

mercial process in refining and petrochemical industry, which suffers from strong coking 
within a few seconds [1,2] and causes an extremely fast catalyst deactivation [2,3]. Coke 
refers to a mixture of heavy, non-volatile reaction components that are strongly adsorbed 
on the surface of catalyst as a by-product, poisoning the active sites and/or blocking the 
catalyst pores [1–3]. The mechanism of coke formation is a complex process that involves 
the adsorption of coke precursors on the surface of the catalyst and their transformation 
inside the catalyst pores [2–4]. Coke precursors can be formed from the reactant mole-
cules, reaction intermediates, product molecules and their combinations [4]. Pore block-
age due to coke formation is a very common problem in zeolites catalysis. This restricts 
access of reactant molecules to the catalyst active sites [3,4]. The strength of the acid sites 
and higher acidity are among the main factors that determine the severity of coke for-
mation [4,5]. Coking therefore usually affects the catalyst selection, reactor design and 
operation [5], and hence the design of catalytic cracking processes [6,7]. The rate of coke 
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formation and nature of its components are affected by the feedstock types, catalyst prop-
erties and operation conditions [3,8]. It has been reported [3,9] that the interaction between 
intermediates participating in coke formation and other reaction intermediates influence 
the final products distribution and products selectivity. Strong acid sites are more prone 
to coke deposition than weak acid sites, and therefore coke deposition is faster on strong 
acid sites [10–12]. Recently, more and more renewable feedstock has been used to produce 
fuels and chemicals. The molecules originating from renewable sources are more complex 
and they lead to more severe and complicated catalyst deactivation [5]. 

Researchers have successfully employed both mathematical models and experi-
mental studies to predict the efficiency and optimize the process parameters in catalytic 
cracking [13–18], representing an important scientific task in the field of catalytic processes 
[13]. The accurate prediction of coke formation is an indispensable part of sustainable cat-
alytic process, and therefore formulation of a precise model for the process will serve as a 
powerful tool for designing and evaluating reactor performances [8,13]. A comprehensive 
model can provide an insight into the effects of various process parameters on catalyst 
activity, selectivity and stability, as well as a means of optimizing the life of the catalyst 
[19,20]. A rational model of coke formation should be based on the general principles of 
kinetics and reaction mechanism involved in the process. This includes the following 
steps: 
(i) Identifying the reaction steps; 
(ii) Assuming plausible mechanisms; 
(iii) Deriving the rate expressions. 

In this case, the deactivation can be expressed as a function of the coke coverage on 
the catalyst surface, and it is implicitly dependent on time [5]. The description of the de-
activation with mechanistic approach results in a dynamic reactor model [21]. A similar 
approach was used by Sandelin et al. [5,21] to model catalyst deactivation by incorporat-
ing coke formation among the other elementary steps proceeding on the catalyst surfaces 
based on the principle of mechanistic modelling. 

Mechanistic modelling accounts for the detailed reaction network in catalytic crack-
ing as its basis [8]. This involves the combination of adsorbates mass balances and rate 
equations, alongside the formulation of an overall catalytic site balance. It is the most de-
sired form of kinetic modelling due to the inclusion of surface species concentrations. 
Mechanistic modelling avoids the use of any assumptions, such as the rate-determining 
step, quasi-steady-state approximation, most abundant surface intermediate, or nearly 
empty surface [22]. 

The aim of this work is to develop a mechanistic model of catalyst deactivation by 
coke formation, which will be implemented on a prototype and real catalytic reactions 
with the following objectives: 
(i) Develop a mathematical model for hydrocarbon catalytic reaction incorporating cat-

alyst deactivation by coke formation applied on isothermal a continuous stirred-tank 
reactor (CSTR) in order to capture the effect of the fast deactivation on the dynamic 
behavior of a CSTR; 

(ii) Explore plausible deactivation mechanisms by coke formation; 
(iii) Compare rival deactivation mechanisms; 
(iv) Carry out parametric study on the reaction system’s tendency to deactivation 

through coking. 

2. Methodology 
2.1. Basics of the Kinetics and Reaction Mechanism 

A simple liquid-phase catalytic reaction (R→P) has been chosen as the starting point 
of this modelling. Based on this reaction system, several mechanisms were assumed and 
discussed, considering plausible reaction steps leading to coke formation and deposition 
on active sites. Based on chemisorption process principles, coke formation may occur in a 
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considerable number of ways leading to different reaction mechanisms. Simplification of 
these mechanisms, based on pseudo-monomolecular principles, are necessary due to the 
complexities that arise because of coke formation. This work investigates four different 
reaction mechanisms of catalyst deactivation by coke formation, based on the number of 
active sites occupied. The total number of sites per unit area are assumed constant and are 
regarded as locations upon which species reside. The mechanisms can be summarized as 
follows: 

2.1.1. Mechanism I: One Surface Species Coking, Irreversible Surface Reaction 
For this coking mechanism, coke (CS) is formed by the adsorbed reactant molecule 

(RS). In this case both coking and surface reaction are irreversible. The adsorption of the 
reactant molecule at the catalyst site is the only reversible step. The detailed mechanism 
is stated below: 

𝑅𝑅 + 𝑆𝑆
𝑘𝑘1
⇌
𝑘𝑘−1

𝑅𝑅𝑅𝑅  (1) 

𝑅𝑅𝑅𝑅
𝑘𝑘2→  𝑃𝑃 + 𝑆𝑆  (2) 

𝑅𝑅𝑅𝑅
𝑘𝑘𝑐𝑐→  𝐶𝐶𝐶𝐶  (3) 

where, (R) stands for the reactant, (S) denotes a vacant site on the catalyst surface, (RS) is 
the adsorbed reactant, (P) is the product and (𝐶𝐶𝐶𝐶) is the site inactivated by carbonaceous 
deposit (coke). Finally, 𝑘𝑘1,𝑘𝑘−1, 𝑘𝑘2, and 𝑘𝑘𝑐𝑐 stand for the rate constants corresponding to the 
adsorption forward reaction, adsorption reverse reaction, desorption forward reaction 
and coking reaction, respectively. 

2.1.2. Mechanism II: One Surface Species Coking, Reversible Surface Reaction 
The reversible surface reaction step distinguishes mechanism II from mechanism I. 
The reaction steps are the same as in mechanism I with the reaction (2) now trans-

formed into  (4). 

𝑅𝑅𝑅𝑅
𝑘𝑘2
⇌
𝑘𝑘−2

𝑃𝑃 + 𝑆𝑆  (4) 

where 𝑘𝑘−2 is the rate constant of the reverse surface reaction step. 

2.1.3. Mechanism III: Two Surface Species 
Irreversible coking in mechanism III involves additional surface species to produce 

coke. All the adsorbed surface species participated in the coke formation, as depicted 
through the following mechanisms in addition to equations (3) and (4). 

  

𝑅𝑅𝑅𝑅
𝑘𝑘2→  𝑃𝑃𝑃𝑃  (4) 

𝑃𝑃𝑃𝑃
𝑘𝑘3
⇌
𝑘𝑘−3

𝑃𝑃 + 𝑆𝑆  (5) 

  

𝑃𝑃𝑃𝑃
𝑘𝑘𝑐𝑐2��  𝐶𝐶𝐶𝐶  (6) 
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As shown in mechanism III, elementary steps (1) and (3) are the same as in the pre-
vious mechanisms, and new steps for surface reactions and coking were added as indi-
cated by reactions (4), (5) and (6). The adsorbed reactant (RS) is transformed to another 
surface species (PS) which desorbed to form the product. The rate constants for the prod-
uct desorption reversible reaction step (5) are represented by 𝑘𝑘3 and 𝑘𝑘−3 whereas 𝑘𝑘𝑐𝑐2 is 
the rate constant for coking reaction (6). 

2.1.4. Mechanism IV: Two Surface Species, Reversible Coking 
Mechanism IV contained reversible coking step which represent its main difference 

with mechanism III. The previous mechanisms assumed coke is formed via irreversible 
surface adsorption. This would eventually lead to complete loss of activity after prolonged 
time on stream. Instead, catalyst retained some activity after long reaction time. The re-
versible mechanism is expected to account for this behavior. When the deactivation is re-
versible and coke is formed from one surface species, reaction (3) is reversed   

2.2. CSTR Reactor Model 
A gradient-less isothermal CSTR was employed in the model. Mechanistic modelling 

based on several elementary steps as used here would ensure quantitative interpretation 
of the results from transient experiments. The exclusion of steady-state multiplicity elim-
inates the presence of complexities and makes it essential to use models that incorporate 
the chemical processes occurring on the catalyst surface. The assumptions used are as fol-
lows: 
• The uniformity of the catalyst surface is assumed with intermediate interactions tak-

ing place on the catalyst surface and the effects of mass and heat transfer are consid-
ered negligible; 

• Constant temperature and pressure operational conditions are assumed; 
• CSTR is considered to be operating in regime of intrinsic kinetics with reaction mix-

ture assumed to be well agitated. 
Considering the CSTR is well-agitated and operating in the regime of intrinsic kinet-

ics, the material balances of the bulk components and surface species are written as fol-
lows: 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖 = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖 −
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖 +  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖  

 

For a component 𝑖𝑖, the mole balance can be written in the following way: 
𝑑𝑑𝑛𝑛𝑖𝑖
𝑑𝑑𝑑𝑑

=   𝑛̇𝑛𝑖𝑖,𝑖𝑖𝑖𝑖 −  𝑛̇𝑛𝑖𝑖,𝑜𝑜𝑜𝑜𝑜𝑜 +  𝑟𝑟𝑖𝑖𝜌𝜌𝐵𝐵𝑉𝑉𝑅𝑅   (7) 

where 𝑛̇𝑛𝑖𝑖,𝑖𝑖𝑖𝑖  denotes the inlet flow-rate of component 𝑖𝑖 , 𝑛̇𝑛𝑖𝑖,𝑜𝑜𝑜𝑜𝑜𝑜   is the outlet flow-rate of 
component i, 𝑟𝑟𝑖𝑖 represents the net formation rate of component i, 𝑉𝑉𝑅𝑅  stands for the total 
reactor volume, and 𝜌𝜌𝐵𝐵 is the bulk density of the catalyst. The bulk density, 𝜌𝜌𝐵𝐵, is ex-
pressed as: 

𝜌𝜌𝐵𝐵 = 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1- 𝜀𝜀)  (8) 

where 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  represents the catalyst density and 𝜀𝜀 is the catalyst bed voidage. Therefore, 
incorporating Equation (9) into the mole balance equation, Equation (8) can be written as: 

𝑑𝑑𝐶𝐶𝑖𝑖
𝑑𝑑𝑑𝑑

= 𝜀𝜀−1 �𝑛̇𝑛𝑖𝑖,𝑖𝑖𝑖𝑖 – 𝑛̇𝑛𝑖𝑖,𝑜𝑜𝑜𝑜𝑜𝑜 
𝑉𝑉𝑅𝑅 

+  𝑟𝑟𝑖𝑖𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1 − 𝜀𝜀)�  (9) 

Since residence time τ, is given by: 

𝜏𝜏 =  𝑉𝑉𝑅𝑅
 𝑣𝑣 ̇

  (10) 

The mole balance of the bulk components is obtained by substituting Equation (11) 
into Equation (10). 
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𝑑𝑑𝐶𝐶𝑖𝑖
𝑑𝑑𝑑𝑑

 =  𝜀𝜀−1 �𝐶𝐶𝑖𝑖,𝑖𝑖𝑖𝑖 −𝐶𝐶𝑖𝑖,𝑜𝑜𝑜𝑜𝑜𝑜 
𝜏𝜏

+  𝑟𝑟𝑖𝑖𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1 −  𝜀𝜀)�  (11) 

In order to account for the surface species, the mass balance equation is written as 
follows: 

 𝑑𝑑𝜃𝜃𝑗𝑗 

𝑑𝑑𝑑𝑑
 =  𝑟𝑟𝑗𝑗  (12) 

where 𝜃𝜃𝑗𝑗 is the fraction of the total number of sites occupied by component 𝑗𝑗. 

2.3. Rate Expressions and Material Balance Derivation 
The rate expressions for all elementary reactions are derived and stated below. 

2.3.1. Mechanism I 

For Mechanism I, the rate expressions are: 

𝑟𝑟1 = 𝑘𝑘1𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆  (13) 

𝑟𝑟−1 = 𝑘𝑘−1𝜃𝜃𝑅𝑅𝑅𝑅  (14) 

𝑟𝑟2 = 𝑘𝑘2𝜃𝜃𝑅𝑅𝑅𝑅 (15) 

𝑟𝑟𝑐𝑐 = 𝑘𝑘𝑐𝑐𝜃𝜃𝑅𝑅𝑅𝑅  (16) 

Combining the reactor balance Equation (12) and the rate Equations (14)–(17), the 
following equations are obtained for the reactant and products mole balances. 

𝑑𝑑𝐶𝐶𝑅𝑅
𝑑𝑑𝑑𝑑

= 𝜀𝜀−1 �𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 −𝐶𝐶𝑅𝑅 
𝜏𝜏

+ (− 𝑟𝑟1 + 𝑟𝑟−1 )𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1 −  𝜀𝜀)�  (17) 

𝑑𝑑𝐶𝐶𝑃𝑃
𝑑𝑑𝑑𝑑

=  𝜀𝜀−1 �𝐶𝐶𝑃𝑃,𝑖𝑖𝑖𝑖 −𝐶𝐶𝑃𝑃 
𝜏𝜏

+ 𝑟𝑟2 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1 −  𝜀𝜀)�  (18) 

Introducing the symbol 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 = 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐∗  (1- 𝜀𝜀)/ 𝜀𝜀, Equations (18) and (19) become: 
𝑑𝑑𝐶𝐶𝑅𝑅
𝑑𝑑𝑑𝑑

= 𝐶𝐶𝑅𝑅0 −𝐶𝐶𝑅𝑅
 𝜀𝜀𝜀𝜀

+ (− 𝑟𝑟1 + 𝑟𝑟−1 )𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐   (19) 

𝑑𝑑𝐶𝐶𝑝𝑝
𝑑𝑑𝑑𝑑

 = −  𝐶𝐶𝑃𝑃
𝜀𝜀𝜀𝜀

 + 𝑟𝑟2 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐   (20) 

𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 is not the catalyst density, but simply a symbol incorporating the catalyst density and 
bed voidage as in the equation above. 

Inserting the rate expressions into Equation (13), the mole balance equations for sur-
face species is obtained. 

 𝑑𝑑𝜃𝜃𝑅𝑅𝑅𝑅 
𝑑𝑑𝑑𝑑

 =  𝑟𝑟1 – 𝑟𝑟−1 – 𝑟𝑟2 – 𝑟𝑟𝐶𝐶   (21) 

 𝑑𝑑𝜃𝜃𝑆𝑆 
𝑑𝑑𝑑𝑑

 =  − 𝑟𝑟1 +  𝑟𝑟−1 +  𝑟𝑟2  (22) 

 𝑑𝑑𝜃𝜃𝐶𝐶 
𝑑𝑑𝑑𝑑

 =  𝑟𝑟1 𝑟𝑟𝐶𝐶   (23) 

Using dimensionless concentrations by dividing with 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 and symbolised by the re-
spective concentration symbol with a bar, Equations (20)—(23) become: 

𝑑𝑑 𝐶𝐶𝑅𝑅  

𝑑𝑑𝑑𝑑
 =  1

 𝜀𝜀𝜀𝜀
�1 −  𝐶𝐶𝑅𝑅  � – 𝑘𝑘1 𝐶𝐶𝑅𝑅  𝜃𝜃𝑆𝑆𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 +   𝑘𝑘−1 𝜃𝜃𝑅𝑅𝑅𝑅𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 

 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖
  (24) 

𝑑𝑑 𝐶𝐶𝑃𝑃
𝑑𝑑𝑑𝑑

 = −
𝐶𝐶𝑃𝑃
𝜀𝜀𝜀𝜀

+  𝑘𝑘2𝜃𝜃𝑅𝑅𝑅𝑅𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 
 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖

  (25) 
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𝑑𝑑𝜃𝜃𝑅𝑅𝑅𝑅 
𝑑𝑑𝑑𝑑

 =  𝑘𝑘1 𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 − (𝑘𝑘−1 + 𝑘𝑘2  + 𝑘𝑘𝑐𝑐) 𝜃𝜃𝑅𝑅𝑅𝑅   (26) 

𝑑𝑑𝜃𝜃𝑆𝑆
𝑑𝑑𝑑𝑑

 =   −𝑘𝑘1 𝐶𝐶𝑅𝑅𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖𝜃𝜃𝑆𝑆  +  (𝑘𝑘−1 + 𝑘𝑘2)𝜃𝜃𝑅𝑅𝑅𝑅  
  (27) 

2.3.2. Mechanism II 
The rate expressions and material balance equations for mechanisms II are the same 

as those for mechanism I except the elementary reactions for the surface reactions. The 
rate expression for the reverse reaction (4) is given by: 

𝑟𝑟−2 = 𝑘𝑘−2𝐶𝐶𝑃𝑃𝜃𝜃𝜃𝜃  (28) 

Consequently, the material balance equations for 𝐶𝐶𝑃𝑃, 𝜃𝜃𝑅𝑅𝑅𝑅 and 𝜃𝜃𝑆𝑆 are stated below: 
𝑑𝑑 𝐶𝐶𝑃𝑃
𝑑𝑑𝑑𝑑

 = −
𝐶𝐶𝑃𝑃
𝜀𝜀𝜀𝜀

+ 𝑘𝑘2𝜃𝜃𝑅𝑅𝑅𝑅𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 
 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖

 – 𝑘𝑘−2𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐   (29) 

 𝑑𝑑𝜃𝜃𝑅𝑅𝑅𝑅 
𝑑𝑑𝑑𝑑

 =  𝑘𝑘1 𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 − (𝑘𝑘−1 + 𝑘𝑘2  + 𝑘𝑘𝑐𝑐) 𝜃𝜃𝑅𝑅𝑅𝑅 +   𝑘𝑘−2𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖  (30) 

 𝑑𝑑𝜃𝜃𝑆𝑆 
𝑑𝑑𝑑𝑑

 =  −𝑘𝑘1 𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖  +  (𝑘𝑘−1 + 𝑘𝑘2) 𝜃𝜃𝑅𝑅𝑅𝑅 −   𝑘𝑘−2𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖  (31) 

2.3.3. Mechanism III 
Mechanism III represents a more complicated case of coking where two surface spe-

cies were involved. The rate expression is the same as in the previous cases, apart from 
reactions (5) and (6) whose rate equations are given below: 

𝑟𝑟3 =  𝑘𝑘3𝜃𝜃𝑃𝑃𝑃𝑃     (32) 

𝑟𝑟−3 =  𝑘𝑘−3𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆    (33) 

𝑟𝑟𝐶𝐶2 =  𝑘𝑘𝐶𝐶2𝜃𝜃𝑃𝑃𝑃𝑃     (34) 

The subsequent material balance for 𝐶𝐶𝑃𝑃 ,𝜃𝜃𝑃𝑃𝑃𝑃,𝜃𝜃𝑆𝑆 𝑎𝑎𝑎𝑎𝑎𝑎 𝜃𝜃𝐶𝐶𝐶𝐶 are stated below: 

𝑑𝑑 𝐶𝐶𝑃𝑃
𝑑𝑑𝑑𝑑

 = −
𝐶𝐶𝑃𝑃
𝜀𝜀𝜀𝜀

+  𝑘𝑘3𝜃𝜃𝑃𝑃𝑃𝑃𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 
 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖

−   𝑘𝑘−3𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐   (35) 

𝑑𝑑𝜃𝜃𝑃𝑃𝑃𝑃 
𝑑𝑑𝑑𝑑

 = 𝑘𝑘2𝜃𝜃𝑅𝑅𝑅𝑅 + (𝑘𝑘3 −  𝑘𝑘𝐶𝐶2) 𝜃𝜃𝑃𝑃𝑃𝑃 + 𝑘𝑘−3𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 (36) 

𝑑𝑑𝜃𝜃𝑆𝑆
𝑑𝑑𝑑𝑑

 =  − 𝑘𝑘1𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 +  𝑘𝑘−1𝜃𝜃𝑅𝑅𝑅𝑅  +  𝑘𝑘3 𝜃𝜃𝑃𝑃𝑃𝑃  − 𝑘𝑘−3𝐶𝐶𝑃𝑃𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 (37) 

𝑑𝑑𝜃𝜃𝐶𝐶𝐶𝐶
𝑑𝑑𝑑𝑑

 =   𝑘𝑘𝐶𝐶𝜃𝜃𝑅𝑅𝑅𝑅   +  𝑘𝑘𝐶𝐶2𝜃𝜃𝑃𝑃𝑃𝑃   (38) 

2.3.4. Mechanism IV 
The rate expressions and material balance for mechanism IV are the same with mech-

anism III except for 𝜃𝜃𝑅𝑅𝑅𝑅 𝑎𝑎𝑎𝑎𝑎𝑎 𝜃𝜃𝐶𝐶𝐶𝐶 which are given as follows: 

𝑟𝑟−𝐶𝐶 =  𝑘𝑘−𝐶𝐶𝜃𝜃𝐶𝐶𝐶𝐶     (39) 

 𝑑𝑑𝜃𝜃𝑅𝑅𝑅𝑅 
𝑑𝑑𝑑𝑑

 =   𝑘𝑘1𝐶𝐶𝑅𝑅𝜃𝜃𝑆𝑆𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 − (𝑘𝑘−1 + 𝑘𝑘2 + 𝑘𝑘𝐶𝐶) 𝜃𝜃𝑅𝑅𝑅𝑅   +   𝑘𝑘−𝐶𝐶𝜃𝜃𝐶𝐶𝐶𝐶   (40) 

𝑑𝑑𝜃𝜃𝐶𝐶𝐶𝐶
𝑑𝑑𝑑𝑑

 = 𝑘𝑘𝐶𝐶𝜃𝜃𝑅𝑅𝑅𝑅  −  𝑘𝑘−𝐶𝐶𝜃𝜃𝐶𝐶𝐶𝐶   (41) 
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2.4. Kinetic Parameter Estimation Procedure 
From its very inception, this work was intended to set up models for typical hydro-

carbon catalytic reactions incorporating mechanisms of catalyst deactivation by coke for-
mation. Arbitrary numerical values were assigned to the models associated parameters. 
Through a programmed numerical solution package, the model was able to calculate the 
time taken for coking reaction, i.e., the time for the catalyst activity to diminish and ap-
proach zero. The model had also demonstrated the effect of steps response of the model-
ling parameters on the rate of coking. Right and more appropriate values for modelling 
parameters could be obtained directly from experimental data or predicted from theoret-
ical rules and available theories [23]. Therefore, a relevant catalytic reaction with all the 
corresponding parameter values was chosen from the literature as a case study. The reac-
tion system is skeletal isomerisation of 1-pentene over a zeolite-based catalyst, as reported 
by Sandelin et al. [5]. They carried out parameter estimation using kinFit software as 
adopted from Aittamaa and Keskinen [24]. They compare their parameters estimation 
with experimental results for different coking deactivation models. The values used in this 
study (Table 1) are those that have good agreement with their experimental results. This 
reaction system was solely adopted for the purpose of obtaining kinetic parameters and 
obtaining a general understanding of catalyst deactivation phenomena. 

Table 1. Input values for kinetic parameters. 

k, m3s−1kgcat−1 k1 k−2 k−3 k−1 k2 k3 kc kc2 k-c 
Mechanism I 13 - - 0.036 0.027 - 0.036 - - 
Mechanism II 13 1.349 - 0.036 0.027 - 0.036 - - 
Mechanism III 13 - 1.349 0.036 14.5 0.027 8.3 × 10−5 4.6 × 10−8 - 
Mechanism IV 13 - 1.349 0.036 14.5 0.027 8.3 × 10−5 - 4.6 × 10−8 

2.5. Numerical Method and Initial Conditions 
The material balance equations derived in Sub-Section 2.3 are a series of ordinary 

differential equations (ODEs) consisting of several dependent variables with respect to a 
single independent variable, time (𝑡𝑡). An array of numerical techniques can be used to 
simulate solutions for ODEs involving modelling of catalyst deactivation by coke deposi-
tion. However, MATLAB® was chosen as the programming language for this work due to 
its ability to successfully and directly illustrate matrix and array mathematics [25]. In par-
ticular, the ODE 45 solver is utilized due to its versatility as well as being employed for 
non-stiff differential equations [26]. The implementation of ODEs requires stating initial 
and boundary conditions of the reaction system of interest. The time (𝑡𝑡) is set according 
to the time at which the system converges to steady state; therefore, the time boundary 
conditions in all experiments ranges from 𝑡𝑡 = 0 𝑡𝑡𝑡𝑡 𝑡𝑡 = 3 ∗ 105 (𝑠𝑠). The initial conditions 
at time (𝑡𝑡) = 0 are set in accordance with the principle that active sites are not occupied 
by any species. The initial conditions of required parameters are set as follows: 

𝐶𝐶𝑅𝑅 = 1, 𝐶𝐶𝑃𝑃 = 0, 𝜃𝜃𝑅𝑅𝑅𝑅  = 0, 𝜃𝜃𝑃𝑃𝑃𝑃  = 0,  𝜃𝜃𝐶𝐶𝐶𝐶  = 0   and 𝜃𝜃𝑆𝑆  = 1   

2.6. Sensitivity Analysis 
Mathematical models are designed to mimic the reaction system, consequently vali-

dating reaction schemes and the nature of the reactions [27]. Local sensitivity measures 
are widely used in instances whereby differential equations are implemented and a better 
understanding of reaction paths and mechanisms are needed. Consequently, local sensi-
tivity analysis is carried out for this study. Through stepwise parameter manipulations, 
simulations were carried out for Mechanisms I, II, III and IV. This consists of increasing or 
decreasing the magnitude of significant parameters ( 𝑘𝑘1, 𝑘𝑘−1,𝑘𝑘2,  𝑘𝑘−2, 
𝑘𝑘3,  𝑘𝑘−3,𝑘𝑘𝐶𝐶 ,𝑘𝑘𝐶𝐶2,  𝑘𝑘−𝐶𝐶 ,  𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖,𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 and 𝜏𝜏) by a factor or percentage. While doing so, analyzing 
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cases where reaction rate constants are of equal magnitude facilitates the understanding 
of the impact each parameter has on the deactivation mechanism. This must therefore be 
implemented into the sensitivity studies. 

3. Results and Discussion 
The results are presented according to the mechanisms described in Sub-Section 3.3. 

For each mechanism, simulations were carried out using the parameter values reported in 
Tables 1 and 2, followed by sensitivity analysis. Since the objective here is to compare rival 
deactivation mechanisms, the sensitivity analysis was focused on the reaction rate con-
stants. To avoid too many results, separate simulations were carried out and the results 
reported are those that showed higher sensitivity to coking. 

Table 2. Additional parameters/variables. 

Variable Value 
Residence time, 𝜏𝜏(s) 1 
Inlet reactant concentration, 𝐶𝐶𝑅𝑅,𝑖𝑖𝑖𝑖 (𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚−3) 20 
Catalyst density, 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐  (𝑘𝑘𝑘𝑘 𝑚𝑚−3) 600 
Bed voidage, 𝜀𝜀 0.4 

3.1. Mechanism I 
Figure 1 represents simulation results based on coking mechanism I and parameter 

values in Tables 1 and 2. As shown, at 𝑡𝑡 = 0, the concentration of the reactant, 𝐶𝐶𝑅𝑅  de-
clined instantaneously, and then increased rapidly at 𝑡𝑡 = 20 𝑠𝑠. This is possible because at 
𝑡𝑡 = 0 s all the catalyst active sites are vacant allowing the reactant molecule to be strongly 
adsorbed into the free vacant sites. On the other hand, there is a steep rise in the concen-
tration of 𝜃𝜃𝑅𝑅𝑅𝑅  (adsorbed reactant) along with the product (𝐶𝐶𝑃𝑃), both of which had reached 
a peak at 𝑡𝑡 = 20 s. As the concentration of the free active sites decreases rapidly to zero, 
the conversion of 𝐶𝐶𝑅𝑅 to 𝜃𝜃𝑅𝑅𝑅𝑅 decreases proportionally with the decline in the 𝐶𝐶𝑃𝑃 . The con-
sumed 𝜃𝜃𝑅𝑅𝑅𝑅  is mainly consumed to form coke (𝜃𝜃𝐶𝐶𝐶𝐶)  which increases continuously with 
time on stream. 

 
Figure 1. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time for Mechanism I. 

Sandelin et al. [5] carried out an integrated dynamic model for reaction kinetics and 
catalyst deactivation for skeletal isomerization of 1-pentene over ferrierite in a fixed bed 
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reactor. They have confirmed similar trends that when 𝜃𝜃𝐶𝐶𝐶𝐶  approaches 1 after very long 
time on stream, the catalyst deactivates completely and is totally filled by coke. In line 
with this study, they found that 𝜃𝜃𝑅𝑅𝑅𝑅   reaches maxima whereas 𝜃𝜃𝐶𝐶𝐶𝐶   increases with in-
creasing time on stream. Similarly, Lopez et al. [28] had observed higher deactivation of 
catalysts during 1-Pentene isomerization over SAPO-II, BEA, and AIMCM-41 molecular 
sieves at 250 °C, which was attributed to strong adsorption and higher coke formation. 
For the skeletal isomerization of n-alkenes over zeolite catalysts, it has been reported that 
the amount of Bronsted acid sites declines quite rapidly at the beginning of the experiment 
[28–32]. 

3.2. Mechanism II 
Mechanism II has a reversible surface reaction, which distinguishes its deactivation 

mechanism from mechanism I. The reverse surface reaction is expected to produce more 
𝜃𝜃𝑅𝑅𝑅𝑅 and part of this will participate in coking reaction, hence more coke would be formed. 
If more coke is formed, then the deactivation in mechanism II would be severe. Compari-
son of Figure 1 for mechanism I with Figure 2 for mechanism II reveals no difference in 
coke formation and products deactivation. The only clear difference in mechanism II (Fig-
ure 2) is that it produced more 𝜃𝜃𝑅𝑅𝑅𝑅  and less 𝐶𝐶𝑃𝑃  as expected but the extent of deactivation 
after long time on stream is the same as shown in Figure 2. Coke formation is always 
extreme and rapid process within the first few seconds of time on stream [33-39]. The main 
deactivation occurred on the strongest acid sites at a short time on stream. As shown in 
Figure 3, the process of coke formation in mechanism I and II had been pictured in more 
details at a few seconds of time on stream. Based on the result, the deactivation in mech-
anism II had occurred earlier with more coke deposition compared to mechanism I. The 
modelling results and the reaction kinetics were in good agreement. 

The introduction of the reverse surface reaction in mechanism II resulted in the pro-
duction of extra 𝜃𝜃𝑅𝑅𝑅𝑅  which facilitated higher coke production and earlier deactivation of 
the products. Therefore, when coke is formed from adsorbed surface reactant, reversibility 
of the surface reaction enhances the coke formation and induces earlier deactivation of the 
catalyst. 

 
Figure 2. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time for Mechanism II. 
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Figure 3. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time: comparison between mechanism I (Fig. 3a) and and mecha-
nism II (Fig. 3b). 

3.3. Mechanism III 
Mechanism III as stated earlier contained two surface species or coke precursors par-

ticipating in coke formation. The consequence of the catalyst deactivation depends on the 
net rate constant of each surface species. As provided in Table 1, the input values for the 
coking rate constants corresponding to the mechanism III are very small and therefore 
negligible coke is deposited on the catalyst. Seeing at the far right of Figure 4, for mecha-
nism III, the production of coke can be detected after very long time on stream, approxi-
mately 28 h. As shown in Figure 4, the amount of 𝜃𝜃𝑅𝑅𝑅𝑅  produced with time on stream is 
very low due to its rapid consumption to produce 𝜃𝜃𝑃𝑃𝑃𝑃 , while on the other hand, 𝜃𝜃𝑃𝑃𝑃𝑃  had 
reached its maximum coverage within a few seconds of time on stream. Coke is favorably 
formed from 𝜃𝜃𝑃𝑃𝑃𝑃  due to its higher production and low consumption by other competing 
steps. For both surface species to be active in coke formation there must be a balance in 
their production and consumption rates. In Figure 4, 𝜃𝜃𝑃𝑃𝑃𝑃  acted as the main coke precur-
sor due to its abundance on the active sites of the catalyst. Even though the adsorbed in-
termediates 𝜃𝜃𝑅𝑅𝑅𝑅  and 𝜃𝜃𝑃𝑃𝑃𝑃  individually react further to produce coke, the rate at which 
𝜃𝜃𝑅𝑅𝑅𝑅  desorb to form 𝜃𝜃𝑃𝑃𝑆𝑆  determines their individual strength on the coke formation and 
catalyst deactivation. If the rate of desorption is high, then 𝜃𝜃𝑃𝑃𝑃𝑃  would be the main coke 
precursor and if the rate is low, 𝜃𝜃𝑅𝑅𝑅𝑅  would be the major coke precursor. 

 

 
Figure 4. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time for mechanism III at different scales of time on stream: a) 
Short times on stream up to 150 s. b) Large times on stream. 

(a) (b) 

(a) (b) 
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3.4. Mechanism IV 
As stated earlier, the presence of reversible coke formation distinguishes mechanism 

IV from III. The coke formed on the catalyst is very low and noticed only after very long 
time on stream. Based on the modelling results presented in Figure 4, the deactivation 
mechanisms III and IV are unique and only relevant at higher coking rates. In order to 
study the effect of this reversible deactivation mechanism, the coking rate constants need 
to be manipulated so that significant coking took place in the system. This was imple-
mented through the sensitivity analysis of mechanism IV. 

3.5. Sensitivity Analysis 
3.5.1. Mechanisms I and II: Sensitivity to 𝑘𝑘1,  k−1,  k2, kc and τ 

For mechanism I, sensitivity analysis was carried out for all the elementary reaction 
steps and the results are presented in Figure 5. As shown in Figure 5a when 𝑘𝑘1 receives 
high values, then 𝜃𝜃𝑆𝑆  will decrease rapidly. This is also in agreement with Equations (14), 
(15) and (23), respectively. In Figure 5a,  𝑘𝑘1 was reduced by 100% and 𝑘𝑘−1 was increased 
by 10%. As expected, since 𝑘𝑘1 receives lower value compared to 𝑘𝑘−1, the adsorption of  

the reactant (𝑅𝑅) on the active sites was very slow, which means that it takes longer 
time for all the available active sites to be occupied. As shown in Figure 5a 𝜃𝜃𝑆𝑆 approaches 
zero at 𝑡𝑡 = 100 s, i.e., almost five times slower than in Figure 1. Based on this deactivation 
mechanism, coke (𝜃𝜃𝐶𝐶𝐶𝐶) is mainly formed from the adsorbed reactant (𝜃𝜃𝑅𝑅𝑅𝑅) and when 𝑘𝑘1 
is lower than 𝑘𝑘−1 then lower amounts of 𝜃𝜃𝑅𝑅𝑅𝑅  and 𝐶𝐶𝑃𝑃  are obtained; hence, the coke for-
mation is slower. For instance, in Figure 1, the coke coverage reaches 0.7 within 50 s 
whereas slower deactivation was obtained in Figure 5a where 𝜃𝜃𝐶𝐶𝐶𝐶  fractional coverage 
reaches 0.55 within the same 50 s. The increase in the concentration of the free vacant acid 
sites when the feed desorbs to a greater extent than adsorbs was also reported by Sandelin 
et al. [5]. 

Figure 5b considers the sensitivity by changing 𝑘𝑘2 whose value determines the level 
of the product (𝐶𝐶𝑃𝑃). As 𝑘𝑘2 had been increased by 10%, slower and constant coking is ob-
tained with lower amount of 𝜃𝜃𝑅𝑅𝑅𝑅  due to its increased consumption in the product de-
sorption step. The rate of coking here is slow and constant, and it takes 300 s for all the 
active sites to be occupied by coke molecules. This type of coke is a result of further trans-
formation of coke precursors. The volatile coke molecules as well as heavy coke molecules 
can either undergo cracking to yield smaller molecules, which are desorbed or react via 
dehydrogenation leading to more condensed coke species [1]. These findings are in line 
with the kinetic expression in Equation (2), as the increase of 𝑘𝑘2 is expected to increase 
both the product formation as well as the fraction of vacant active sites. The coke content 
had decreased at higher desorption rate of the coke precursors responsible for coke for-
mation [33]. 
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Figure 5. Estimated reactant and product concentration profiles (left y-axis) and surface species 
coverages (right y-axis) with respect to time: sensitivity analysis for Mechanism I, (a) with reduced 
 𝑘𝑘1 by 100% and increased  𝑘𝑘−1 by 10% (b) increased  𝑘𝑘2 by 10% (c) 𝑘𝑘𝐶𝐶 = 0.36 (d) 𝜏𝜏 = 5 s. 

In Figure 5c, increasing 𝑘𝑘𝐶𝐶  by 10% leads to significantly higher coke formation and 
early deactivation of 𝜃𝜃𝑅𝑅𝑅𝑅  and 𝐶𝐶𝑃𝑃. It takes almost 150 s for all the active sites to be filled 
and occupied by coke in Figure 1, but when 𝑘𝑘𝐶𝐶  was increased by 10% (Figure 5c), the 
catalyst active sites are totally filled by coke and became completely deactivated within 25 
s of time on stream. Therefore, 𝑘𝑘𝐶𝐶  should be kept as small as possible to obtain apprecia-
ble amount of the products. The rate of formation of coke evidently occurs at a much faster 
rate with increasing 𝑘𝑘𝐶𝐶; however, the decline of active sites remains unaffected. The lack 
of variation of the active sites with respect to changing magnitudes of 𝑘𝑘𝐶𝐶  suggests the 
competitive inhibition is occurring between 𝜃𝜃𝑅𝑅𝑅𝑅   and 𝜃𝜃𝐶𝐶𝐶𝐶. This phenomenon favorably 
confirms to the findings from Beeckman and Froment [34] and further supports the con-
cept that the main and coking reaction occur by a single mechanism on the same active 
sites [34]. This has also confirmed that the decline in the concentration of 𝜃𝜃𝑅𝑅𝑅𝑅  and 𝐶𝐶𝑃𝑃  is 
due to the deactivation of the catalyst by the coke deposition [5,21]. 

As shown in Figure 5d, the larger the residence time, 𝜏𝜏, the greater the bonding of 
the reactant to the active sites, as a result more product and less coke are formed. Theo-
retically, more coke should be deposited at higher residence times as it favors the second-
ary cracking reactions leading to high coke formation [35]. As presented in Figures 1 and 
5d, respectively, higher conversion and lower coke content are obtained at higher resi-
dence times. This finding was supported by Brillis and Manos [33,36] and Zhang et al. 
[37]. Onay et al. [38] reported that high residence times were able to keep the conversion 
level considerably higher and presented a much slower apparent activity decline. The ef-
fect of coke formation with varying residence time is a complicated issue arising from the 
complication of the coking process. From their deactivation studies during catalytic crack-
ing of C8 aliphatic hydrocarbons over ultrastable Y zeolite, Brillis and Manos [36] reported 
that the high residence time runs could present a falsified picture of deactivation. Sup-
ported by results from the literature, a better explanation can be made that validates the 
effect of coke formation at varying residence time. The catalyst deactivates rapidly due to 
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the fast initial formation of coke on strong zeolitic acid sites [31-33, 36]. However, the for-
mation of coke from smaller precursors on weaker acid sites is much slower and signifi-
cantly slows down the deactivation process [31-33]. Coke precursors formed initially at 
short residence times are very volatile, and they are further desorbed into gas phase prod-
ucts or transformed into condensed hard coke at higher residence time [31,32]. The higher 
amount of products obtained at higher residence time are due to the slower coking process 
leading to a lower declined in catalyst activity. 

3.5.2. Mechanisms II: Sensitivity to k2,  k−2, and τ 
The sensitivity analysis for Mechanism II was restricted to the surface reaction ele-

mentary step, as it is the basic step that differentiates the deactivation mechanism II from 
I. The behavior of coke is always expected to change with residence time, so residence 
time was also included as part of the sensitivity analysis. 

As shown in Figure 6a, 𝑘𝑘2 was increased by 100% whereas  𝑘𝑘−2 is decreased by 10%, 
similar with the sensitivity analysis of mechanism I in the adsorption step. The results of 
these changes are very clear. The enhanced consumption of 𝜃𝜃𝑅𝑅𝑅𝑅  to produce the product 
has lowered the coke deposition and generally slowed down the deactivation. As seen in 
Figure 2, the full deactivation had occurred around 150 s whereas in Figure 6a the active 
sites are fully occupied by coke at around 250 s. Hence, speeding the product formation 
step has lowered the coke formation and reduced the severity of the deactivation on the 
catalyst. 

The next sensitivity analysis for mechanism II deals with adjustment of residence 
time. As shown in Figure 6b, increasing the residence time, 𝜏𝜏, increases the bonding of the 
reactant to the active sites. As a result, more product and less coke are formed. Even 
though the effect of residence time is general, the mechanism through which coke is 
formed determines the time and extent of the deactivation. At all the residence times sim-
ulated, coke formation is more detrimental in mechanism II compared to mechanism I. 
For similar deactivation mechanisms, the deactivation behaviors are similar and quite in-
distinguishable at low residence time and higher amount of inlet concentration due to the 
rapid formation of coke on strong acidic sites of the catalyst. 

 

 
Figure 6. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time: sensitivity analysis for Mechanism II, (a) with increased  𝑘𝑘2 
by 100% and (b) decreased  𝑘𝑘−2 by 10% (b) 𝜏𝜏 = 5 s. 

3.5.3. Mechanisms III: Sensitivity to kc and kc2 
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Separate simulations and preliminary results showed that 𝑘𝑘𝑐𝑐  and 𝑘𝑘𝑐𝑐2  are the most 
important parameters that influence the coke formation for mechanism III. As shown in 
Figure 7a, if 𝑘𝑘𝑐𝑐 is increased by 105 while 𝑘𝑘𝑐𝑐2  remain unchanged, 𝜃𝜃𝑅𝑅𝑅𝑅  will suddenly de-
cline with heavy coke formation. The full deactivation of the product was attained around 
500 s of time on stream. The coking tendency could also be enhanced by increasing the 
magnitude of 𝑘𝑘𝑐𝑐2  as shown in Figure 7b. Since 𝑘𝑘𝑐𝑐2  is smaller compared to 𝑘𝑘𝑐𝑐, when both 
are increased by the same factor, the coke formation with 𝑘𝑘𝐶𝐶2  is slower with full deacti-
vation around 1000 s of time on stream (Figure 7b). When the coking is slower, more 𝜃𝜃𝑅𝑅𝑅𝑅  
and 𝐶𝐶𝑃𝑃  are formed, signifying slow deactivation of the products. 

 

 
Figure 7. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time: sensitivity analysis for Mechanism III, (a) with increased  𝑘𝑘𝐶𝐶 
by10−5 and  𝑘𝑘𝐶𝐶2 unchanged (b) with increased  𝑘𝑘𝐶𝐶2 by 10−5 and  𝑘𝑘𝐶𝐶 unchanged. 

Generally, for two surface species deactivation mechanism, increasing the rate con-
stant of one of the coking steps would certainly increase the deactivation of the system 
and reduce the activity of the catalyst. Although all the deactivation models provided rea-
sonable description of coke formation, modelling results and experimental work from 
Sandelin et al. [21] showed that better results were typically obtained by assuming 𝜃𝜃𝑅𝑅𝑅𝑅  
reacting to form coke. This is reasonable because in the beginning, the concentration of 
𝜃𝜃𝑅𝑅𝑅𝑅  is high and the deactivation is fast, and thus the fit is better for 𝜃𝜃𝑅𝑅𝑅𝑅  as a coke precur-
sor. Both 𝜃𝜃𝑅𝑅𝑅𝑅  and 𝜃𝜃𝑃𝑃𝑃𝑃  can represent the coke precursor and reacted to form coke espe-
cially at low concentrations [5]. 

3.5.4. Mechanisms IV: Sensitivity to kc and kc2 
Separate simulations had showed that the similarities between mechanism III and IV 

had cut across all the parameters, making their sensitivity analysis very similar. Decreas-
ing  𝑘𝑘𝐶𝐶 by 10−5 produced the similar results for both mechanism III and IV, respectively. 
In both cases, significant coking took place with the available active sites fully occupied 
by coke in around 500 s. Due to its higher rate of production, 𝜃𝜃𝑃𝑃𝑃𝑃  represents the most 
available surface species and widely affected coke formation. On the other hand, changing 
 𝑘𝑘−𝐶𝐶 by 10−5 (Figure 8b) further retarded the coke formation compared to the elementary 
model (Figure 8a), and this is due to the reversibility of coking mechanism. 

As shown by separate simulations, when  𝑘𝑘−𝐶𝐶 was changed by 10−5, coke was not 
deposited up to 83 h, whereas for the elementary model (Figure 8a), coke was deposited 
after 28 h. In most catalytic reactions, catalyst maintains residual activity after a long time-
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on-stream, which can be explained by self-regeneration caused by reversible coking deac-
tivation mechanism [21]. Modelling of coke formation using reversible deactivation kinet-
ics was reported to fit the experimental data very well [21]. 

 
Figure 8. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time: sensitivity analysis for Mechanism IV, (a) elementary model, 
using parameters values in Tables I and II (b) with decreased  𝑘𝑘−𝐶𝐶 by 10−5 and 𝑘𝑘𝐶𝐶 unchanged. 

3.6. Model Verifications 
The mathematical model was verified by comparing the modelling results with re-

lated work from literature sources. For the sake of validation, the following experimental 
findings were used. 
• One of the major findings of this work is that increasing the inlet reactant concentra-

tion increases the coke formation in all mechanisms, as the adsorbed reactant concen-
tration contributes to coke formation (as shown in separate simulations). This is sup-
ported by experimental results by Föttinger et al. [40]. They conducted skeletal isom-
erization of 1-pentene on BEA zeolite and on ferrierite (FER). From their findings 
with increasing partial pressure of 1-pentene the conversion decreases, and coke for-
mation increase. This agrees with thermodynamic consideration, which suggested 
that higher alkene partial pressure could favor dimerization and hydride transfer re-
actions. Sandelin et al. [5,21] carried out dynamic Modelling of Catalyst Deactivation 
for the skeletal-isomerization of 1-Pentene on Ferrierite. They revealed that increas-
ing of the feed olefin partial pressure increases the coke formation. 

• Modelling work from Salmi et al. [41] showed that catalyst deactivation can be sup-
pressed by adding more catalyst to the system. In agreement with the latter results, 
simulations from present work as shown in Figure 9 had similar behaviors where the 
increasing catalyst density suppresses the coke formation. The available active sites 
and product concentration increases with increasing catalyst density while the pro-
duction of 𝜃𝜃𝑅𝑅𝑅𝑅  is suppressed. Even though the deactivation is delayed with increas-
ing catalyst density, there is a limit at which further addition of catalyst does not 
accomplish higher conversion. Similar findings were reported by Manos et al. [42] 
and Gulab et al. [43] where, at low reaction temperatures, the addition of extra cata-
lyst above polymer-to-catalyst mass ratios of 2 does not enhance conversion. As 
shown in Figure 9, increasing the catalyst density up to 75% has improved the con-
version but at 100% increment and above, the conversion remained the same. Among 
the important feature here is the stabilization of the products at higher concentration 
of catalyst due to the low coke. As shown by separate simulations, increasing the 
catalyst density by 400% does not improve the conversion, but it has increased the 
stability of product production and further lowered coke formation. 

 

(a) (b) 
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Figure 9. Estimated reactant and product concentration profiles (left axis) and surface species cov-
erages (right axis) with respect to time: showing the effect of increasing catalyst amount. a: ρcat=600 
g cm-3. b: ρcat=750 g cm-3. c: ρcat=900 g cm-3. d: ρcat=1050 g cm-3. e: ρcat=1200 g cm-3. f: ρcat=2400 g cm-3. 

 

 

 

 

 

• The parameters/variables values used for this modelling work were generated from 
the work of Sandelin et al. [4]. Their work is basically based on plug flow reactor 
whereas the present modelling is based on CSTR. The same principal shapes and 
types of step responses can be observed in both reactor types, CSTR and a plug flow 

(a) (b) 

(c) (d) 

(e) (f) 
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reactor (PFR) [44]. The qualitative behavior of CSTR was reported to be very similar 
to this of PFR [44,45]. Surface species coverages were compared between PFR (the 
literature) and CSTR (present study) as part of the modelling validation (Figure 10). 
The same parameters/variables values were used in both cases. As shown in Figure 
10, the principal shapes and types of steps responses are the same in CSTR and PFR 
confirming the validity of the CSTR modelling. In the two reactors, the coverage of 
n-pentene (A) rises rapidly from zero to a maximum value, and then starts to decline 
as the coverage of coke (C) increases with increasing time on stream. If k1 is decreased 
and k−1 is increased, the free vacant sites increase, especially in the beginning of the 
experiment. This trend can easily be seen for PFR (Figure 10c,d). When small changes 
occur, the responses in CSTR (as shown in Figure 10a,b) are less pronounced due to 
back mixing effects [44]. However, if k1 decreases up to a higher value (as shown in 
Figure 5a), the step responses can be more noticeable, similar to those observed in 
PFR. The differences observed are expected and are reported in similar comparison 
studies. 

 
Figure 10. Estimated surface compound coverages: Comparison between CSTR (present study) and 
PFR (literature study), (a) mechanism I (elementary model, CSTR), (b) mechanism I (reduced k1 by 
20% and increased k−1 by 10%, CSTR), (c) literature (elementary model, PFR), (d) literature (reduced 
k1 by 20% and increased k−1 by 10%, PFR. 

Lercher et al. [45] studied the comparative deactivation of H-ZSM-5 catalyst during 
testing in PFR and CSTR reactors. The two reactors had similar product distribution, but 
the catalyst deactivation rates differ significantly due to the different local concentration 
in the two reactors, which is similar to the present study. Figure 10 shows that in the CSTR, 
changes in the concentration of surface species occurred immediately with time on stream, 
whereas in the PFR reactor, a gap was observed. Lercher et al. [45] reported a similar sce-
nario, where an initial phase with no conversion was observed at very short contact times 
in the PFR, while conversion started immediately at short contact times in the CSTR, with-
out an initiation zone. This is attributed to the excellent mixing condition and homogene-
ous distribution of reaction products in the CSTR [45]. 

 

 

(a) (b) 

(c) (d) 
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4. Conclusions 
Catalyst deactivation by coking was modelled in a simple, robust, and efficient ap-

proach. The approach is useful for various kinds of reactors. A similar model approach 
when compared with experimental results is suggested to be useful for process scale-up 
and is safer than an empirical deactivation model. This modelling approach has a general 
significance since the modelled reaction system can represent numerous hydrocarbon 
transformations. The methodology developed utilizing ODE 45 on MATLAB, producing 
2-dimensional plots, facilitated a greater understanding on the impact of reaction param-
eters on the nature of the reaction. The shape of the response is very much determined by 
the magnitude of kinetic parameters and the inlet concentration of the reactants. The mod-
eling results showed that the mechanisms were most sensitive to the inlet concentration, 
while the inhibition of the active site, with respect to the adsorbed molecules, had the 
greatest influence on the time scale of deactivation. Furthermore, the coke formation rate 
is higher at higher rate of adsorption, leading to very fast deactivation. At lower residence 
times and higher inlet concentrations, the formation of coke is very rapid, whereas at 
higher residence times, product formation is higher with lower coke formed. The more 
reversible the surface reaction is, the more the coke formation is enhanced inducing earlier 
deactivation of the catalyst. For the reversible deactivation mechanism, the catalyst main-
tains residual activity after prolong time on stream. Comparative analysis with the litera-
ture revealed that the model is indeed able to successfully demonstrate the most essential 
features of catalyst deactivation and is therefore useful for process scale-up purposes. Fu-
ture work is aimed to extend the study to different reactors such as a plug flow reactor. 
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