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#### Abstract

The trade-off between exploitation and exploration is a dilemma inherent to particle swarm optimization (PSO) algorithms. Therefore, a growing body of PSO variants is devoted to solving the balance between the two. Among them, the method of self-adaptive multi-strategy selection plays a crucial role in improving the performance of PSO algorithms but has yet to be well exploited. In this research, with the aid of the reinforcement learning technique to guide the generation of offspring, a novel self-adaptive multi-strategy selection mechanism is designed, and then a multi-strategy selflearning PSO algorithm based on reinforcement learning (MPSORL) is proposed. First, the fitness value of particles is regarded as a set of states that are divided into several state subsets non-uniformly. Second, the $\varepsilon$-greedy strategy is employed to select the optimal strategy for each particle. The personal best particle and the global best particle are then updated after executing the strategy. Subsequently, the next state is determined. Thus, the value of the Q-table, as a scheme adopted in self-learning, is reshaped by the reward value, the action and the state in a non-stationary environment. Finally, the proposed algorithm is compared with other state-of-the-art algorithms on two well-known benchmark suites and a real-world problem. Extensive experiments indicate that MPSORL has better performance in terms of accuracy, convergence speed and non-parametric tests in most cases. The multi-strategy selection mechanism presented in the manuscript is effective.
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## 1. Introduction

With the advancement of computational intelligence technology, many different types of metaheuristic algorithms have emerged. The metaheuristic algorithms can be classified into individualbased metaheuristic algorithms and population-based metaheuristic algorithms. The particle swarm
optimization (PSO) algorithm is a representative of population-based intelligence algorithms. PSO is widely used due to its advantages of convergence speed, simplicity and few parameters [1]. The application of PSO appeared in various fields [2-5]. However, traditional PSO algorithms have difficulty escaping from the local optimum, resulting in low convergence accuracy. Therefore, lots of improved versions of PSO algorithms have blossomed. Specifically, these PSO variants can be roughly divided into five kinds: 1) strategy selection [6-8], 2) hybrid algorithms [9-11], 3) parameter design [12,13], 4) topology structure optimization [14,15] and 5) other approaches [16-20], as shown in Figure 1. Drawing upon five strands of research into PSO variants, this study attempts to further carry out research on the first aspect, i.e., the influence of multi-strategy selection on the performance of PSO.


Figure 1. Classification of PSO variants. (Note that CSO, ALC_PSO, APSO, BBPSO, LLSO are the names of the algorithms proposed in references [16-20].)

As briefly reviewed above, a considerable amount of literature has grown up around the theme of a single strategy, such as the learning strategy, the crossover strategy, the mutation strategy and so on. In terms of learning strategies, Liang et al. [6] proposed a comprehensive learning PSO algorithm (CLPSO), in which the particles could learn from better particles on the same dimension to increase diversity. CLPSO shows good performance for solving multi-modal optimization problems. Similarly, HCLPSO [7] was proposed based on the comprehensive learning (CL) strategy through two-population cooperation, which was integrated learning from personal best particle (pbest) and global best particle (gbest) to balance exploration and exploitation processes. To improve the global search ability and prevent premature convergence, Liang et al. [21] proposed a CL strategy on the basis of crossover. Moreover, Xu et al. [22] proposed a PSO algorithm depending on dimension learning. In respect of crossover strategy, Chen et al. [23] introduced a PSO algorithm relying on two crossover methods (arithmetic crossover and differential evolution crossover) to construct guidance vectors concerning premature convergence of the population. At the later stage of iterations, Zhang et al. [24] developed a crossover operation that is carried out on the current poor pbest in order to enhance the quality of the offspring individuals and promote the convergence speed. From the perspective of mutation strategy, a PSO variant was designed based on the cooperation of large-scale and small-scale mutations, aspiring to balance the global and local search capabilities [25]. Focusing on enhancing the diversity of the population, Li et al. [26] proposed a differential mutation method to increase the global exploration potentiality of the PSO algorithm. Identically, drawing inspiration from the phenomenon of fireworks
explosions, Huang et al. [27] designed a mutation operator to enhance the exploration capability of multi-objective optimization algorithms.

Up to now, a proliferation of studies has also grown up around the issue of the multi-strategy PSO algorithm. Wang et al. [28] combined Cauchy mutation and opposition learning to prevent premature convergence. In order to accelerate the convergence speed of the population, Ouyang et al. [29] used the strategies of stochastic learning and opposition learning. Zhang et al. [30] proposed the strategy of learning from excellent individuals and dynamic differential evolution. Wang et al. [31] utilized the CL strategy and non-uniform mutation operator to promote the exploration capability of the algorithm. The method of Gaussian mutation was also used to increase the ability to break away from the local optimum. Likewise, the CL strategy with an archive set and the elite learning strategy were employed to enhance the global search and local exploitation abilities of the algorithm, respectively [32]. In another PSO variant, a multi-strategy learning PSO algorithm was proposed and applied to different stages of evolution for large-scale optimization problems [33]. In addition, the self-adaptive method, which has been extensively studied in relation to the ensemble PSO algorithm, is particularly applicable to multistrategy selection for PSO variants. For instance, an ensemble learning PSO algorithm (EPSO) was proposed to select the best strategy for generating fine offspring by tracking the success rate of strategy improvement over a given time period [34]. Based on game theory, another multi-strategy selection mechanism, SDPSO [8], was designed. Strategies with high payoffs were selected to generate offspring with a higher probability. Moreover, Li et al. [35] designed different particle velocity formulas from exploitation, the local optimum, exploration and convergence, thus forming a hybrid learning strategy method.

Furthermore, reinforcement learning (RL) has penetrated deeply into evolutionary algorithms (EAs), embracing new areas for RL-guided EAs and forming new hybrid methods [36]. RL, as a sub-field of machine learning, is inspired by behaviorism in psychology. RL is the way that agents learn by "trial and error," and what they learn is a mapping from environmental states to actions, with the goal of making agents get the maximum reward [37]. RL has been widely adopted in intelligent approach. Liu et al. [38] used the RL technique to guide the parameter optimization of the PSO algorithm. Wang et al. [39] embedded RL into the hierarchical learning PSO algorithm for selecting the number of layers. For the optimization of functions, Li et al. [40] resorted to the RL technique for multi-modal multi-objective optimization problems. Hu et al. [41] employed a similar method to select differential evolution mutation strategies and then solve constrained optimization problems. The RL technique was also adopted to solve dynamic multi-objective optimization problems [42]. Moreover, deep RL was embedded into a multi-objective evolutionary optimization algorithm based on decomposition for the selection of adaptive operators [43]. RL-guided EAs were also given to solve application problems in diverse domains [44-48].

Based on the above description, it can be seen that these studies provide important insights into the relationship between RL techniques and EAs. Although some PSO variants employ the idea of Q-learning, the purpose is only to select appropriate parameters [38] or level numbers [39]. To the best of our knowledge, however, the method of self-adaptive multi-strategy selection combined with the RL technique has not been provided in existing multi-swarm cooperation PSO variants, and the effect of the multi-swarm PSO algorithm using RL as an auxiliary tool is still unknown. It follows that some effective schemes, such as Q-learning, mixed techniques, etc., are still underutilized to improve the performance of EAs. Therefore, under the guidance of the RL technique, a new multi-strategy se-
lection mechanism is designed. In the evolutionary process, the same particle can be assigned different strategies while different particles can be given the same strategy. Each strategy can be evaluated by the Q-table and refreshed automatically during iterations. Hence, a more flexible structure for multistrategy self-learning is reshaped. The main contributions of this paper are highlighted as follows:

- Q-learning, as the classical RL technique, is thoroughly investigated in the multi-strategy selflearning PSO algorithm. A multi-strategy self-learning method is constructed to select appropriate strategies for producing high-quality offspring.
- The traditional state division in Q-learning is the uniform division method [38], [40, 41]. In the proposed algorithm, a non-uniform division approach is proposed which is more suitable for optimization problems. Meanwhile, experiment results also show that this partition is related to the dimension of the particles and is more favorable for solving high-dimensional problems.
- A novel multi-strategy self-learning particle swarm optimizer (MPSORL) is designed to obtain a better balance between exploration and exploitation. MPSORL has faster convergence speed and better global optimization ability than compared approaches in most cases.
- Systematic experiments on two popular test suites and a real-world case have demonstrated that the multi-strategy self-learning mechanism is effective, and the proposed MPSORL outperforms other state-of-the-art algorithms.

The remainder of this paper is arranged as follows. The related theory is introduced in Section 2. The MPSORL algorithm in detail is designed in Section 3. Section 4 is the simulation experiment and analysis. Further discussion is presented in Section 5. Section 6 concludes this paper.

## 2. Related theory

### 2.1. PSO

PSO simulates the foraging behavior of birds, and a particle is often compared to a bird [49]. PSO focuses on two properties of particles: position and velocity. Each particle searches the space independently, remembers its own past optimal solution and also knows the current optimal solution found by the whole swarm of particles. Generally, Equations (2.1) and (2.2) are used to describe the particles' velocity and position, respectively [50].

$$
\begin{gather*}
v_{i j}^{k+1}=w * v_{i j}^{k}+c_{1} * r_{1} *\left(\text { pbest }_{i j}^{k}-x_{i j}^{k}\right)+c_{2} * r_{2} *\left(\text { gbest }_{j}^{k}-x_{i j}^{k}\right)  \tag{2.1}\\
x_{i j}^{k+1}=x_{i j}^{k}+v_{i j}^{k+1} \tag{2.2}
\end{gather*}
$$

where $w$ denotes the inertia weight, and $c_{1}, c_{2}$ denote the learning factors. $r_{1}$ and $r_{2}$ are uniformly distributed random numbers in the range of $[0,1]$. Let $i=1,2, \cdots, N$, where $N$ is the number of particles. Likewise, let $j=1,2, \cdots, D$, where $D$ is the dimension of a particle. $k$ denotes the number of the iteration. $x_{i j}^{k}$ and $v_{i j}^{k}$ are the position and velocity components of the $i$ th particle at the $k$ th iteration. For the minimization problem, the optimal position pbest ${ }_{i}^{k}$ found by the particle can be expressed as follows:

$$
\text { pbest }_{i}^{k}=\left\{\begin{array}{ccc}
x_{i}^{k}, & \text { if } & f\left(x_{i}^{k}\right)<f\left(\text { pbest }_{i}^{k-1}\right)  \tag{2.3}\\
\text { pbest }_{i}^{k-1}, & \text { if } & f\left(x_{i}^{k}\right) \geq f\left(\text { pbest }_{i}^{k-1}\right)
\end{array}\right.
$$

where $f(\cdot)$ denotes the fitness value. Furthermore, Equation (2.4) describes the current optimal position for the entire particle space.

$$
\begin{equation*}
\text { gbest }^{k}=\text { pbest }_{g}^{k} \tag{2.4}
\end{equation*}
$$

where $g=\arg \min _{1 \leq i \leq N}\left[f\left(\right.\right.$ pbest $\left.\left._{i}^{k}\right)\right]$.

### 2.2. Q-learning

In RL, there are five essential elements: agent, environment, states, actions and reward. The Qlearning algorithm is a method that uses temporal difference to solve RL control problems [51]. Concretely, at a certain time $t$, the agent decides the action $a_{t}$; and the environment offers a reward $r_{t+1}$, generates the next state $s_{t+1}$ according to the agent's action $a_{t}$ and then gives feedback to the agent. Here, the state set is denoted by $S=\left\{s_{1}, s_{2}, \cdots, s_{p}\right\}$, and $p$ denotes the number of states. The action set is denoted by $A=\left\{a_{1}, a_{2}, \cdots, a_{q}\right\}$, and $q$ denotes the number of actions. The characteristic of the Q-learning algorithm is to construct a two-dimensional table, named the Q-table. According to the potential states and actions, the agent looks up the table to obtain the Q -value and then give the optimal action. The details are shown in Figure 2.


Figure 2. Schematic diagram of Q-learning.

In the Q-table, the Q-value is computed as follows:

$$
\begin{equation*}
Q\left(s_{t}, a_{t}\right)=Q\left(s_{t}, a_{t}\right)+\alpha\left[r_{t+1}+\gamma \max _{a \in A} Q\left(s_{t+1}, a\right)-Q\left(s_{t}, a_{t}\right)\right] . \tag{2.5}
\end{equation*}
$$

Notably, Equation (2.5) has the following attributes:

1) The right-hand side of the formula consists of three parts: the old value $Q\left(s_{t}, a_{t}\right)$, the immediate reward $r_{t+1}$, and the estimate of the optimal future value $Q\left(s_{t+1}, a\right)$.
2) The parameter $\alpha$ represents the learning rate, which denotes a trade-off between the previous learning and the current learning.
3) The parameter $\gamma$ refers to the factor that considers the impact of future rewards on the present, and it is a number in the range $[0,1]$. If $\gamma \rightarrow 1$, the future state has a greater impact on Q -value. On the contrary, if $\gamma \rightarrow 0$, Q -value is more affected by the current state.

The pseudocode for Q-learning is expressed in Algorithm 1.

```
Algorithm 1 Q-learning algorithm
    Initialize \(\mathrm{Q}(\mathrm{s}, \mathrm{a}), \alpha, \gamma, r, \varepsilon\)
    Repeat:
    Choose the best action \(a_{t}\) for the current state \(s_{t}\) using policy (e.g., \(\varepsilon\)-greedy strategy);
    Execute action \(a_{t}\);
    Get the immediate reward \(r_{t+1}\);
    Get the maximum Q-value for the next state \(s_{t+1}\);
    Update the Q-table by Eq (2.5);
    Update the current state \(s_{t} \leftarrow s_{t+1}\);
    Until the condition is terminal
```


## 3. The proposed methods

### 3.1. Motivations

When solving global optimization problems with EAs, an important issue is how to balance exploration and exploitation. However, it is hard to maintain such a balance owing to the characteristics of the problems. In order to better match the properties of different functions, it is desirable to find a method to select the appropriate strategy adaptively. In the multi-strategy PSO algorithm, different strategies can greatly affect the performance of the algorithm. In other words, the selection of strategy plays a vital role in improving the performance of the algorithm. In fact, as one of the most wellknown RL algorithms, Q-learning can directly learn the optimal strategy [51]. New states and rewards are generated by executing the action, and then the Q-table is updated. The excellence or worseness of a strategy depends on the cumulative reward after playing the strategy for a long time. Based on this idea, a multi-strategy self-learning method based on the RL technique is proposed. Therefore, a new EA based on the framework of PSO, named MPSORL, is designed. The specific steps are described in the next section. Table 1 shows a comparison of terms between PSO and Q-learning.

Table 1. A comparison of terminology between PSO and Q-learning.

| Q-learning | PSO |
| :--- | :--- |
| Agents | Particles |
| Environment | Optimization problems |
| State | Fitness value |
| Action | Strategy |

### 3.2. Multi-strategy self-learning based on Q-learning

This section will describe the detailed design of the Q-learning algorithm, the related theory of which has been presented briefly in Section 2.2. The purpose is to embed the newly designed Qlearning elements into the multi-strategy PSO algorithm and then form the multi-strategy self-learning method.

### 3.2.1. Non-uniform division of states

For any subject, the distribution of student scores can always be divided into five levels: excellent, good, medium, pass and fail. In most cases, the number of individuals located at each level may not necessarily be equal. Referring to the student scores distribution analogy, it is reasonable that the state adopts a non-uniform division according to the fitness value. As a result, the fitness value is divided into five grades from the smallest to the largest, namely, $s_{1}$ to $s_{5}$, as shown in Figure 3. It is not difficult to find from Figure 3 that the number of particles may not be equally distributed. Thus, the number of particles within each level is not the same. To the best of our knowledge, the traditional state division in Q-learning has only focused on the uniform division method [38, 40, 41]. The two methods are compared, and the advantages of the non-uniform state division are illustrated by the experiment in Section 5.1.


Figure 3. Non-uniform division of states.

### 3.2.2. $\varepsilon$-greedy strategy

If the opportunity to try is distributed equally among actions, the average reward of each action is eventually taken as an approximation of the expected reward. If the opportunity to try is always given to the action with the highest current average reward, it may not be easy to find the optimal action. It can be seen that these two methods are contradictory. So, a compromise needs to be made between exploration and exploitation. Specifically, the $\varepsilon$-greedy strategy is adopted to execute a compromise between exploration and exploitation based on probability, that is, at each trial, it explores with probability $\varepsilon$ and selects an action at random with uniform probability. On the contrary, it exploits with probability $1-\varepsilon$ and chooses the currently best action. Here, $\varepsilon$ is a smaller number within $[0,1]$, and the value is analyzed experimentally in Section 4.2. The $\varepsilon$-greedy strategy is displayed in Eq (3.1).

$$
a=\left\{\begin{array}{l}
\arg \max _{a \in A} Q(s, a), \text { with probability } 1-\varepsilon  \tag{3.1}\\
\text { random, }
\end{array} .\right.
$$

### 3.2.3. Immediate reward

For a sequence ( $s, a, s^{\prime}, r$ ), the payoff cannot be obtained until the transition arises from state $s$ to state $s^{\prime}$ by executing action $a$. Each particle has an associated reward $r$. If the objective function value decreases, the reward is set to 1 . If the objective function value cannot be reduced to an acceptable level of state, the value of the reward is set to 0 . The rule is presented by Eq (3.2) as follows:

$$
r=\left\{\begin{array}{l}
1, \quad \text { if } s_{i-1} \leftarrow s_{i}, \quad i=2, \cdots, p  \tag{3.2}\\
0, \quad \text { otherwise }
\end{array} .\right.
$$

### 3.3. The framework of multi-strategy self-learning

Table 2. $5 \times 4$ Q-table.

| State | Action |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ |
| $s_{1}$ | $\mathrm{Q}\left(s_{1}, a_{1}\right)$ | $\mathrm{Q}\left(s_{1}, a_{2}\right)$ | $\mathrm{Q}\left(s_{1}, a_{3}\right)$ | $\mathrm{Q}\left(s_{1}, a_{4}\right)$ |
| $s_{2}$ | $\mathrm{Q}\left(s_{2}, a_{1}\right)$ | $\mathrm{Q}\left(s_{2}, a_{2}\right)$ | $\mathrm{Q}\left(s_{2}, a_{3}\right)$ | $\mathrm{Q}\left(s_{2}, a_{4}\right)$ |
| $s_{3}$ | $\mathrm{Q}\left(s_{3}, a_{1}\right)$ | $\mathrm{Q}\left(s_{3}, a_{2}\right)$ | $\mathrm{Q}\left(s_{3}, a_{3}\right)$ | $\mathrm{Q}\left(s_{3}, a_{4}\right)$ |
| $s_{4}$ | $\mathrm{Q}\left(s_{4}, a_{1}\right)$ | $\mathrm{Q}\left(s_{4}, a_{2}\right)$ | $\mathrm{Q}\left(s_{4}, a_{3}\right)$ | $\mathrm{Q}\left(s_{4}, a_{4}\right)$ |
| $s_{5}$ | $\mathrm{Q}\left(s_{5}, a_{1}\right)$ | $\mathrm{Q}\left(s_{5}, a_{2}\right)$ | $\mathrm{Q}\left(s_{5}, a_{3}\right)$ | $\mathrm{Q}\left(s_{5}, a_{4}\right)$ |



Figure 4. The framework of multi-strategy self-learning.
As described in Section 3.2, under the framework of SDPSO [8], this paper uses a cooperation framework of small (pop1) and large (pop2) subpopulations [8, 34]. Unlike the previous work, a new multi-strategy self-learning method is developed in the large population, i.e, the RL technique is adopted to train the behavior of particles. The Q-table is shown in Table 2. Among them, actions refer to the strategies that particles use to generate offspring individuals. Multi-strategy and selfadaptive selection techniques can provide complementary advantages. Here, LIPS [52], UPSO [53], LDWPSO [50] and CLPSO [6] are denoted as actions $a_{1}, a_{2}, a_{3}$ and $a_{4}$, respectively. Concretely, LIPS can work well in searching for multiple local optima in multimodal optimization problems, UPSO shows the advantages of dealing with unimodal problems, the convergence speed of LDWPSO is faster than other compared approaches, and CLPSO can preserve the population diversity throughout the iteration process. As a result, a multi-strategy self-adaptive selection scheme is developed by adopting these strategies. According to the fitness value of the individuals, the state of the population is first divided inhomogeneously. Then, the $\varepsilon$-greedy strategy is used to select the action for each particle.

Next, the offspring individuals are generated to update pbest and gbest. Thus, the fitness of offspring individuals acts as an input to the environment, and the next state is calculated for each particle. The process of state transition produces the corresponding reward value. Then, the Q-table is updated. This process is repeated until the termination condition is met. From the above statement, the framework of multi-strategy self-learning is displayed in Figure 4.

### 3.4. MPSORL algorithm

Based on the above description, the pseudocode of MPSORL is described in Algorithm 2. First, some input parameters are defined. Then, when the program enters the loop, pop 1 is updated by CLPSO in lines 4-8. For pop2, lines 10-33 are to assign the optimal strategy for each particle adaptively. Specifically, lines $10-11$ are to divide state and execute selection action based on the Q-table. Lines 12-17 are to generate offspring individuals by means of various strategies. For every learning period (LP) iteration, the Q-table is updated in lines 19-33. The action is reselected in line 22, which is to enhance exploration abilities. It should be noted that no additional parameters are introduced. The procedures in lines $1-34$ are executed iteratively until the termination condition is met.

### 3.5. Algorithm complexity analysis

In MPSORL, the worst-case time complexity of pop1 is $\mathrm{O}\left(N_{1} D\right)$, where $N_{1}$ is the population size of pop 1 . The worst-case time complexity of pop 2 is $\mathrm{O}\left(N_{2} D\right)$, where $N_{2}$ is the population size of pop2. Compared with the standard PSO, MPSORL requires sorting the particles in the pop2 and then assigning each particle to a specific state. The mean time complexities of the two procedures can be denoted by $\left(N_{2} \log \left(N_{2}\right)\right)$ and $\mathrm{O}\left(N_{2} D\right)$, respectively. In addition, MPSORL needs to update the Q-table through Q-learning. The worst-case time complexity is $\mathrm{O}\left(N_{2} D\right)$. According to the above component complexity analysis, MPSORL has the overall computational time complexity O ( $N_{1} D+$ $\left.3 N_{2} D+N_{2} \log \left(N_{2}\right)\right)$.

### 3.6. The advantages of multi-strategy self-learning mechanism in MPSORL

This paper introduces the RL technique to classify particle states and guide particle movements, and a multi-strategy self-learning mechanism based on the RL technique is proposed to select the optimal strategy to update particles' information. In the same state, particles may adopt different strategies, and particles in different states may also adopt the same strategy. The details are analyzed below:

1) Self-learning method based on the RL technique. The action set is constructed by the strategy pool. The whole process is controlled by the Q-table, which facilitates independent learning and completes the strategy selection. This makes the proposed algorithm significantly different from other multi-strategy selection PSO algorithms. For instance, the limitation of EPSO [34] lies in the fact that the information about fitness improvement is not fully utilized to update the adoption probability of the strategies. In addition, in SDPSO [8], a restart operator might reduce the convergence speed.
2) State divisions of particles unequal in the population. Particles are divided into five grades according to fitness: excellent, good, medium, pass and fail. The better the particle's fitness value is, the higher its state level. The divisions distinguish the MPSORL from the RL-guided PSO variants [38, $40,41]$ which have only focused on the uniform division.
3) Feedback mechanism. Strategy selection in existing multi-strategy PSO variants does not provide
```
Algorithm 2 The proposed algorithm
Input: Initialize \(N, D\), the maximum number of fitness evaluations (Max_Fes);
    Initialize the maximum number of iterations (Max_Iter), \(k=0, k k=0\), fit \(=0\);
    Initialize the inertia weight \(w\), learning factors \(c_{1}, c_{2}\), position, velocity;
    Evaluate the fitness value, fit \(=f i t+N\), record pbest and gbest;
    Initialize Q -table, state, reward, learning period \(\mathrm{LP}, \varepsilon, \alpha, \gamma\).
Output: Best solution.
    while termination condition is not met do
        \(k=k+1 ;\)
        /* pop1 */
        for \(i=1\) : length(pop1) do
            Update the particle's velocity and position by CLPSO;
            Evaluate the fitness of the particle, fit \(=f i t+1\);
            Update pbest \({ }_{i}\) and gbest;
        end for
        /* pop2 */
        Divide state for pop2 according to Section 3.2.1;
        Select action based on Q-table using \(\varepsilon\)-greedy strategy according to Eq (3.1);
        for \(i=\operatorname{length}(\) pop 1\()+1: N\) do
            Update the particle's velocity by action \(a_{i}\);
            Update the particle's position ;
            Evaluate the fitness of the particle, fit \(=f i t+1\);
            Update pbest \(i_{i}\) and gbest;
        end for
        /* update Q-table */
        if \(k<\) Max_Iter then
            if \(\bmod (k, \mathrm{LP})=0\) then
                Determine next state;
                Select action using \(\varepsilon\)-greedy strategy;
                    Calculate reward according to Eq (3.2);
                    Update Q-table using Eq (2.5);
        end if
        else
            if \(\bmod (k k, L P)=0\) then
                Determine next state;
                Calculate reward according to Eq (3.2);
                Update Q-table using Eq (2.5);
            end if
            \(k k=k k+1 ;\)
        end if
    end while
```

feedback information, relying on their performance evaluations [8,34,35]. In Eq (2.5), the Q-value is evaluated by the immediate and future rewards. The future reward has varying degrees of influence on the Q-value. According to the theory of Q-learning and the individual's multi-step evolutionary performance, if one regulates future payoffs and then feeds them back to the agent, the offspring may also be influenced.

## 4. Experimental results and analysis

Table 3. Details of CEC2017 test Functions (search range: [100; 100] ${ }^{D}$ ).

|  | No. | Test Functions | $F\left(x^{*}\right)$ | $D$ |
| :--- | :--- | :--- | :--- | :--- |
| Unimodal Functions | $F 1$ | Shifted and Rotated Bent Cigar Function | 100 | $30 / 50 / 100$ |
| Simple Multimodal Functions | $F 2$ | Shifted and Rotated Sum of Different Power Function* | 200 | $30 / 50 / 100$ |
|  | $F 3$ | Shifted and Rotated Zakharov Function | 300 | $30 / 50 / 100$ |
|  | $F 5$ | Shifted and Rotated Rosenbrock Function | 400 | $30 / 50 / 100$ |
|  | $F 6$ | Shifted and Rotated Rastrigin Function | 500 | $30 / 50 / 100$ |
|  | $F 7$ | Shifted and Rotated Lunacek Bi-Rastrigin Function | 600 | $30 / 50 / 100$ |
|  | $F 8$ | Shifted and Rotated Non-Continuous Rastrigin Function | 800 | $30 / 50 / 100$ |
| Hybrid Functions | $F 9$ | Shifted and Rotated Levy Function | 900 | $30 / 50 / 100$ |
|  | $F 10$ | Shifted and Rotated Schwefel Function | 1000 | $30 / 50 / 100$ |
|  | $F 11$ | Hybrid Function 1 (N = 3) | 1100 | $30 / 50 / 100$ |
|  | $F 12$ | Hybrid Function 2 (N = 3) | 1200 | $30 / 50 / 100$ |
|  | $F 13$ | Hybrid Function 3 (N = 3) | 1300 | $30 / 50 / 100$ |
|  | $F 14$ | Hybrid Function 4 (N = 4) | 1400 | $30 / 50 / 100$ |
|  | $F 15$ | Hybrid Function 5 (N = 4) | 1500 | $30 / 50 / 100$ |
|  | $F 16$ | Hybrid Function 6 (N = 4) | 1600 | $30 / 50 / 100$ |
|  | $F 17$ | Hybrid Function 6 (N = 5) | 1700 | $30 / 50 / 100$ |
|  | $F 18$ | Hybrid Function 6 (N = 5) | 1800 | $30 / 50 / 100$ |
|  | $F 19$ | Hybrid Function 6 (N = 5) | 1900 | $30 / 50 / 100$ |
|  | $F 20$ | Hybrid Function 6 (N = 6) | 2000 | $30 / 50 / 100$ |
|  | $F 21$ | Composition Function 1 (N = 3) | 2100 | $30 / 50 / 100$ |
|  | $F 22$ | Composition Function 2 (N=3) | 2200 | $30 / 50 / 100$ |
|  | $F 23$ | Composition Function 3 (N = 4) | 2300 | $30 / 50 / 100$ |
|  | $F 24$ | Composition Function 4 (N = 4) | 2400 | $30 / 50 / 100$ |
|  | $F 25$ | Composition Function 5 (N = 5) | 2500 | $30 / 50 / 100$ |
|  | $F 26$ | Composition Function 6 (N = 5) | 2600 | $30 / 50 / 100$ |
|  | $F 27$ | Composition Function 7 (N = 6) | 2800 | $30 / 50 / 100$ |
|  | $F 28$ | Composition Function 8 (N = 6) | $30 / 50 / 100$ |  |
|  | $F 29$ | Composition Function 9 (N = 3) | 3900 | $30 / 50 / 100$ |
|  | $F 30$ | Composition Function 10 (N = 3) | 3000 | $30 / 50 / 100$ |

[^0]In this section, orthogonal experiments are first adopted to determine five vital parameters. Then, the superiority of the multi-strategy PSO algorithm is verified on 30-dimensional problems of the CEC2017 test suite [54]. Next, the performance of the algorithm is further verified on the 50- and 100-dimensional problems of CEC2017, respectively. Subsequently, MPSORL is tested on the latest suite, CEC2019 [55]. The detailed information for CEC2017 and CEC2019 is outlined in Tables 3 and 4. Finally, the algorithm is also applied to a real-world problem.

Experimental environment is Windows 7, Intel(R) Xeon(R) CPU E5-2667 v4@3.30 GHz, and the memory is 16 GB . All the code was tested on the Matlab R2020b platform.

Table 4. Details of CEC2019 test Functions.

| No. | Functions | $F\left(x^{*}\right)$ | D | Search range |
| :--- | :--- | :--- | :--- | :--- |
| F31 | Storn's Chebyshev Polynomial Fitting Problem | 1 | 9 | $[-8192,8192]$ |
| F32 | Inverse Hilbert Matrix Problem | 1 | 16 | $[-16384,16384]$ |
| F33 | Lennard-Jones Minimum Energy Cluster | 1 | 18 | $[-4,4]$ |
| F34 | Rastrigin Function | 1 | 10 | $[-100,100]$ |
| F35 | Griewank's Function | 1 | 10 | $[-100,100]$ |
| F36 | Weierstrass Function | 1 | 10 | $[-100,100]$ |
| F37 | Modified Schwefel Function | 1 | 10 | $[-100,100]$ |
| F38 | Expanded Schaffer's F6 Function | 1 | 10 | $[-100,100]$ |
| F39 | Happy Cat Function | 1 | 10 | $[-100,100]$ |
| F40 | Ackley Function | 1 | 10 | $[-100,100]$ |

### 4.1. Experiment settings

Table 5. Parameter settings.

| Algorithm | Key parameters | Year | Ref. |
| :--- | :--- | :--- | :--- |
| LDWPSO | $w: 0.9-0.2, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5, \mathrm{Vmax}=0.5 *$ range | 1998 | $[50]$ |
| CLPSO | $w: 0.9-0.2, c: 3.0-1.5, \mathrm{Vmax}=0.5 *$ range | 2006 | $[6]$ |
| UPSO | $w: 0.9-0.2, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5$ | 2004 | $[53]$ |
| LIPS | $\chi: 0.7298, \mathrm{Vmax}=0.5 *$ range, nsize $=3$ | 2013 | $[52]$ |
| HCLPSO | $w: 0.99-0.2, c: 3.0-1.5, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5, \mathrm{Vmax}=0.2 *$ range | 2015 | $[7]$ |
| EPSO | $w: 0.9-0.4, c: 3.0-1.5, w_{1}: 0.9-0.2, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5$, Vmax $=0.5 *$ range | 2017 | $[34]$ |
| SDPSO | $w: 0.9-0.2, c: 3.0-1.5, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5, \mathrm{Vmax}=0.5 *$ range | 2022 | $[8]$ |
| MRFO | $\mathrm{S}=2$ | 2020 | $[58]$ |
| I-GWO | $\mathrm{a}=2-0$ | 2021 | $[59]$ |
| BeSD | $\mathrm{K}=5$ | 2021 | $[60]$ |
| MPSORL | $w: 0.9-0.2, c: 3.0-1.5, c_{1}: 2.5-0.5, c_{2}: 0.5-2.5, \mathrm{Vmax}=0.5 *$ range | - | - |

The population size is set to 40,40 and 80 in 30, 50 and 100 dimensions, respectively. Max_Fes is set to $10,000 \times$ dimension. The results are based on the errors of the optimized values minus the standard optimal value. Each algorithm is evaluated on each test function for 30 independent runs.

Moreover, for comparative fairness, the same number of evaluations is used. All test functions are minimization problems.

The performance of the algorithm is measured by two non-parametric tests, namely, the Wilcoxon rank sum test with a significance level 0.05 and the Friedman test [56, 57]. The symbols " $+/ \approx /-$ " mean that the proposed algorithm is better, has no significant difference or is relatively worse than the comparison algorithm, respectively. The parameter settings are presented in Table 5.

### 4.2. Orthogonal experiment

In MPSORL, there are five important parameters: the size of pop $1\left(N_{1}\right)$, the learning period (LP), the exploration rate $(\varepsilon)$, the learning factor $(\alpha)$, the decay rate $(\gamma)$. The parameter levels of MPSORL are shown in Table 6 . The orthogonal table of $L 16\left(4^{5}\right)$ is shown in Table 7. The algorithm corresponding to each combination of parameters is tested on 30-dimensional problems from CEC2017. From Figure 5 below, it is not difficult to find that the optimal parameters combination is: $0.4,50,0.8,0.6$ and 0.8 .

Table 6. Parameter levels of MPSORL.

| Level | Factors |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  | pop1 $\left(N_{1}\right)$ | LP | epsilon $(\varepsilon)$ | alpha $(\alpha)$ | $\operatorname{gamma}(\gamma)$ |  |  |  |  |
| 1 | 0.1 | 20 | 0.80 | 0.3 | 0.6 |  |  |  |  |
| 2 | 0.2 | 50 | 0.85 | 0.4 | 0.7 |  |  |  |  |
| 3 | 0.3 | 100 | 0.90 | 0.5 | 0.8 |  |  |  |  |
| 4 | 0.4 | 200 | 0.95 | 0.6 | 0.9 |  |  |  |  |

Table 7. Orthogonal table and average rank.

|  | pop1 $\left(N_{1}\right)$ | LP | epsilon $(\varepsilon)$ | alpha $(\alpha)$ | gamma $(\gamma)$ | average rank |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.1 | 20 | 0.8 | 0.3 | 0.6 | 8.5 |
| 2 | 0.1 | 50 | 0.85 | 0.4 | 0.7 | 9.345 |
| 3 | 0.1 | 100 | 0.9 | 0.5 | 0.8 | 10.672 |
| 4 | 0.1 | 200 | 0.95 | 0.6 | 0.9 | 11.483 |
| 5 | 0.2 | 20 | 0.85 | 0.5 | 0.9 | 7.81 |
| 6 | 0.2 | 50 | 0.8 | 0.6 | 0.8 | 6.207 |
| 7 | 0.2 | 100 | 0.95 | 0.3 | 0.7 | 10.293 |
| 8 | 0.2 | 200 | 0.9 | 0.4 | 0.6 | 9.207 |
| 9 | 0.3 | 20 | 0.9 | 0.6 | 0.7 | 7.879 |
| 10 | 0.3 | 50 | 0.95 | 0.5 | 0.6 | 9.828 |
| 11 | 0.3 | 100 | 0.8 | 0.4 | 0.9 | 6.379 |
| 12 | 0.3 | 200 | 0.85 | 0.3 | 0.8 | 7.293 |
| 13 | 0.4 | 20 | 0.95 | 0.4 | 0.8 | 9.362 |
| 14 | 0.4 | 50 | 0.9 | 0.3 | 0.9 | 7.931 |
| 15 | 0.4 | 100 | 0.85 | 0.6 | 0.6 | 6.793 |
| 16 | 0.4 | 200 | 0.8 | 0.5 | 0.7 | 7.017 |



Figure 5. The main effect of MPSORL.

### 4.3. The comparison of single-strategy PSO algorithms and the proposed multi-strategy PSO algorithm

In this section, in order to verify the superiority of the multi-strategy PSO algorithm, several singlestrategy PSO algorithms, namely, LDWPSO, UPSO, CLPSO and LIPS, are selected to be compared with the multi-strategy MPSORL algorithm.

### 4.3.1. Wilcoxon rank sum test

Table 8 summarizes the statistical results by comparing these four single-strategy PSO algorithms with MPSORL via Wilcoxon rank sum test. As shown in Table 8, for unimodal functions (F1, F3), it can be found that the MPSORL algorithm performs best on F3. Except for F4, MPSORL ranks first for all simple multimodal functions (F4-F10). For the hybrid functions (F11-F20), the MPSORL algorithm obtains excellent results on F11, F12, F16-F18 and F20, and there is no significant difference with the first-ranked algorithms on F13 and F14 functions. For the composition functions (F21-F30), the computational results on F21-F24, F26, F29, and F30 are significantly better than those of the other algorithms, and there is no significant difference on the F25 and F28 functions compared with the comparison algorithms that achieved the best results.

Overall, better or comparable results are achieved on 25 of 29 functions, accounting for $86.2 \%$. On F1, F15, F19 and F27, MPSORL is a little worse than CLPSO. Finally, in the last row of Table 8, the statistical results show that the MPSORL algorithm performs appreciably better than the other four comparison algorithms. In addition, Figure 6 illustrates the Friedman test results. The average rank of MPSORL is 1.38 , ranking first, which is better than other algorithms. It implies that the proposed multiple-strategy MPSORL algorithm has remarkable advantages compared with the single-strategy PSO algorithms.
Table 8. The results obtained by algorithms using single-strategy and multi-strategy on 30D CEC2017 test functions.

| IEEE CEC2017 | LDWPSO | UPSO | CLPSO | LIPS | MPSORL |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std |
| F1 | $4.64 \mathrm{E}+03 \pm 5.02 \mathrm{E}+03+$ | $2.03 \mathrm{E}+03 \pm 2.03 \mathrm{E}+03+$ | $8.17 \mathrm{E}+00 \pm 1.07 \mathrm{E}+01-$ | $9.24 \mathrm{E}+02 \pm 1.60 \mathrm{E}+03+$ | $1.05 \mathrm{E}+02 \pm 2.10 \mathrm{E}+02$ |
| F3 | $3.07 \mathrm{E}+02 \pm 4.39 \mathrm{E}+02+$ | $1.46 \mathrm{E}+02 \pm 2.08 \mathrm{E}+02+$ | $2.84 \mathrm{E}+04 \pm 6.40 \mathrm{E}+03+$ | $2.49 \mathrm{E}+03 \pm 1.59 \mathrm{E}+03+$ | $2.65 \mathrm{E}-02 \pm 7.68 \mathrm{E}-02$ |
| F4 | $9.26 \mathrm{E}+01 \pm 2.63 \mathrm{E}+01+$ | $3.58 \mathrm{E}+01 \pm 3.85 \mathrm{E}+01 \approx$ | $5.90 \mathrm{E}+01 \pm 2.66 \mathrm{E}+01+$ | $3.59 \mathrm{E}+01 \pm 2.95 \mathrm{E}+01 \approx$ | $4.13 \mathrm{E}+01 \pm 2.72 \mathrm{E}+01$ |
| F5 | $6.95 \mathrm{E}+01 \pm 1.83 \mathrm{E}+01+$ | $6.99 \mathrm{E}+01 \pm 1.13 \mathrm{E}+01+$ | $4.76 \mathrm{E}+01 \pm 8.81 \mathrm{E}+00+$ | $1.05 \mathrm{E}+02 \pm 2.29 \mathrm{E}+01+$ | $3.25 \mathrm{E}+01 \pm 1.00 \mathrm{E}+01$ |
| F6 | $4.27 \mathrm{E}-01 \pm 5.54 \mathrm{E}-01+$ | $1.20 \mathrm{E}+00 \pm 9.13 \mathrm{E}-01+$ | $4.92 \mathrm{E}-07 \pm 2.49 \mathrm{E}-07+$ | $2.29 \mathrm{E}+01 \pm 8.13 \mathrm{E}+00+$ | $2.35 \mathrm{E}-13 \pm 6.63 \mathrm{E}-14$ |
| F7 | $1.18 \mathrm{E}+02 \pm 2.17 \mathrm{E}+01+$ | $9.67 \mathrm{E}+01 \pm 1.34 \mathrm{E}+01+$ | $9.22 \mathrm{E}+01 \pm 1.01 \mathrm{E}+01+$ | $1.13 \mathrm{E}+02 \pm 1.93 \mathrm{E}+01+$ | $8.33 \mathrm{E}+01 \pm 1.15 \mathrm{E}+01$ |
| F8 | $6.93 \mathrm{E}+01 \pm 1.74 \mathrm{E}+01+$ | $6.44 \mathrm{E}+01 \pm 1.13 \mathrm{E}+01+$ | $5.33 \mathrm{E}+01 \pm 7.36 \mathrm{E}+00+$ | $9.36 \mathrm{E}+01 \pm 2.08 \mathrm{E}+01+$ | $3.67 \mathrm{E}+01 \pm 1.33 \mathrm{E}+01$ |
| F9 | $1.40 \mathrm{E}+02 \pm 1.22 \mathrm{E}+02+$ | $9.18 \mathrm{E}+01 \pm 6.82 \mathrm{E}+01+$ | $1.18 \mathrm{E}+02 \pm 5.19 \mathrm{E}+01+$ | $1.52 \mathrm{E}+03 \pm 9.83 \mathrm{E}+02+$ | $1.27 \mathrm{E}+00 \pm 1.05 \mathrm{E}+00$ |
| F10 | $3.21 \mathrm{E}+03 \pm 6.26 \mathrm{E}+02+$ | $2.90 \mathrm{E}+03 \pm 4.36 \mathrm{E}+02+$ | $2.18 \mathrm{E}+03 \pm 2.71 \mathrm{E}+02+$ | $3.11 \mathrm{E}+03 \pm 4.73 \mathrm{E}+02+$ | $1.86 \mathrm{E}+03 \pm 3.64 \mathrm{E}+02$ |
| F11 | $8.61 \mathrm{E}+01 \pm 4.17 \mathrm{E}+01+$ | $5.86 \mathrm{E}+01 \pm 2.68 \mathrm{E}+01+$ | $6.69 \mathrm{E}+01 \pm 2.04 \mathrm{E}+01+$ | $1.04 \mathrm{E}+02 \pm 3.48 \mathrm{E}+01+$ | $4.65 \mathrm{E}+01 \pm 3.30 \mathrm{E}+01$ |
| F12 | $3.79 \mathrm{E}+04 \pm 1.95 \mathrm{E}+04+$ | $8.47 \mathrm{E}+04 \pm 8.91 \mathrm{E}+04+$ | $4.02 \mathrm{E}+05 \pm 2.22 \mathrm{E}+05+$ | $1.30 \mathrm{E}+05 \pm 1.33 \mathrm{E}+05+$ | $2.34 \mathrm{E}+04 \pm 1.03 \mathrm{E}+04$ |
| F13 | $9.64 \mathrm{E}+03 \pm 1.20 \mathrm{E}+04+$ | $7.86 \mathrm{E}+03 \pm 6.06 \mathrm{E}+03+$ | $3.41 \mathrm{E}+02 \pm 1.26 \mathrm{E}+02 \approx$ | $4.42 \mathrm{E}+03 \pm 5.13 \mathrm{E}+03+$ | $4.90 \mathrm{E}+02 \pm 5.07 \mathrm{E}+02$ |
| F14 | $6.14 \mathrm{E}+03 \pm 4.66 \mathrm{E}+03+$ | $3.66 \mathrm{E}+03 \pm 3.79 \mathrm{E}+03 \sim$ | $2.89 \mathrm{E}+04 \pm 2.86 \mathrm{E}+04+$ | $8.02 \mathrm{E}+03 \pm 5.99 \mathrm{E}+03+$ | $3.94 \mathrm{E}+03 \pm 5.06 \mathrm{E}+03$ |
| F15 | $5.33 \mathrm{E}+03 \pm 5.78 \mathrm{E}+03+$ | $2.47 \mathrm{E}+03 \pm 2.83 \mathrm{E}+03+$ | $1.44 \mathrm{E}+02 \pm 1.03 \mathrm{E}+02-$ | $1.97 \mathrm{E}+03 \pm 3.02 \mathrm{E}+03+$ | $2.88 \mathrm{E}+02 \pm 3.70 \mathrm{E}+02$ |
| F16 | $7.60 \mathrm{E}+02 \pm 2.01 \mathrm{E}+02+$ | $6.57 \mathrm{E}+02 \pm 1.25 \mathrm{E}+02+$ | $5.16 \mathrm{E}+02 \pm 1.21 \mathrm{E}+02+$ | $7.24 \mathrm{E}+02 \pm 2.56 \mathrm{E}+02+$ | $3.97 \mathrm{E}+02 \pm 1.79 \mathrm{E}+02$ |
| F17 | $2.26 \mathrm{E}+02 \pm 1.59 \mathrm{E}+02+$ | $1.69 \mathrm{E}+02 \pm 7.73 \mathrm{E}+01+$ | $1.22 \mathrm{E}+02 \pm 5.72 \mathrm{E}+01+$ | $2.88 \mathrm{E}+02 \pm 1.55 \mathrm{E}+02+$ | $9.27 \mathrm{E}+01 \pm 4.66 \mathrm{E}+01$ |
| F18 | $9.36 \mathrm{E}+04 \pm 5.84 \mathrm{E}+04 \approx$ | $1.04 \mathrm{E}+05 \pm 4.07 \mathrm{E}+04 \approx$ | $1.37 \mathrm{E}+05 \pm 6.93 \mathrm{E}+04+$ | $8.81 \mathrm{E}+04 \pm 7.43 \mathrm{E}+04 \approx$ | 8.72E +04 $55.27 \mathrm{E}+04$ |
| F19 | $7.41 \mathrm{E}+03 \pm 1.02 \mathrm{E}+04+$ | $2.04 \mathrm{E}+03 \pm 2.27 \mathrm{E}+03+$ | $5.83 \mathrm{E}+01 \pm 4.54 \mathrm{E}+01-$ | $2.50 \mathrm{E}+03 \pm 3.42 \mathrm{E}+03+$ | $1.55 \mathrm{E}+02 \pm 1.42 \mathrm{E}+02$ |
| F20 | $2.78 \mathrm{E}+02 \pm 1.26 \mathrm{E}+02+$ | $2.77 \mathrm{E}+02 \pm 7.74 \mathrm{E}+01+$ | $1.56 \mathrm{E}+02 \pm 7.37 \mathrm{E}+01 \approx$ | $4.76 \mathrm{E}+02 \pm 1.29 \mathrm{E}+02+$ | $1.34 \mathrm{E}+02 \pm 6.92 \mathrm{E}+01$ |
| F21 | $2.70 \mathrm{E}+02 \pm 1.43 \mathrm{E}+01+$ | $2.62 \mathrm{E}+02 \pm 3.02 \mathrm{E}+01+$ | $2.40 \mathrm{E}+02 \pm 4.08 \mathrm{E}+01+$ | $2.95 \mathrm{E}+02 \pm 2.04 \mathrm{E}+01+$ | $2.33 \mathrm{E}+02 \pm 9.38 \mathrm{E}+00$ |
| F22 | $3.90 \mathrm{E}+02 \pm 1.10 \mathrm{E}+03+$ | $1.01 \mathrm{E}+02 \pm 1.73 \mathrm{E}+00+$ | $1.13 \mathrm{E}+02 \pm 6.95 \mathrm{E}+00+$ | $3.19 \mathrm{E}+02 \pm 8.32 \mathrm{E}+02 \approx$ | $1.00 \mathrm{E}+02 \pm 1.08 \mathrm{E}+00$ |
| F23 | $4.29 \mathrm{E}+02 \pm 2.15 \mathrm{E}+01+$ | $4.32 \mathrm{E}+02 \pm 2.02 \mathrm{E}+01+$ | $4.00 \mathrm{E}+02 \pm 1.20 \mathrm{E}+01+$ | $5.35 \mathrm{E}+02 \pm 3.83 \mathrm{E}+01+$ | $3.86 \mathrm{E}+02 \pm 1.07 \mathrm{E}+01$ |
| F24 | $5.15 \mathrm{E}+02 \pm 3.12 \mathrm{E}+01+$ | $4.87 \mathrm{E}+02 \pm 1.20 \mathrm{E}+01+$ | $4.76 \mathrm{E}+02 \pm 9.15 \mathrm{E}+01+$ | $5.70 \mathrm{E}+02 \pm 4.66 \mathrm{E}+01+$ | $4.53 \mathrm{E}+02 \pm 7.86 \mathrm{E}+00$ |
| F25 | $3.96 \mathrm{E}+02 \pm 1.37 \mathrm{E}+01+$ | $3.89 \mathrm{E}+02 \pm 5.82 \mathrm{E}+00+$ | $3.87 \mathrm{E}+02 \pm 1.13 \mathrm{E}+00 \sim$ | $3.87 \mathrm{E}+02 \pm 4.05 \mathrm{E}+00 \approx$ | $3.87 \mathrm{E}+02 \pm 1.05 \mathrm{E}+00$ |
| F26 | $1.43 \mathrm{E}+03 \pm 7.28 \mathrm{E}+02+$ | $6.40 \mathrm{E}+02 \pm 7.57 \mathrm{E}+02 \approx$ | $4.02 \mathrm{E}+02 \pm 1.94 \mathrm{E}+02+$ | $9.96 \mathrm{E}+02 \pm 1.18 \mathrm{E}+03 \approx$ | $3.75 \mathrm{E}+02 \pm 3.19 \mathrm{E}+02$ |
| F27 | $5.37 \mathrm{E}+02 \pm 1.22 \mathrm{E}+01+$ | $5.48 \mathrm{E}+02 \pm 1.57 \mathrm{E}+01+$ | $5.10 \mathrm{E}+02 \pm 5.27 \mathrm{E}+00-$ | $5.84 \mathrm{E}+02 \pm 2.16 \mathrm{E}+01+$ | $5.15 \mathrm{E}+02 \pm 6.39 \mathrm{E}+00$ |
| F28 | $4.13 \mathrm{E}+02 \pm 2.81 \mathrm{E}+01+$ | $3.15 \mathrm{E}+02 \pm 3.50 \mathrm{E}+01 \approx$ | $4.20 \mathrm{E}+02 \pm 6.12 \mathrm{E}+00+$ | $3.10 \mathrm{E}+02 \pm 2.98 \mathrm{E}+01 \approx$ | $3.36 \mathrm{E}+02 \pm 5.26 \mathrm{E}+01$ |
| F29 | $6.76 \mathrm{E}+02 \pm 1.76 \mathrm{E}+02+$ | $7.95 \mathrm{E}+02 \pm 1.28 \mathrm{E}+02+$ | $5.44 \mathrm{E}+02 \pm 6.75 \mathrm{E}+01+$ | $1.03 \mathrm{E}+03 \pm 1.70 \mathrm{E}+02+$ | $4.94 \mathrm{E}+02 \pm 4.09 \mathrm{E}+01$ |
| F30 | $5.83 \mathrm{E}+03 \pm 3.07 \mathrm{E}+03+$ | $8.18 \mathrm{E}+03 \pm 6.88 \mathrm{E}+03+$ | $4.82 \mathrm{E}+03 \pm 8.11 \mathrm{E}+02+$ | $6.87 \mathrm{E}+03 \pm 2.12 \mathrm{E}+03+$ | $4.06 \mathrm{E}+03 \pm 1.14 \mathrm{E}+03$ |
| +/ $\sim 1-$ | 28/1/0 | 24/5/0 | 22/3/4 | 23/6/0 | 1 |



Figure 6. Average rankings of algorithms on CEC2017 with 30D by Friedman test.

### 4.3.2. Convergence analysis

For some functions, which are randomly chosen, the convergence process of the algorithm is plotted. From Figure 7, it can be seen that MPSORL has the highest convergence accuracy among all PSO variants on unimodal functions F3 and simple multimodal functions F5, F8-F10. Also, there is a clear rate of convergence on F9. Among compared algorithms, LDWPSO shows a faster convergence speed but easily fails into local optima. On hybrid functions F12, F16 and F20, the convergence accuracy and rate of CLPSO are significantly worse than those of MPSORL on F12; but on the other problems, the convergence trend is similar, while the accuracy is not as good as MPSORL. On composition functions F21-F24 and F26, MPSORL is significantly better than CLPSO in terms of higher convergence precision and faster convergence speed. Furthermore, other PSO variants converge much faster but perform worse in fine tuning solutions. Therefore, the obvious advantage of the multi-strategy algorithm over the single-strategy PSO algorithm is also verified in terms of convergence.

### 4.4. Experiment on CEC2017 test suite

In this section, three PSO variants and three other metaheuristic algorithms are selected, namely, HCLPSO, EPSO, SDPSO, MRFO, I-GWO and BeSD. Concretely, HCLPSO, EPSO and SDPSO are multi-population cooperative algorithms, among which adaptive multi-strategy selection methods are adopted by EPSO and SDPSO. Next, we compare the performances of these algorithms and MPSORL on 50 D and 100D, respectively.

### 4.4.1. Experimental results and analysis on 50 dimensions

Table 9 presents the statistical results of MPSORL and the other six comparison algorithms on 29 50D CEC2017 test functions. Among them, the MPSORL algorithm performs best on F1 for unimodal functions. For simple multimodal functions (F4-F10), MPSORL performs remarkably on F5, F6, F9 and F10. Also, there is no significant difference between MPSORL and the top-ranked algorithms on F7 and F8. In addition, for the hybrid functions (F11-F20), MPSORL performs significantly better than the other six algorithms on F13, F15, F17, and F20. On F11 and F19, there is not much difference between MPSORL and the algorithms that achieved the best results. For the composition functions (F21-F30), MPSORL obtains the top performance on F21, and there is no remarkable difference with the algorithms having the best results on F22, F23, F25, F26 and F28-F30.

On the whole, 21 of the 29 functions have achieved desirable results, accounting for about $72.4 \%$.


Figure 7. Convergence of PSO algorithms for 30-dimensional problems on CEC2017.

Furthermore, the statistical results in the last row from Table 9 also demonstrate that MPSORL has reached better results when compared with the state-of-the-art algorithms. Moreover, Figure 8 shows the Friedman test results, and the MPSORL algorithm ranks first.

Additionally, the convergence properties of some functions are depicted. The detailed information is displayed in Figure 9. On F1, it can be observed that other algorithms are easily trapped in local optima except for MPSORL and HCLPSO, which have good convergency. MPSORL has high conver-
Table 9. Computational results achieved by MPSORL and six comparison algorithms on 50D CEC2017 test functions.

| IEEE CEC2017 with 50D | HCLPSO | EPSO | SDPSO | MRFO | I-GWO | BeSD | MPSORL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std |
| F1 | $1.65 \mathrm{E}+02 \pm 2.03 \mathrm{E}+02 \approx$ | $2.15 \mathrm{E}+03 \pm 2.12 \mathrm{E}+03+$ | $3.46 \mathrm{E}+02 \pm 3.11 \mathrm{E}+02+$ | $4.94 \mathrm{E}+03 \pm 5.51 \mathrm{E}+03+$ | $5.00 \mathrm{E}+03 \pm 6.84 \mathrm{E}+03+$ | $8.66 \mathrm{E}+02 \pm 1.13 \mathrm{E}+03+$ | $1.35 \mathrm{E}+02 \pm 1.34 \mathrm{E}+02$ |
| F3 | $1.55 \mathrm{E}+01 \pm 1.61 \mathrm{E}+01-$ | $6.38 \mathrm{E}-04 \pm 1.14 \mathrm{E}-03-$ | $5.11 \mathrm{E}+00 \pm 2.31 \mathrm{E}+01-$ | $6.98 \mathrm{E}+03 \pm 2.44 \mathrm{E}+03+$ | $1.91 \mathrm{E}+04 \pm 4.05 \mathrm{E}+03+$ | $1.22 \mathrm{E}+03 \pm 7.08 \mathrm{E}+02+$ | $5.22 \mathrm{E}+02 \pm 5.03 \mathrm{E}+02$ |
| F4 | $7.85 \mathrm{E}+01 \pm 4.42 \mathrm{E}+01 \approx$ | $4.05 \mathrm{E}+01 \pm 3.72 \mathrm{E}+01-$ | $5.97 \mathrm{E}+01 \pm 4.46 \mathrm{E}+01 \approx$ | $8.48 \mathrm{E}+01 \pm 5.02 \mathrm{E}+01 \approx$ | $1.01 \mathrm{E}+02 \pm 6.05 \mathrm{E}+01+$ | $9.56 \mathrm{E}+01 \pm 4.32 \mathrm{E}+01+$ | $7.11 \mathrm{E}+01 \pm 3.82 \mathrm{E}+01$ |
| F5 | $1.05 \mathrm{E}+02 \pm 1.88 \mathrm{E}+01+$ | $1.12 \mathrm{E}+02 \pm 1.81 \mathrm{E}+01+$ | $8.12 \mathrm{E}+01 \pm 2.15 \mathrm{E}+01 \approx$ | $3.27 \mathrm{E}+02 \pm 4.73 \mathrm{E}+01+$ | $3.53 \mathrm{E}+02 \pm 2.02 \mathrm{E}+01+$ | $1.78 \mathrm{E}+02 \pm 1.27 \mathrm{E}+01+$ | $7.83 \mathrm{E}+01 \pm 1.77 \mathrm{E}+01$ |
| F6 | $6.63 \mathrm{E}-13 \pm 1.43 \mathrm{E}-13+$ | $2.90 \mathrm{E}-08 \pm 9.81 \mathrm{E}-08+$ | $1.15 \mathrm{E}-05 \pm 1.96 \mathrm{E}-05 \approx$ | $4.38 \mathrm{E}+01 \pm 1.12 \mathrm{E}+01+$ | $3.60 \mathrm{E}-02 \pm 1.10 \mathrm{E}-01+$ | $8.17 \mathrm{E}-03 \pm 4.72 \mathrm{E}-03+$ | $4.55 \mathrm{E}-13 \pm 1.12 \mathrm{E}-13$ |
| F7 | $1.77 \mathrm{E}+02 \pm 1.47 \mathrm{E}+01 \approx$ | $1.62 \mathrm{E}+02 \pm 2.47 \mathrm{E}+01 \approx$ | $1.89 \mathrm{E}+02 \pm 2.52 \mathrm{E}+01+$ | $7.11 \mathrm{E}+02 \pm 1.49 \mathrm{E}+02+$ | $4.28 \mathrm{E}+02 \pm 2.94 \mathrm{E}+01+$ | $2.72 \mathrm{E}+02 \pm 2.09 \mathrm{E}+01+$ | $1.69 \mathrm{E}+02 \pm 2.47 \mathrm{E}+01$ |
| F8 | $1.02 \mathrm{E}+02 \pm 2.03 \mathrm{E}+01+$ | $1.12 \mathrm{E}+02 \pm 1.87 \mathrm{E}+01+$ | $7.77 \mathrm{E}+01 \pm 1.78 \mathrm{E}+01 \approx$ | $3.44 \mathrm{E}+02 \pm 4.50 \mathrm{E}+01+$ | $3.60 \mathrm{E}+02 \pm 1.62 \mathrm{E}+01+$ | $1.81 \mathrm{E}+02 \pm 1.51 \mathrm{E}+01+$ | $7.85 \mathrm{E}+01 \pm 1.58 \mathrm{E}+01$ |
| F9 | $2.32 \mathrm{E}+02 \pm 2.11 \mathrm{E}+02+$ | $2.12 \mathrm{E}+02 \pm 1.18 \mathrm{E}+02+$ | $1.08 \mathrm{E}+02 \pm 1.10 \mathrm{E}+02+$ | $9.67 \mathrm{E}+03 \pm 2.08 \mathrm{E}+03+$ | $5.35 \mathrm{E}+01 \pm 2.02 \mathrm{E}+02+$ | $4.20 \mathrm{E}+02 \pm 9.59 \mathrm{E}+02+$ | $2.62 \mathrm{E}+01 \pm 2.74 \mathrm{E}+01$ |
| F10 | $3.94 \mathrm{E}+03 \pm 5.03 \mathrm{E}+02 \approx$ | $3.88 \mathrm{E}+03 \pm 4.66 \mathrm{E}+02 \approx$ | $3.84 \mathrm{E}+03 \pm 3.84 \mathrm{E}+02 \approx$ | $6.71 \mathrm{E}+03 \pm 1.07 \mathrm{E}+03+$ | $1.22 \mathrm{E}+04 \pm 6.62 \mathrm{E}+02+$ | $6.29 \mathrm{E}+03 \pm 4.18 \mathrm{E}+02+$ | $3.78 \mathrm{E}+03 \pm 4.13 \mathrm{E}+02$ |
| F11 | $1.49 \mathrm{E}+02 \pm 3.44 \mathrm{E}+01+$ | $1.65 \mathrm{E}+02 \pm 5.18 \mathrm{E}+01+$ | $1.86 \mathrm{E}+02 \pm 4.90 \mathrm{E}+01+$ | $1.42 \mathrm{E}+02 \pm 3.76 \mathrm{E}+01+$ | $2.41 \mathrm{E}+02 \pm 2.99 \mathrm{E}+01+$ | $1.07 \mathrm{E}+02 \pm 2.31 \mathrm{E}+01 \approx$ | $1.18 \mathrm{E}+02 \pm 4.29 \mathrm{E}+01$ |
| F12 | $5.18 \mathrm{E}+05 \pm 2.49 \mathrm{E}+05+$ | $1.42 \mathrm{E}+05 \pm 1.16 \mathrm{E}+05-$ | $8.07 \mathrm{E}+04 \pm 4.03 \mathrm{E}+04-$ | $5.70 \mathrm{E}+05 \pm 2.96 \mathrm{E}+05+$ | $5.93 \mathrm{E}+06 \pm 3.15 \mathrm{E}+06+$ | $1.84 \mathrm{E}+05 \pm 1.06 \mathrm{E}+05-$ | $3.81 \mathrm{E}+05 \pm 2.02 \mathrm{E}+05$ |
| F13 | $6.33 \mathrm{E}+02 \pm 2.47 \mathrm{E}+02+$ | $1.50 \mathrm{E}+03 \pm 1.26 \mathrm{E}+03+$ | $6.97 \mathrm{E}+02 \pm 4.59 \mathrm{E}+02 \approx$ | $2.63 \mathrm{E}+03 \pm 3.33 \mathrm{E}+03+$ | $5.36 \mathrm{E}+04 \pm 2.13 \mathrm{E}+05+$ | $1.30 \mathrm{E}+03 \pm 1.42 \mathrm{E}+03+$ | $5.10 \mathrm{E}+02 \pm 4.38 \mathrm{E}+02$ |
| F14 | $2.70 \mathrm{E}+04 \pm 1.69 \mathrm{E}+04 \approx$ | $1.54 \mathrm{E}+04 \pm 1.17 \mathrm{E}+04-$ | $1.03 \mathrm{E}+04 \pm 7.06 \mathrm{E}+03-$ | $2.77 \mathrm{E}+04 \pm 2.05 \mathrm{E}+04 \approx$ | $2.29 \mathrm{E}+05 \pm 9.37 \mathrm{E}+04+$ | $1.11 \mathrm{E}+02 \pm 1.75 \mathrm{E}+01-$ | $3.64 \mathrm{E}+04 \pm 2.73 \mathrm{E}+04$ |
| F15 | $3.00 \mathrm{E}+02 \pm 2.31 \mathrm{E}+02+$ | $5.40 \mathrm{E}+02 \pm 4.62 \mathrm{E}+02+$ | $3.78 \mathrm{E}+02 \pm 4.07 \mathrm{E}+02 \approx$ | $6.29 \mathrm{E}+03 \pm 5.46 \mathrm{E}+03+$ | $3.97 \mathrm{E}+05 \pm 8.32 \mathrm{E}+05+$ | $4.77 \mathrm{E}+03 \pm 2.46 \mathrm{E}+03+$ | $1.99 \mathrm{E}+02 \pm 1.25 \mathrm{E}+02$ |
| F16 | $1.01 \mathrm{E}+03 \pm 2.61 \mathrm{E}+02 \approx$ | $1.10 \mathrm{E}+03 \pm 2.75 \mathrm{E}+02+$ | $8.91 \mathrm{E}+02 \pm 2.85 \mathrm{E}+02 \approx$ | $1.89 \mathrm{E}+03 \pm 3.66 \mathrm{E}+02+$ | $1.38 \mathrm{E}+03 \pm 6.26 \mathrm{E}+02+$ | $7.69 \mathrm{E}+02 \pm 1.58 \mathrm{E}+02-$ | $9.49 \mathrm{E}+02 \pm 1.85 \mathrm{E}+02$ |
| F17 | $8.33 \mathrm{E}+02 \pm 1.48 \mathrm{E}+02+$ | $8.14 \mathrm{E}+02 \pm 2.37 \mathrm{E}+02+$ | $7.20 \mathrm{E}+02 \pm 1.69 \mathrm{E}+02 \approx$ | $1.50 \mathrm{E}+03 \pm 3.63 \mathrm{E}+02+$ | $1.25 \mathrm{E}+03 \pm 2.86 \mathrm{E}+02+$ | $7.29 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02 \approx$ | $\mathbf{6 . 6 5 E}+02 \pm 1.77 \mathrm{E}+02$ |
| F18 | $1.40 \mathrm{E}+05 \pm 9.18 \mathrm{E}+04 \approx$ | $1.03 \mathrm{E}+05 \pm 1.93 \mathrm{E}+05-$ | $6.48 \mathrm{E}+04 \pm 5.77 \mathrm{E}+04-$ | $1.39 \mathrm{E}+05 \pm 6.87 \mathrm{E}+04 \approx$ | $2.71 \mathrm{E}+06 \pm 1.18 \mathrm{E}+06+$ | $5.24 \mathrm{E}+03 \pm 2.46 \mathrm{E}+03-$ | $1.86 \mathrm{E}+05 \pm 1.80 \mathrm{E}+05$ |
| F19 | $6.16 \mathrm{E}+02 \pm 8.92 \mathrm{E}+02 \approx$ | $3.76 \mathrm{E}+02 \pm 3.38 \mathrm{E}+02 \approx$ | $6.33 \mathrm{E}+02 \pm 1.08 \mathrm{E}+03 \approx$ | $1.39 \mathrm{E}+04 \pm 1.09 \mathrm{E}+04+$ | $2.06 \mathrm{E}+04 \pm 1.24 \mathrm{E}+04+$ | $7.03 \mathrm{E}+03 \pm 7.90 \mathrm{E}+03 \approx$ | $7.31 \mathrm{E}+02 \pm 1.36 \mathrm{E}+03$ |
| F20 | $5.05 \mathrm{E}+02 \pm 2.01 \mathrm{E}+02+$ | $6.17 \mathrm{E}+02 \pm 1.59 \mathrm{E}+02+$ | $5.00 \mathrm{E}+02 \pm 2.19 \mathrm{E}+02+$ | $1.25 \mathrm{E}+03 \pm 3.68 \mathrm{E}+02+$ | $1.01 \mathrm{E}+03 \pm 3.19 \mathrm{E}+02+$ | $4.80 \mathrm{E}+02 \pm 1.28 \mathrm{E}+02+$ | $3.99 \mathrm{E}+02 \pm 1.64 \mathrm{E}+02$ |
| F21 | $3.04 \mathrm{E}+02 \pm 2.13 \mathrm{E}+01+$ | $3.08 \mathrm{E}+02 \pm 2.28 \mathrm{E}+01+$ | $2.72 \mathrm{E}+02 \pm 2.36 \mathrm{E}+01 \approx$ | $4.77 \mathrm{E}+02 \pm 4.99 \mathrm{E}+01+$ | $5.39 \mathrm{E}+02 \pm 1.84 \mathrm{E}+01+$ | $3.48 \mathrm{E}+02 \pm 1.32 \mathrm{E}+01+$ | $2.70 \mathrm{E}+02 \pm 1.12 \mathrm{E}+01$ |
| F22 | $3.17 \mathrm{E}+03 \pm 2.10 \mathrm{E}+03 \approx$ | $3.96 \mathrm{E}+03 \pm 1.82 \mathrm{E}+03+$ | $2.89 \mathrm{E}+03 \pm 2.18 \mathrm{E}+03 \approx$ | $7.34 \mathrm{E}+03 \pm 1.02 \mathrm{E}+03+$ | $1.18 \mathrm{E}+04 \pm 3.25 \mathrm{E}+03+$ | $3.27 \mathrm{E}+03 \pm 3.46 \mathrm{E}+03 \approx$ | $3.19 \mathrm{E}+03 \pm 2.08 \mathrm{E}+03$ |
| F23 | $5.46 \mathrm{E}+02 \pm 2.71 \mathrm{E}+01+$ | $5.56 \mathrm{E}+02 \pm 2.92 \mathrm{E}+01+$ | $5.22 \mathrm{E}+02 \pm 3.04 \mathrm{E}+01 \approx$ | $8.30 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02+$ | $7.92 \mathrm{E}+02 \pm 1.84 \mathrm{E}+01+$ | $5.95 \mathrm{E}+02 \pm 2.53 \mathrm{E}+01+$ | $5.29 \mathrm{E}+02 \pm 2.52 \mathrm{E}+01$ |
| F24 | $6.35 \mathrm{E}+02 \pm 3.23 \mathrm{E}+01+$ | $6.17 \mathrm{E}+02 \pm 2.89 \mathrm{E}+01+$ | $5.77 \mathrm{E}+02 \pm 2.50 \mathrm{E}+01-$ | $8.99 \mathrm{E}+02 \pm 1.16 \mathrm{E}+02+$ | $8.52 \mathrm{E}+02 \pm 1.54 \mathrm{E}+01+$ | $6.45 \mathrm{E}+02 \pm 2.96 \mathrm{E}+01+$ | $5.92 \mathrm{E}+02 \pm 2.36 \mathrm{E}+01$ |
| F25 | $5.08 \mathrm{E}+02 \pm 3.32 \mathrm{E}+01 \approx$ | $5.15 \mathrm{E}+02 \pm 3.05 \mathrm{E}+01 \approx$ | $5.21 \mathrm{E}+02 \pm 3.32 \mathrm{E}+01 \approx$ | $5.59 \mathrm{E}+02 \pm 3.68 \mathrm{E}+01+$ | $5.44 \mathrm{E}+02 \pm 2.80 \mathrm{E}+01+$ | $5.76 \mathrm{E}+02 \pm 1.76 \mathrm{E}+01+$ | $5.20 \mathrm{E}+02 \pm 3.22 \mathrm{E}+01$ |
| F26 | $1.42 \mathrm{E}+03 \pm 9.15 \mathrm{E}+02 \approx$ | $1.59 \mathrm{E}+03 \pm 1.07 \mathrm{E}+03 \approx$ | $1.70 \mathrm{E}+03 \pm 5.29 \mathrm{E}+02 \approx$ | $3.89 \mathrm{E}+03 \pm 3.87 \mathrm{E}+03 \approx$ | $4.48 \mathrm{E}+03 \pm 8.29 \mathrm{E}+02+$ | $2.27 \mathrm{E}+03 \pm 1.62 \mathrm{E}+03+$ | $1.51 \mathrm{E}+03 \pm 8.29 \mathrm{E}+02$ |
| F27 | $6.31 \mathrm{E}+02 \pm 2.76 \mathrm{E}+01 \approx$ | $6.46 \mathrm{E}+02 \pm 3.54 \mathrm{E}+01 \approx$ | $6.67 \mathrm{E}+02 \pm 3.19 \mathrm{E}+01 \approx$ | $9.66 \mathrm{E}+02 \pm 1.74 \mathrm{E}+02+$ | $6.46 \mathrm{E}+02 \pm 5.44 \mathrm{E}+01 \approx$ | 6.21E+02 $\pm 4.76 \mathrm{E}+01-$ | $6.48 \mathrm{E}+02 \pm 4.34 \mathrm{E}+01$ |
| F28 | $4.80 \mathrm{E}+02 \pm 2.21 \mathrm{E}+01 \approx$ | $4.88 \mathrm{E}+02 \pm 2.04 \mathrm{E}+01 \approx$ | $4.92 \mathrm{E}+02 \pm 2.25 \mathrm{E}+01 \approx$ | $4.95 \mathrm{E}+02 \pm 2.72 \mathrm{E}+01 \approx$ | $4.80 \mathrm{E}+02 \pm 2.30 \mathrm{E}+01 \approx$ | $5.17 \mathrm{E}+02 \pm 2.04 \mathrm{E}+01+$ | $4.93 \mathrm{E}+02 \pm 1.81 \mathrm{E}+01$ |
| F29 | $6.94 \mathrm{E}+02 \pm 1.96 \mathrm{E}+02 \approx$ | $7.62 \mathrm{E}+02 \pm 1.50 \mathrm{E}+02 \approx$ | $7.21 \mathrm{E}+02 \pm 1.59 \mathrm{E}+02 \approx$ | $1.53 \mathrm{E}+03 \pm 3.60 \mathrm{E}+02+$ | $1.39 \mathrm{E}+03 \pm 2.72 \mathrm{E}+02+$ | $7.59 \mathrm{E}+02 \pm 8.20 \mathrm{E}+01 \approx$ | $7.10 \mathrm{E}+02 \pm 1.80 \mathrm{E}+02$ |
| F30 | $7.02 \mathrm{E}+05 \pm 5.32 \mathrm{E}+04 \approx$ | $7.03 \mathrm{E}+05 \pm 6.25 \mathrm{E}+04 \approx$ | $7.43 \mathrm{E}+05 \pm 7.14 \mathrm{E}+04 \approx$ | $1.05 \mathrm{E}+06 \pm 3.28 \mathrm{E}+05+$ | $1.52 \mathrm{E}+07 \pm 1.16 \mathrm{E}+07+$ | $8.25 \mathrm{E}+05 \pm 4.54 \mathrm{E}+04+$ | $7.05 \mathrm{E}+05 \pm 5.83 \mathrm{E}+04$ |
| +/ $\approx /-$ | 13/15/1 | 15/9/5 | 5/19/5 | 24/5/0 | 27/2/0 | 19/5/5 | 1 |



Figure 8. Average rankings of algorithms on CEC2017 with 50D by Friedman test.
gence accuracy, but its convergence speed is not as fast as SDSPO on F5. For F9 and F10, HCLPSO, EPSO, SDPSO and MPSORL perform similarly with respect to convergence. However, MPSORL keeps improving its fitness on F10. In addition, MRFO suffers from premature convergence during the optimization process. On F13 and F15, MPSORL has not only fast convergence speed but also high convergence accuracy. Moreover, MPSORL is remarkably better than other comparison algorithms on F17 and F21 in terms of higher convergence precision. After 250,000 evaluations, MPSORL is still improving on F20, whereas other algorithms have not further improved. By comparing these results, it can be concluded that the proposed MPSORL algorithm can outperform these compared algorithms on most of these test examples.

### 4.4.2. Experimental results and analysis on 100 dimensions

In order to further verify the effectiveness of the proposed MPSORL in solving high-dimensional problems, Table 10 presents the comparison results between MPSORL and the other five algorithms on 100-dimensional problems. Specifically, for simple multimodal functions (F4-F10), MPSORL ranks first on F5 and F7-F10, accounting for about 71.4\%. For hybrid functions (F11-F20), MPSORL is significantly better than the other five comparison algorithms on F13, F16, F19 and F20. In parallel, MPSORL and the superior algorithms on F15 and F17 have no significant differences. For composition functions (F21-F30), MPSORL achieves the best results on F22, F24, F26 and F28. Among the remaining six functions, the best results of the other five functions are not significantly different from those of MPSORL except for F25. This implies that the proposed algorithm achieves better or comparable results on 21 of 29 functions. Furthermore, the statistical results in the last row of Table 10 show that MPSORL outperforms the latest compared algorithms.

Next, Figure 10 shows the result of the Friedman test. The MPSORL algorithm still ranks first. Moreover, the trends of convergence of some functions are plotted in Figure 11. The detailed analysis is as follows: First, MPSORL has higher accuracy than other algorithms on F7 and F9. For F10, the fitness value is still increasing in the later stages of evolution, indicating good search ability. Second, the results also show that MPSORL could provide a superior convergence rate with fewer evaluations on F13, F16, F24 and F26. In addition, SDPSO and HCLPSO have fast convergence speeds but poor exploitation on F20 and F22 compared to MPSORL. Overall, MPSORL can obtain better solutions


Figure 9. Convergence of MPSORL and six comparison algorithms for 50-dimensional problems on CEC2017.
with high accuracy and stronger local searching abilities. The conclusions also imply that strategy selection based on RL can improve the performance of MPSORL. Moreover, it can be seen that the performance of the MPSORL algorithm does not decrease with the increase of dimensions, and it is also competitive in higher dimensional problems.

### 4.5. Experimental results and analysis on CEC2019 test suite

CEC2019, which has 10 functions to optimize, is a more complicated test suite than CEC2017. In this section, seven PSO algorithms (LDWPSO, UPSO, CLPSO, LIPS, HCLPSO, EPSO and SDPSO) and three latest metaheuristic algorithms (MRFO, I-GWO and BeSD) are compared with MPSORL. The results of non-parametric test are shown in Table 11. MPSORL is obviously better than LDWPSO, UPSO, CLPSO, LIPS, HCLPSO, EPSO, MRFO, I-GWO and BeSD and is tied with SDPSO. The only weakness is that the performance of MPSORL is relatively worse than that of MRFO and BeSD on F31 and F32. The "No Free Lunch" Theorem [61], which states that there is no general-purpose optimization algorithm that can solve all types of optimization problems, may explain this phenomenon. At
Table 10. Computational results achieved by MPSORL and five comparison algorithms on 100D CEC2017 test functions

| IEEE CEC2017with 100D | HCLPSO | SDPSO | MRFO | I-GWO | BeSD | MPSORL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std |
| F1 | $6.74 \mathrm{E}+03 \pm 7.22 \mathrm{E}+03 \approx$ | $7.59 \mathrm{E}+03 \pm 8.88 \mathrm{E}+03 \approx$ | $5.59 \mathrm{E}+03 \pm 7.18 \mathrm{E}+03 \approx$ | $1.30 \mathrm{E}+05 \pm 5.51 \mathrm{E}+04+$ | $3.34 \mathrm{E}+03 \pm 2.87 \mathrm{E}+03 \approx$ | $7.31 \mathrm{E}+03 \pm 7.60 \mathrm{E}+03$ |
| F3 | $7.51 \mathrm{E}+03 \pm 3.89 \mathrm{E}+03-$ | $2.07 \mathrm{E}+04 \pm 1.75 \mathrm{E}+04-$ | $8.58 \mathrm{E}+04 \pm 1.31 \mathrm{E}+04 \approx$ | $9.01 \mathrm{E}+04 \pm 1.11 \mathrm{E}+04 \approx$ | $3.42 \mathrm{E}+04 \pm 5.67 \mathrm{E}+03-$ | $8.75 \mathrm{E}+04 \pm 1.84 \mathrm{E}+04$ |
| F4 | $2.16 \mathrm{E}+02 \pm 3.25 \mathrm{E}+01 \approx$ | $1.95 \mathrm{E}+02 \pm 4.18 \mathrm{E}+01-$ | $2.37 \mathrm{E}+02 \pm 4.09 \mathrm{E}+01 \approx$ | $3.06 \mathrm{E}+02 \pm 3.91 \mathrm{E}+01+$ | $2.81 \mathrm{E}+02 \pm 4.11 \mathrm{E}+01+$ | $2.28 \mathrm{E}+02 \pm 5.13 \mathrm{E}+01$ |
| F5 | $2.91 \mathrm{E}+02 \pm 5.87 \mathrm{E}+01 \approx$ | $3.05 \mathrm{E}+02 \pm 8.14 \mathrm{E}+01 \approx$ | $7.98 \mathrm{E}+02 \pm 6.75 \mathrm{E}+01+$ | $9.15 \mathrm{E}+02 \pm 3.20 \mathrm{E}+01+$ | $6.46 \mathrm{E}+02 \pm 3.17 \mathrm{E}+01+$ | $2.81 \mathrm{E}+02 \pm 5.72 \mathrm{E}+01$ |
| F6 | $2.56 \mathrm{E}-05 \pm 8.27 \mathrm{E}-05-$ | $4.90 \mathrm{E}-02 \pm 3.90 \mathrm{E}-02+$ | $5.13 \mathrm{E}+01 \pm 6.93 \mathrm{E}+00+$ | $1.93 \mathrm{E}+00 \pm 9.54 \mathrm{E}-01+$ | $4.36 \mathrm{E}-01 \pm 1.80 \mathrm{E}-01+$ | $8.82 \mathrm{E}-04 \pm 1.13 \mathrm{E}-03$ |
| F7 | $5.79 \mathrm{E}+02 \pm 7.60 \mathrm{E}+01+$ | $5.43 \mathrm{E}+02 \pm 1.46 \mathrm{E}+02+$ | $2.17 \mathrm{E}+03 \pm 2.71 \mathrm{E}+02+$ | $1.10 \mathrm{E}+03 \pm 6.67 \mathrm{E}+01+$ | $7.33 \mathrm{E}+02 \pm 4.82 \mathrm{E}+01+$ | $4.22 \mathrm{E}+02 \pm 8.11 \mathrm{E}+01$ |
| F8 | $2.98 \mathrm{E}+02 \pm 5.97 \mathrm{E}+01 \approx$ | $3.21 \mathrm{E}+02 \pm 6.77 \mathrm{E}+01+$ | $8.83 \mathrm{E}+02 \pm 8.99 \mathrm{E}+01+$ | $9.15 \mathrm{E}+02 \pm 3.05 \mathrm{E}+01+$ | $6.52 \mathrm{E}+02 \pm 3.42 \mathrm{E}+01+$ | $2.88 \mathrm{E}+02 \pm 6.62 \mathrm{E}+01$ |
| F9 | $1.55 \mathrm{E}+03 \pm 7.37 \mathrm{E}+02+$ | $4.79 \mathrm{E}+03 \pm 2.78 \mathrm{E}+03+$ | $2.06 \mathrm{E}+04 \pm 1.69 \mathrm{E}+03+$ | $4.15 \mathrm{E}+03 \pm 3.17 \mathrm{E}+03+$ | $1.91 \mathrm{E}+04 \pm 5.45 \mathrm{E}+03+$ | $5.35 \mathrm{E}+02 \pm 3.20 \mathrm{E}+02$ |
| F10 | $1.17 \mathrm{E}+04 \pm 1.02 \mathrm{E}+03+$ | $1.20 \mathrm{E}+04 \pm 7.35 \mathrm{E}+02+$ | $1.41 \mathrm{E}+04 \pm 1.21 \mathrm{E}+03+$ | $2.89 \mathrm{E}+04 \pm 7.52 \mathrm{E}+02+$ | $1.84 \mathrm{E}+04 \pm 6.20 \mathrm{E}+02+$ | $1.10 \mathrm{E}+04 \pm 8.17 \mathrm{E}+02$ |
| F11 | $7.57 \mathrm{E}+02 \pm 1.78 \mathrm{E}+02 \approx$ | $9.67 \mathrm{E}+02 \pm 1.92 \mathrm{E}+02+$ | $5.66 \mathrm{E}+02 \pm 1.18 \mathrm{E}+02-$ | $5.74 \mathrm{E}+03 \pm 1.66 \mathrm{E}+03+$ | $6.27 \mathrm{E}+02 \pm 1.35 \mathrm{E}+02-$ | $7.10 \mathrm{E}+02 \pm 1.19 \mathrm{E}+02$ |
| F12 | $7.72 \mathrm{E}+05 \pm 3.83 \mathrm{E}+05-$ | $3.04 \mathrm{E}+05 \pm 1.00 \mathrm{E}+05-$ | $1.40 \mathrm{E}+06 \pm 5.88 \mathrm{E}+05+$ | $4.01 \mathrm{E}+07 \pm 1.53 \mathrm{E}+07+$ | $2.26 \mathrm{E}+06 \pm 7.87 \mathrm{E}+05+$ | $1.03 \mathrm{E}+06 \pm 4.16 \mathrm{E}+05$ |
| F13 | $1.40 \mathrm{E}+03 \pm 8.97 \mathrm{E}+02+$ | $1.64 \mathrm{E}+03 \pm 9.03 \mathrm{E}+02+$ | $6.05 \mathrm{E}+03 \pm 8.30 \mathrm{E}+03+$ | $7.10 \mathrm{E}+03 \pm 7.79 \mathrm{E}+03+$ | $3.27 \mathrm{E}+03 \pm 1.64 \mathrm{E}+03+$ | $9.36 \mathrm{E}+02 \pm 4.44 \mathrm{E}+02$ |
| F14 | $1.11 \mathrm{E}+05 \pm 3.95 \mathrm{E}+04 \approx$ | $5.95 \mathrm{E}+04 \pm 2.98 \mathrm{E}+04-$ | $1.33 \mathrm{E}+05 \pm 8.46 \mathrm{E}+04 \approx$ | $3.85 \mathrm{E}+06 \pm 1.83 \mathrm{E}+06+$ | $4.78 \mathrm{E}+03 \pm 3.89 \mathrm{E}+03-$ | $1.43 \mathrm{E}+05 \pm 6.90 \mathrm{E}+04$ |
| F15 | $6.80 \mathrm{E}+02 \pm 2.92 \mathrm{E}+02+$ | $5.05 \mathrm{E}+02 \pm 1.33 \mathrm{E}+02 \approx$ | $2.34 \mathrm{E}+03 \pm 2.69 \mathrm{E}+03+$ | $3.05 \mathrm{E}+03 \pm 3.30 \mathrm{E}+03+$ | $5.44 \mathrm{E}+02 \pm 3.77 \mathrm{E}+02 \approx$ | $5.34 \mathrm{E}+02 \pm 1.39 \mathrm{E}+02$ |
| F16 | $3.20 \mathrm{E}+03 \pm 3.53 \mathrm{E}+02+$ | $2.90 \mathrm{E}+03 \pm 4.68 \mathrm{E}+02 \approx$ | $3.95 \mathrm{E}+03 \pm 6.79 \mathrm{E}+02+$ | $5.73 \mathrm{E}+03 \pm 1.58 \mathrm{E}+03+$ | $3.33 \mathrm{E}+03 \pm 2.88 \mathrm{E}+02+$ | $2.76 \mathrm{E}+03 \pm 4.80 \mathrm{E}+02$ |
| F17 | $2.41 \mathrm{E}+03 \pm 3.39 \mathrm{E}+02 \approx$ | $2.22 \mathrm{E}+03 \pm 2.87 \mathrm{E}+02 \approx$ | $2.96 \mathrm{E}+03 \pm 5.02 \mathrm{E}+02+$ | $4.80 \mathrm{E}+03 \pm 4.04 \mathrm{E}+02+$ | $2.15 \mathrm{E}+03 \pm 2.11 \mathrm{E}+02 \approx$ | $2.23 \mathrm{E}+03 \pm 2.91 \mathrm{E}+02$ |
| F18 | $2.09 \mathrm{E}+05 \pm 8.99 \mathrm{E}+04-$ | $1.17 \mathrm{E}+05 \pm 3.31 \mathrm{E}+04-$ | $3.29 \mathrm{E}+05 \pm 1.21 \mathrm{E}+05 \approx$ | $1.13 \mathrm{E}+07 \pm 7.10 \mathrm{E}+06+$ | $5.71 \mathrm{E}+04 \pm 1.82 \mathrm{E}+04-$ | $4.13 \mathrm{E}+05 \pm 1.83 \mathrm{E}+05$ |
| F19 | $4.43 \mathrm{E}+02 \pm 2.87 \mathrm{E}+02+$ | $3.32 \mathrm{E}+02 \pm 2.18 \mathrm{E}+02 \approx$ | $2.93 \mathrm{E}+03 \pm 3.10 \mathrm{E}+03+$ | $3.16 \mathrm{E}+03 \pm 3.87 \mathrm{E}+03+$ | $9.38 \mathrm{E}+02 \pm 5.61 \mathrm{E}+02+$ | $2.85 \mathrm{E}+02 \pm 1.11 \mathrm{E}+02$ |
| F20 | $2.25 \mathrm{E}+03 \pm 2.52 \mathrm{E}+02+$ | $2.08 \mathrm{E}+03 \pm 3.21 \mathrm{E}+02+$ | $3.19 \mathrm{E}+03 \pm 5.90 \mathrm{E}+02+$ | $4.25 \mathrm{E}+03 \pm 3.40 \mathrm{E}+02+$ | $2.43 \mathrm{E}+03 \pm 2.55 \mathrm{E}+02+$ | $1.87 \mathrm{E}+03 \pm 2.71 \mathrm{E}+02$ |
| F21 | $5.47 \mathrm{E}+02 \pm 5.29 \mathrm{E}+01 \approx$ | $5.32 \mathrm{E}+02 \pm 6.67 \mathrm{E}+01 \approx$ | $9.60 \mathrm{E}+02 \pm 1.28 \mathrm{E}+02+$ | $1.12 \mathrm{E}+03 \pm 3.20 \mathrm{E}+01+$ | $7.73 \mathrm{E}+02 \pm 2.92 \mathrm{E}+01+$ | $5.41 \mathrm{E}+02 \pm 6.73 \mathrm{E}+01$ |
| F22 | $1.32 \mathrm{E}+04 \pm 1.15 \mathrm{E}+03+$ | $1.21 \mathrm{E}+04 \pm 4.15 \mathrm{E}+03+$ | $1.68 \mathrm{E}+04 \pm 1.49 \mathrm{E}+03+$ | $2.98 \mathrm{E}+04 \pm 1.01 \mathrm{E}+03+$ | $2.02 \mathrm{E}+04 \pm 4.18 \mathrm{E}+02+$ | $\mathbf{1 . 1 7 E}+04 \pm 3.25 E+03$ |
| F23 | $8.03 \mathrm{E}+02 \pm 2.63 \mathrm{E}+01+$ | $7.83 \mathrm{E}+02 \pm 3.24 \mathrm{E}+01 \approx$ | $1.33 \mathrm{E}+03 \pm 1.38 \mathrm{E}+02+$ | $1.38 \mathrm{E}+03 \pm 3.55 \mathrm{E}+01+$ | $1.06 \mathrm{E}+03 \pm 2.63 \mathrm{E}+01+$ | $7.86 \mathrm{E}+02 \pm 2.07 \mathrm{E}+01$ |
| F24 | $1.31 \mathrm{E}+03 \pm 5.20 \mathrm{E}+01 \approx$ | $1.30 \mathrm{E}+03 \pm 5.71 \mathrm{E}+01 \approx$ | $2.19 \mathrm{E}+03 \pm 2.78 \mathrm{E}+02+$ | $1.76 \mathrm{E}+03 \pm 3.11 \mathrm{E}+01+$ | $1.32 \mathrm{E}+03 \pm 9.25 \mathrm{E}+01 \approx$ | $1.29 \mathrm{E}+03 \pm 6.33 \mathrm{E}+01$ |
| F25 | $7.38 \mathrm{E}+02 \pm 6.47 \mathrm{E}+01-$ | $7.78 \mathrm{E}+02 \pm 6.94 \mathrm{E}+01 \approx$ | $7.84 \mathrm{E}+02 \pm 5.27 \mathrm{E}+01 \approx$ | $8.61 \mathrm{E}+02 \pm 4.59 \mathrm{E}+01+$ | $8.62 \mathrm{E}+02 \pm 4.13 \mathrm{E}+01+$ | $7.88 \mathrm{E}+02 \pm 6.23 \mathrm{E}+01$ |
| F26 | $7.29 \mathrm{E}+03 \pm 6.01 \mathrm{E}+02 \approx$ | $7.72 \mathrm{E}+03 \pm 6.71 \mathrm{E}+02+$ | $1.69 \mathrm{E}+04 \pm 7.42 \mathrm{E}+03+$ | $1.22 \mathrm{E}+04 \pm 5.14 \mathrm{E}+02+$ | $1.23 \mathrm{E}+04 \pm 2.30 \mathrm{E}+03+$ | $\mathbf{6 . 2 8 E}+03 \pm 2.76 \mathrm{E}+03$ |
| F27 | $7.91 \mathrm{E}+02 \pm 3.21 \mathrm{E}+01 \approx$ | $7.73 \mathrm{E}+02 \pm 3.15 \mathrm{E}+01 \approx$ | $1.22 \mathrm{E}+03 \pm 1.85 \mathrm{E}+02+$ | $9.53 \mathrm{E}+02 \pm 1.30 \mathrm{E}+02+$ | $8.53 \mathrm{E}+02 \pm 5.71 \mathrm{E}+01+$ | $7.77 \mathrm{E}+02 \pm 2.78 \mathrm{E}+01$ |
| F28 | $5.71 \mathrm{E}+02 \pm 3.64 \mathrm{E}+01 \approx$ | $5.65 \mathrm{E}+02 \pm 2.80 \mathrm{E}+01 \approx$ | $5.70 \mathrm{E}+02 \pm 3.28 \mathrm{E}+01 \approx$ | $6.69 \mathrm{E}+02 \pm 3.07 \mathrm{E}+01+$ | $6.69 \mathrm{E}+02 \pm 2.81 \mathrm{E}+01+$ | $5.65 \mathrm{E}+02 \pm 2.94 \mathrm{E}+01$ |
| F29 | $2.93 \mathrm{E}+03 \pm 2.89 \mathrm{E}+02 \approx$ | $3.01 \mathrm{E}+03 \pm 4.44 \mathrm{E}+02 \approx$ | $3.97 \mathrm{E}+03 \pm 5.99 \mathrm{E}+02+$ | $4.90 \mathrm{E}+03 \pm 4.35 \mathrm{E}+02+$ | $3.49 \mathrm{E}+03 \pm 2.48 \mathrm{E}+02+$ | $3.08 \mathrm{E}+03 \pm 4.84 \mathrm{E}+02$ |
| F30 | $5.83 \mathrm{E}+03 \pm 2.82 \mathrm{E}+03 \approx$ | $5.73 \mathrm{E}+03 \pm 2.78 \mathrm{E}+03 \approx$ | $7.14 \mathrm{E}+03 \pm 3.85 \mathrm{E}+03 \approx$ | $2.43 \mathrm{E}+05 \pm 1.07 \mathrm{E}+05+$ | $1.06 \mathrm{E}+04 \pm 2.71 \mathrm{E}+03+$ | $5.80 \mathrm{E}+03 \pm 3.15 \mathrm{E}+03$ |
| +/ $\approx /-$ | 10/14/5 | 10/14/5 | 20/8/1 | 28/1/0 | 21/4/4 | / |



Figure 10. Average rankings of algorithms on CEC2017 with 100D by Friedman test.


Figure 11. Convergence of MPSORL and five comparison algorithms for 100-dimensional problems on CEC2017.
the same time, the Friedman test reveals that the MPSORL algorithm outperforms all of the compared algorithms. The results are plotted in Figure 12, which also validates that the framework of the re-
inforcement learning technique to guide the strategy selection of the PSO algorithm is effective on a different test suite.


Figure 12. Average rankings of algorithms on CEC2019 by Friedman test.

### 4.6. Application of MPSORL to a real-world problem

The research background of the problem is the spread spectrum radar polyphase code design, which is a nonlinear non-convex min-max problem with continuous variables having numerous local optima [62]. The mathematical model is expressed as follows:

$$
\begin{equation*}
\min _{x \in X} \quad f(x)=\max \left\{\phi_{1}(x), \phi_{2}(x), \cdots, \phi_{2 m}(x)\right\} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{gather*}
X=\left\{\left(x_{1}, \cdots, x_{n}\right) \in R^{n} \mid 0 \leq x_{j} \leq 2 \pi(j=1,2, \cdots, n)\right\}, m=2 n-1  \tag{4.2}\\
\phi_{2 i-1}(x)=\sum_{j=i}^{n} \cos \left(\sum_{k=[2 i-j-1 \mid+1}^{j} x_{k}\right), i=1,2, \cdots, n  \tag{4.3}\\
\phi_{2 \mathrm{i}}(x)=0.5+\sum_{j=i+1}^{n} \cos \left(\sum_{k=22 i-j \mid+1}^{j} x_{k}\right), i=1,2, \cdots, n-1  \tag{4.4}\\
\phi_{m+i}(x)=-\phi_{i}(x) . \tag{4.5}
\end{gather*}
$$

The parameters are set as follows: The dimension is 20, Max_Fes is set to 100,000 , and the population size is 30 . The boxplot of statistical results after 30 independent runs is shown in Figure 13. It is apparent that the average optimal value of MPSORL is minimum. It indicates that the proposed algorithm has certain advantages in solving the practical application problem.
Table 11. Computational results achieved by MPSORL and ten comparison algorithms on CEC2019 test functions.

|  | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F31 | $5.22 \mathrm{E}+04 \pm 8.95 \mathrm{E}+04 \approx$ | $5.71 \mathrm{E}+04 \pm 3.49 \mathrm{E}+04-$ | $8.62 \mathrm{E}+05 \pm 5.36 \mathrm{E}+05+$ | $4.70 \mathrm{E}+04 \pm 4.30 \mathrm{E}+04 \approx$ | $6.08 \mathrm{E}+04 \pm 1.20 \mathrm{E}+05$ | $5.93 \mathrm{E}+04 \pm 6$ |
| F32 | $2.61 \mathrm{E}+02 \pm 1.04 \mathrm{E}+02 \approx$ | $3.23 \mathrm{E}+02 \pm 1.35 \mathrm{E}+02 \approx$ | $6.25 \mathrm{E}+02 \pm 1.54 \mathrm{E}+02+$ | $2.73 \mathrm{E}+02 \pm 9.38 \mathrm{E}+01 \approx$ | $2.43 \mathrm{E}+02 \pm 8.17 \mathrm{E}+01 \approx$ | $2.44 \mathrm{E}+02 \pm 1.03 \mathrm{E}+02$ |
| F33 | $3.95 \mathrm{E}-01 \pm 7.47 \mathrm{E}-02 \approx$ | $4.80 \mathrm{E}-01 \pm 4.01 \mathrm{E}-01+$ | $9.06 \mathrm{E}-01 \pm 3.06 \mathrm{E}-01+$ | $6.22 \mathrm{E}-01 \pm 8.09 \mathrm{E}-01 \approx$ | $3.95 \mathrm{E}-01 \pm 7.47 \mathrm{E}-02+$ | $3.66 \mathrm{E}-01 \pm 1.33 \mathrm{E}-01$ |
| F34 | $8.52 \mathrm{E}+00 \pm 4.08 \mathrm{E}+00+$ | $9.20 \mathrm{E}+00 \pm 2.93 \mathrm{E}+00+$ | $4.27 \mathrm{E}+00 \pm 1.21 \mathrm{E}+00 \sim$ | $1.05 \mathrm{E}+01 \pm 4.19 \mathrm{E}+00+$ | $4.41 \mathrm{E}+00 \pm 1.47 \mathrm{E}+00 \approx$ | $4.55 \mathrm{E}+00 \pm 1.77 \mathrm{E}+00$ |
| F35 | $1.05 \mathrm{E}-01 \pm 6.19 \mathrm{E}-02+$ | $3.86 \mathrm{E}-02 \pm 1.90 \mathrm{E}-02 \approx$ | $6.52 \mathrm{E}-02 \pm 2.62 \mathrm{E}-02+$ | $1.00 \mathrm{E}-02 \pm 8.04 \mathrm{E}-03-$ | $5.13 \mathrm{E}-02 \pm 2.18 \mathrm{E}-02 \approx$ | $3.33 \mathrm{E}-02 \pm 2.24 \mathrm{E}-02$ |
| F36 | $3.15 \mathrm{E}-01 \pm 5.71 \mathrm{E}-01+$ | $4.36 \mathrm{E}-01 \pm 5.00 \mathrm{E}-01+$ | $1.59 \mathrm{E}-01 \pm 7.46 \mathrm{E}-02+$ | $4.76 \mathrm{E}-01 \pm 5.95 \mathrm{E}-01+$ | $1.99 \mathrm{E}-03 \pm 2.78 \mathrm{E}-03+$ | $3.89 \mathrm{E}-04 \pm 1.69 \mathrm{E}-03$ |
| F37 | $4.41 \mathrm{E}+02 \pm 2.38 \mathrm{E}+02+$ | $4.66 \mathrm{E}+02 \pm 1.71 \mathrm{E}+02+$ | $1.47 \mathrm{E}+02 \pm 7.73 \mathrm{E}+01 \approx$ | $7.55 \mathrm{E}+02 \pm 2.49 \mathrm{E}+02+$ | $2.49 \mathrm{E}+02 \pm 1.11 \mathrm{E}+02+$ | $1.61 \mathrm{E}+02 \pm 1.30 \mathrm{E}+02$ |
| F38 | $1.99 \mathrm{E}+00 \pm 4.61 \mathrm{E}-01+$ | $2.21 \mathrm{E}+00 \pm 4.28 \mathrm{E}-01+$ | $2.03 \mathrm{E}+00 \pm 2.62 \mathrm{E}-01+$ | $3.04 \mathrm{E}+00 \pm 4.87 \mathrm{E}-01+$ | $1.65 \mathrm{E}+00 \pm 3.53 \mathrm{E}-01+$ | $1.31 \mathrm{E}+00 \pm 6.48 \mathrm{E}-01$ |
| F39 | $1.32 \mathrm{E}-01 \pm 6.08 \mathrm{E}-02 \approx$ | $6.99 \mathrm{E}-02 \pm 3.05 \mathrm{E}-02-$ | $1.75 \mathrm{E}-01 \pm 3.92 \mathrm{E}-02+$ | $1.23 \mathrm{E}-01 \pm 4.73 \mathrm{E}-02 \approx$ | $1.01 \mathrm{E}-01 \pm 3.46 \mathrm{E}-02-$ | $1.30 \mathrm{E}-01 \pm 3.08 \mathrm{E}-02$ |
| F40 | $1.42 \mathrm{E}+01 \pm 9.09 \mathrm{E}+00 \approx$ | $1.46 \mathrm{E}+01 \pm 8.32 \mathrm{E}+00 \approx$ | $1.88 \mathrm{E}+01 \pm 3.91 \mathrm{E}+00+$ | $1.93 \mathrm{E}+01 \pm 3.65 \mathrm{E}+00 \approx$ | $1.54 \mathrm{E}+01 \pm 8.57 \mathrm{E}+00 \approx$ | $1.21 \mathrm{E}+01 \pm 9.91 \mathrm{E}+00$ |
| +/ $\approx 1-$ | 5/5/0 | 5/3/2 | 8/2/0 | 4/5/1 | 4/5/1 | 1 |
| EE CEC2019 | EPSO | SDPSO | MRFO | I-GWO | BeSD | MPSORL |
|  | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std | mean $\pm$ std |
| F31 | 3.20E+04 $+2.87 \mathrm{E}+04$ | $4.42 \mathrm{E}+04 \pm 5.14 \mathrm{E}+0$ | $0.00 \mathrm{E}+00 \pm 0.00 \mathrm{E}$ | $7.24 \mathrm{E}+04 \pm 1.35 \mathrm{E}+05 \approx$ | $0.00 \mathrm{E}+00 \pm 0.00 \mathrm{E}+00-$ | $5.93 \mathrm{E}+04 \pm 6.88 \mathrm{E}+04$ |
| F32 | $2.30 \mathrm{E}+02 \pm 8.66 \mathrm{E}+01 \approx$ | $2.58 \mathrm{E}+02 \pm 1.05 \mathrm{E}+02 \approx$ | $3.70 \mathrm{E}+00 \pm 3.69 \mathrm{E}-01-$ | $1.06 \mathrm{E}+03 \pm 3.38 \mathrm{E}+02+$ | $4.84 \mathrm{E}+00 \pm 1.97 \mathrm{E}+00-$ | $2.44 \mathrm{E}+02 \pm 1.03 \mathrm{E}+02$ |
| F33 | $3.41 \mathrm{E}-01 \pm 1.55 \mathrm{E}-01 \approx$ | $3.55 \mathrm{E}-01 \pm 1.40 \mathrm{E}-01 \approx$ | $3.95 \mathrm{E}-01 \pm 7.47 \mathrm{E}-02 \approx$ | $1.95 \mathrm{E}+00 \pm 1.18 \mathrm{E}+00+$ | $9.35 \mathrm{E}-01 \pm 2.89 \mathrm{E}-01+$ | $3.66 \mathrm{E}-01 \pm 1.33 \mathrm{E}-01$ |
| F34 | $5.82 \mathrm{E}+00 \pm 1.98 \mathrm{E}+00+$ | $4.48 \mathrm{E}+00 \pm 1.50 \mathrm{E}+00 \approx$ | $2.50 \mathrm{E}+01 \pm 1.55 \mathrm{E}+01+$ | $1.98 \mathrm{E}+01 \pm 4.20 \mathrm{E}+00+$ | $8.50 \mathrm{E}+00 \pm 1.96 \mathrm{E}+00+$ | $4.55 \mathrm{E}+00 \pm 1.77 \mathrm{E}+00$ |
| F35 | $8.57 \mathrm{E}-02 \pm 4.08 \mathrm{E}-02+$ | $4.81 \mathrm{E}-02 \pm 3.37 \mathrm{E}-02 \approx$ | $1.11 \mathrm{E}-01 \pm 1.07 \mathrm{E}-01+$ | $5.26 \mathrm{E}-01 \pm 9.12 \mathrm{E}-02+$ | $5.04 \mathrm{E}-02 \pm 1.27 \mathrm{E}-02 \approx$ | $3.33 \mathrm{E}-02 \pm 2.24 \mathrm{E}-02$ |
| F36 | $2.46 \mathrm{E}-01 \pm 2.42 \mathrm{E}-01+$ | $2.72 \mathrm{E}-02 \pm 1.21 \mathrm{E}-01 \sim$ | $2.13 \mathrm{E}+00 \pm 1.70 \mathrm{E}+00+$ | $1.93 \mathrm{E}-01 \pm 3.60 \mathrm{E}-01+$ | $1.34 \mathrm{E}-01 \pm 1.17 \mathrm{E}-01+$ | $3.89 \mathrm{E}-04 \pm 1.69 \mathrm{E}-03$ |
| F37 | $2.40 \mathrm{E}+02 \pm 1.47 \mathrm{E}+02 \approx$ | $1.80 \mathrm{E}+02 \pm 1.04 \mathrm{E}+02 \approx$ | $7.29 \mathrm{E}+02 \pm 3.16 \mathrm{E}+02+$ | 7.33E+02 $\pm 2.42 \mathrm{E}+02+$ | $4.46 \mathrm{E}+02 \pm 1.29 \mathrm{E}+02+$ | $1.61 \mathrm{E}+02 \pm 1.30 \mathrm{E}+02$ |
| F38 | $1.65 \mathrm{E}+00 \pm 4.69 \mathrm{E}-01+$ | $1.19 \mathrm{E}+00 \pm 5.05 \mathrm{E}-01 \approx$ | $2.45 \mathrm{E}+00 \pm 3.70 \mathrm{E}-01+$ | $2.06 \mathrm{E}+00 \pm 2.53 \mathrm{E}-01+$ | $2.50 \mathrm{E}+00 \pm 1.64 \mathrm{E}-01+$ | $1.31 \mathrm{E}+00 \pm 6.48 \mathrm{E}-01$ |
| F39 | $1.27 \mathrm{E}-01 \pm 3.64 \mathrm{E}-02 \approx$ | $1.32 \mathrm{E}-01 \pm 2.78 \mathrm{E}-02 \approx$ | $2.05 \mathrm{E}-01 \pm 7.63 \mathrm{E}-02+$ | $1.84 \mathrm{E}-01 \pm 4.15 \mathrm{E}-02+$ | $1.11 \mathrm{E}-01 \pm 1.76 \mathrm{E}-02-$ | $1.30 \mathrm{E}-01 \pm 3.08 \mathrm{E}-02$ |
| F40 | $1.24 \mathrm{E}+01 \pm 9.65 \mathrm{E}+00+$ | $1.22 \mathrm{E}+01 \pm 9.85 \mathrm{E}+00 \approx$ | $1.50 \mathrm{E}+01 \pm 9.02 \mathrm{E}+00+$ | $1.50 \mathrm{E}+01 \pm 9.03 \mathrm{E}+00+$ | $1.76 \mathrm{E}+01 \pm 4.33 \mathrm{E}+00+$ | $1.21 \mathrm{E}+01 \pm 9.91 \mathrm{E}+00$ |
| +/ $\approx$ / | 5/5/0 | 0/10/0 | 7/1/2 | 9/1/0 | 6/1/3 |  |



Figure 13. Comparison results obtained by MPSORL and ten algorithms on a real-world application.

## 5. Discussion

A multi-strategy self-learning method is constructed by using Q-learning theory, and a novel multistrategy selection particle swarm optimizer is designed. In order to intuitively show the superior performance of MPSORL, the design method and convergence performance about the proposed algorithm are further discussed from the following three aspects: 1) state division, 2) convergence comparison and 3) diversity analysis.

### 5.1. Non-uniform state division vs. uniform state division

The state division depends on the transformation of the particle fitness. This section discusses the effect of state partitioning, and here two cases of uniform and non-uniform partitioning are compared and analyzed. The uniform partition state is set to $S 1=[20,40,60,80]$. The non-uniform partition state is set to $\mathrm{S} 2=[10,25,45,70]$.

The other parameters set are the same as Section 4.1. MPSORL runs 30 times independently on CEC2017 with 30,50 , and 100 dimensions, respectively. As can be seen from Table 12, state partitioning has little effect on the 30 dimensional problems. However, MPSORL with non-uniform state division provides higher $R^{+}$values than $R^{-}$values in all cases. Meanwhile, in the 50 and 100 dimensions, it is not difficult to find that the effect of non-uniform state division is better than that of uniform division. The higher the dimension is, the better the non-uniform partition. As a result, we can conclude that the state division has a direct effect on the algorithm's performance with the increased number of decision variables. Therefore, the state of the proposed algorithm is set to non-uniform
status division S2.
Table 12. Wilcoxon's sum rank test statistics results for MPSORL with non-uniform state division and MPSORL with uniform state division on the 29 test functions with 30D, 50D, and 100D from CEC2017.

| MPSORL | Non-uniform vs. Uniform status division |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Wins $(+)$ | Losses $(-)$ | Ties | $R^{+}$ | $R^{-}$ | p-value |  |
| 30D | 14 | 15 | 0 | 220 | 215 | 0.957 |  |
| 50D | 19 | 10 | 0 | 278 | 157 | 0.191 |  |
| 100D | 20 | 9 | 0 | 297 | 138 | 0.086 |  |

### 5.2. Convergence speed comparison of multi-strategy PSO algorithms

To compare the difference between the convergence performance of multi-strategy PSO algorithms, Table 13 presents some of the common functions. In the following, these functions are used to compare and analyze the convergence speed of multi-strategy PSO algorithms, including EPSO, SDPSO, and MPSORL. Among them, EPSO selects the optimizer based on the success rate of strategies. SDPSO selects strategies by calculating their payoffs. However, the MPSORL algorithm chooses the strategies based on the Q-table. The parameters are set as follows: The number of runs is 20, the population size is 40, and Max_Iter is 500 . On these different types of functions, the proposed MPSORL converges faster than the other two multi-strategy PSO algorithms by looking at the trajectories of particle movement, as shown in Figure 14(b),(d),(f),(h). Therefore, according to the experiments in Section 4 and further verification in this section, the results reveal that the MPSORL algorithm outperforms other state-of-the-art algorithms in terms of accuracy, convergence speed and non-parametric statistical significance. It can be proved that the proposed MPSORL, guided by RL technique, has good robustness, superiority and competitiveness.

Table 13. Common test function types and details.

| Function type | No. | Function | $F\left(x^{*}\right)$ | D | search range |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Bowl-Shaped | F41 | Sphere Function | 0 | 2 | $[-100100]$ |
| Many Local Minima | F42 | Rastrigin Function | 0 | 2 | $[-5.125 .12]$ |
| Many Local Minima | F43 | Ackley Function | 0 | 2 | $[-32.768,32.768]$ |
| Plate-Shaped | F44 | Matyas Function | 0 | 2 | $[-1010]$ |

### 5.3. Diversity analysis of multi-swarm PSO algorithms

In order to further verify the exploration and exploitation capabilities of MPSORL, the diversities of several multi-swarm PSO variants (HCLPSO, EPSO and SDPSO) are compared. The diversity metric of the population is as follows [63]:

$$
\begin{equation*}
\text { Diversity }=\frac{1}{N} \sum_{i=1}^{N} \sqrt{\sum_{j=1}^{D}\left(x_{i j}-\bar{x}_{j}\right)^{2}} \tag{5.1}
\end{equation*}
$$



Figure 14. Trajectory curve analysis of multi-strategy PSO algorithms on several classical functions.

$$
\begin{equation*}
\bar{x}_{j}=\frac{1}{N} \sum_{i=1}^{N} x_{i j} \tag{5.2}
\end{equation*}
$$

where $x_{i j}$ indicates the $j$ th dimension of the $i$ th particle, and $\bar{x}_{j}$ represents the $j$ th dimension of the mean position of the population. The population size is 40 , and Max_Iter is 500. Figure 15 (a)-(d) illustrates the diversity curves of the four functions proposed in Section 5.2. On all different types of functions, MPSORL has the greatest diversity at the early stage while preserving an appreciable convergence trend at the later stage, focusing on fine search. Conversely, HCLPSO has the worst diversity compared to other PSO variants. EPSO shows inferior diversity on the Sphere, Rastrigin, and Matyas functions, while facing a weaker exploitation ability on these four functions after 200 iterations. Similarly, SDPSO maintains stronger diversity in most cases but has some defects, such as poor local search on the Rastrigin and Matyas functions. To summarize, owing to the introduction of RL techniques and the effective multi-strategy self-learning mechanism, MPSORL achieves a good trade-off between exploration and exploitation compared with several other multi-swarm PSO variants.


Figure 15. Diversity analysis of multi-swarm PSO algorithms on several classical functions.

## 6. Conclusions

This paper combines the RL technique with the PSO algorithm as the research engine, and then an adaptive multi-strategy self-learning framework based on Q-learning is proposed. During the evolution, each particle matches a strategy. The strategy is selected based on the Q-table. The information
associated with the Q-table consists of states, action and reward. Based on the student achievement distribution analogy, a non-uniform state division method is designed to better match the change in dimensions of decision variables. Extensive experimental results show that the multi-strategy selflearning mechanism guided by the RL technique is more flexible and can effectively improve the performance of the proposed algorithm.

The multi-strategy learning framework can also be applied to other intelligent algorithms to solve global optimization problems, such as the differential evolution algorithm, the genetic algorithm, etc. MPSORL has achieved better performance in searching for optimal solutions to problems when compared with some state-of-the-art algorithms. However, as with most swarm intelligent approaches, the proposed algorithm is time-consuming in dealing with large-scale complex optimization problems. In addition, this work simply provides valuable insights into RL-guided PSO algorithms. Therefore, it can be expected in future research that developing more efficient strategies for strategy pools and optimizing the self-adaptive selection mechanism can further improve the efficiency of the algorithms.
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[^0]:    Note: *F2 has been excluded because it shows unstable behavior especially for higher dimensions.

