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Abstract: In recent years, the increased use of smart devices and digital business opportunities 
has generated massive heterogeneous JSON data daily, making efficient data storage and 
management more difficult. Existing research uses different similarity metrics and clusters the 
documents to support the above tasks effectively. However, extant approaches have focused on 
either structural or semantic similarity of schemas. As JSON documents are application-specific, 
differently annotated JSON schemas are not only structurally heterogeneous but also differ by 
the context of the JSON attributes. Therefore, there is a need to consider the structural, semantic, 
and contextual properties of JSON schemas to perform meaningful clustering of JSON 
documents. This work proposes an approach to cluster heterogeneous JSON documents using the 
similarity fusion method. The similarity fusion matrix is constructed using structural, semantic, 
and contextual measures of JSON schemas. The experimental results demonstrate that the 
proposed approach outperforms the existing approaches significantly. 
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1 Introduction  

Over the past decade, Web applications have adopted JavaScript Object Notation 
(JSON) format as the primary standard for data interchange between servers and clients. 
Most e-commerce applications and Application Programming Interfaces (API) use 
JSON format to generate varied structured data. NoSQL document-oriented databases 
provide an efficient architecture in storing and managing the varied structured JSON 
data effectively. JSON documents are self-describing, i.e., the structure is embedded 
with the data. A JSON document or an object is represented as key-value pair where 
keys are of string type, and values are of simple and complex types such as string, 
number, Boolean, array, and object. The heterogeneous and dynamic nature of JSON 
documents increases the complexity of analysing the documents for efficient data 
retrieval, integration, and so on. Therefore, there is a demand for an efficient way of 
organizing the JSON documents to support the above tasks effectively. 

Clustering is the process of dividing documents into groups or clusters that are 
similar to each other and different from other clusters. Successful clustering algorithms 
rely on data representations and similarity measures. In the case of hierarchical data 
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like JSON, where the schema is embedded with the data, the similarity metrics to cluster 
the documents can be applied on: (i) structure-only, (ii) content-only, and (iii) both 
structure and content. This paper focuses on clustering the JSON documents based on 
schemas. 

Most literature on clustering hierarchical data focuses on eXtensible Markup 
Language (XML) data [Piernik et al., 2016, Costa and Ortale, 2017]. Even though the 
JSON format received much attention for storing data from large-scale applications, the 
research on clustering JSON documents is still in its early stages. The heterogeneous 
nature of JSON format allows documents to have different schemas in a collection. 
Researchers have used structural similarity measures and identified the equivalent 
schemas to generate the global schema that support various tasks such as query 
formulation and data retrieval. 

 

 
 

Figure 1: Sample collection of JSON documents 

Extant approaches on JSON data identify similar schemas based on structural 
similarity [Wang et al., 2015, Gallinucci et al., 2019, Bawakid, 2019]. The semantic 
similarity of schemas is identified with the help of external knowledge bases such as 
WordNet [Miller, 1998]. The meaning of the JSON attributes is used to identify the 
semantic similarity of schemas. However, the limitation of this technique is that the 
knowledge bases must be updated to support current concepts. As JSON documents are 
application-specific and hierarchical, the JSON schemas generated by the applications 
must also preserve the ancestor-descendant (A-D) and parent-child (P-C) relationship 
of attributes. Therefore, apart from traditional structural and semantic similarity, 
finding the similarity based on the context hidden in the schemas is needed to perform 
clustering efficiently. 

In order to address the issues mentioned above, various approaches have used deep 
neural language models that identify both the syntactic and semantic information of 
words in a document. The language models generate a low-dimensional dense 
representation of vectors for each word in a document. While the traditional models 
generate a unique vector for each word in a document without considering the hidden 
context, the deep neural language models generate vectors based on the context. 
Therefore, the vector representations or embeddings generated are not unique for a 
word. However, literature has shown that these models have been applied to 
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unstructured data where the input is a paragraph or a sentence [Uma Priya et al., 2020]. 
Therefore, the research on using deep neural network models for hierarchical data is in 
the preliminary stage. 
 
Motivation: Consider the sample collection of JSON documents D = {D1, D2, D3} 
shown in Figure 1. The documents are different in structure. The schema of these 
documents says S = {S1, S2, S3} has different attributes. JSON schemas are not only 
structurally heterogeneous but also semantically heterogeneous. Therefore, considering 
only structural similarity in these documents results in three different clusters. In 
addition to structural similarity, traditional semantic similarity using external 
knowledge bases also plays a primary role in improving the clustering quality. In Figure 
1, the meaning of the attributes in S2 and S3 are similar, i.e., the headline is related to 
booktitle, dated is associated with the year. However, the attribute information in these 
schemas carries some context related to the article scenario. The article can be a 
conference or journal, or news article. Looking into the context of these schemas, S1 
and S2 belong to the journal article, whereas S3 belongs to the news article. Therefore, 
apart from structural similarity, finding the contextual and semantic similarity of 
schemas results in better clustering. 

 
Contributions: While most literature focuses either on structural or semantic similarity 
measures to cluster the documents, this work partitions the JSON document collection 
into clusters based on the structural, contextual, and semantic similarity of schemas. 
This work uses a Robustly Optimized BERT Pretraining Approach (RoBERTa) [Liu et 
al., 2019] to generate schema embeddings for identifying contextual similarity.  
 
The major contributions are: 

1. Extracting JSON schemas from documents and analyzing them to determine 
the structural, semantic, and contextual similarities 

2. Clustering JSON documents using the similarity fusion method 
3. Evaluating the performance of the proposed approach using real and synthetic 

datasets 
 

The rest of the paper is structured as follows. The following section reviews the 
related works of XML and JSON similarity approaches. We describe the proposed 
approach with an example in section 3. Section 4 presents and discusses the 
experimental results of the proposed and existing approaches. The findings and future 
work are summarized in section 5. 

2 Related Work 

Literature has seen numerous approaches for clustering XML data. However, JSON 
document clustering has received less attention from researchers. This section 
summarizes the related works on the structural, contextual, and semantic similarity of 
XML and JSON documents used in several uses like clustering, schema matching, etc. 
Figure 2 illustrates the related works on similarity approaches to XML and JSON data. 
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Figure 2: Related works on Similarity Approaches for XML and JSON Documents 
 

2.1 XML Similarity Approaches 
 
Wang et al. [Wang and Koopman, 2017] determined the similarity of journal articles 
based solely on the entities that were connected to those articles. But they use XML 
content rather than structure to determine the context. In addition, their models suffer 
from large dimensions as they use traditional semantic representations. Laddha et al. 
[Laddha et al., 2018] modeled the structure and content of the semi-structured 
documents in a shared vector space, which allowed them to capture the semantics of 
the texts. Hence, the semantics of the document as a whole has been extracted. Costa 
et al. [Costa and Ortale, 2019] suggested a method to separate the XML documents 
using their topical similarity. Dongo et al. [Dongo et al. 2020] presented an approach 
for determining semantically similar XML documents based not only on the structure 
of the documents but also on the content of the documents. Wu et al. [Wu et al. 2020] 
used dense clustering to group semantically similar structures in the registers such as 
Novel, News, and Interview. This allowed them to find groups of structures that were 
semantically related. Jalal et al. [Jalal and Ali, 2021] group similar papers from the 
same magazine that are related based on the content. However, they clustered the 
articles using the Term Frequency-Inverse Document Frequency (TF-IDF) and the 
cosine similarity of XML attributes. 

2.2    JSON Similarity Approaches 
 

The majority of studies on JSON data investigate the similarities of JSON schemas by 
comparing the names and types of attributes. The skeleton schema concept was 
suggested by Wang et al. [Wang et al., 2015] to group together identical schemas and 
produce a summarized representation of different schema types. Gallinucci et al. 
[Gallinucci et al., 2018] presented Build Schema Profile (BSP), which uses association 
rules to classify the schema variants. JSONGlue [Blaselbauer and Josko, 2020] 
calculates the degree of similarity between schemas by combining semantic, linguistic, 
and instance-level approaches. D, U. P., and Santhi Thilagam, P. (2022) [D and Santhi 
Thilagam, 2022] used the TF-IDF approach to cluster the JSON documents. 
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2.3    Advanced Language Models 
 

Neural language models that generate word and document embeddings have become 
increasingly popular in recent years. Numerous research efforts have suggested 
enhancing distributed representations of documents/sentences [Le and Mikolov, 2014, 
Dai et al., 2015, Kiros et al., 2015, Hill et al., 2016, Pagliardini et al., 2017, Logeswaran 
and Lee, 2018, Gupta et al., 2019, Cer et al., 2018, Sinoara et al., 2019]. These methods 
efficiently calculate the semantic similarity of words by capturing the similarity of the 
respective vector representations. Very few research works [Hammad et al., 2020, 
Farouk, 2020] focused on combining traditional semantic models with word embedding 
techniques to capture more semantics on data. However, using a vector space to analyze 
JSON data is in its early stages. 
 
Research Gaps: A substantial amount of research works for clustering XML 
documents have been presented in the literature. Yet, extant approaches fall short in 
identifying semantic as well as contextual similarities in JSON documents. Similarly, 
the existing literature on JSON data focused on structural or semantic measures alone 
to identify the similarity of schemas. As a result, there is a need to determine the hidden 
semantic relatedness in the schema by focusing not only on semantic similarity but also 
on contextual similarity as well. 

3 Proposed Approach 

Given a JSON documents collection D = {D1, D2, ..., Dn} and Di={A1, A2, ..., Am} where 
n and m denote the number of documents in a collection D and the attributes in a 
document i, the goal of this work is to divide D into mutually exclusive K clusters, say 
Ck, where each Ct Î C contains both structurally and semantically similar JSON 
documents.  

To address the above issue, this paper focuses on meeting the following 
objectives: 

1. To explore the contextually similar JSON schemas available in a collection 
2. To design the similarity fusion method that captures the structural, 

semantic, and contextual properties of JSON schemas 
3. To cluster the JSON documents using the similarity fusion matrix 

The proposed approach is depicted diagrammatically in Figure 3. Algorithm 1 on page 
9 describes the proposed workflow in detail. 
 



   227 
 

Priya U., Thilagam P.S.: Leveraging Structural and Semantic Measures ... 

 
Figure 3: Flow description of the proposed approach 

3.1    Extraction of JSON Schemas 

A JSON document can be expressed in a tree format where the JSON tree is defined as 
a 3-tuple T = (R, V, E). R represents the root of a tree; the attributes are represented as 
vertices (nodes) V, and the P-C relationship between the attributes is defined using 
edges E. The attribute value denotes the data types such as number, string, Boolean, 
arrays, and nesting objects. Arrays and object types are represented as sub-trees in T.  

In general, when the schema is embedded with the data, the reverse engineering 
method is used to extract the schema. Therefore, the JSON document is parsed in depth-
first order, i.e., the parsing process starts from a root node and then the first child of a 
root node, followed by its children in left-to-right order. This way of parsing the 
document preserves the P-C relationship of JSON tree nodes, i.e., the attribute names 
and their parent names are concatenated. To distinguish the representation of arrays and 
nesting objects, different concatenating operators such as "#" and "." are used because 
arrays are ordered lists of values, and nesting objects are unordered. Arrays may include 
a sequence of ordered objects whose order must be retained to capture the array's whole 
structure. This work represents JSON schemas as root-to-leaf paths.  

 

3.2     Calculation of Similarity 

As JSON schemas are dynamic and heterogeneous, using a single similarity metric to 
determine the clusters is not informative and complete. Clustering quality can be 
improved by using the semantic and syntactic properties of JSON schemas while 
identifying similar documents. The flow of similarity computation is briefly described 
as follows: 

3.2.1    Contextual Similarity 

The proposed work identifies the contextual similarity of JSON schemas using the 
RoBERTa model. The vector associated with each schema describes how it occurs in 
context with other schemas. For example, the vectors of S1 and S2 are similar not 
because the attributes "author" and "year" are present in them. The reason is that the 
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surrounding attributes of an attribute "year" in S1 and S2 share similar meanings. Since 
RoBERTa is a distributed language model, the vectors generated are low-dimensional 
and dense vectors. After generating the schema embeddings or vectors for each schema, 
the cosine similarity measure is used to determine the contextual similarity. 

Initially, the schemas are tokenized by the WordPiece model. The text 
representation obtained for a schema with m attributes is m numeric vectors of length 
1024 (dimension). Since this work uses the pre-trained RoBERTa model to generate 
schema embeddings, this work retains the dimension of the model used for training. 
Therefore, the output vector P of all the attributes in a schema is placed into a matrix 
of size m*1024. 

 
Given a contextual embedding P of D, the cosine similarity measure for any 

two schemas Si and Sj are formally measured as follows: 
 

cosine'S! , 𝑆"+ = 	
#!
"##

||#!	||	|&##&|
     (1) 

The contextual similarity matrix CSM is calculated as  

𝐶𝑆𝑀[𝑆!]2𝑆"3 = cosine'	𝑆!,𝑆"+ 	"	𝑖, 𝑗	£		𝑛                (2) 

3.2.2    Semantic Similarity 

The semantic heterogeneity of schemas describes that they are structurally different but 
carry the same semantic information. This semantic information can be obtained by 
external knowledge bases such as DBPedia and WordNet, which construct the semantic 
network for each attribute in a schema. In addition to contextual similarity, semantic 
similarity also plays a significant role in determining the performance of clustering 
because the synonyms of attributes enrich the meaning of attributes and identifies the 
closest schemas using the semantic network. The semantic similarity for any two 
schemas Si and Sj is formally measured using the Wu-Palmer similarity measure [Wu 
and Palmer, 1994] as follows: 

𝑆𝑒𝑆𝑀[𝑆!]2𝑆"3 = 𝑤𝑢𝑝_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦	(𝑆! , 𝑆")                                  (3) 

If the similarity score between two schemas is below the threshold, they are 
dissimilar.  

3.2.3    Structural Similarity 
Structural similarity is a metric to determine similar documents in terms of their 

syntactic properties. In this work, the structural similarity of the two schemas is 
identified by comparing their P-C and A-D relationship. Since the flattened attributes 
are considered to measure the similarity, the frequency of flattened attributes 
determines the similarity score. In order to accomplish this task, this work calculates 
the similarity between any two schemas using cosine measure. The cosine similarity 
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for any two schemas is calculated as given in equation 2. However, the input for finding 
the cosine similarity in this section differs from section 3.2.1.  

Given the set of schemas S, this section aims to construct the schema-attribute 
matrix for each attribute from schemas. The schema-attribute matrix gives the 
frequency of each attribute in a schema which helps to identify the cosine similarity. 
Because the cosine similarity score varies depends on the frequency of attributes in 
each schema. The reason behind choosing the cosine similarity measure is that JSON 
schemas may have the same attributes present in different levels of schemas which 
contributes to the structural heterogeneity of schemas, i.e., although the attribute name 
is the same in different levels of a schema, if the parent or child of the attribute is 
different, they are heterogeneous by structure. In order to preserve this nature, cosine 
similarity is preferred over other similarity measures like Jaccard similarity because the 
cosine similarity measure considers the duplication of attributes in a schema and 
updates the score, which is not the case with Jaccard similarity.  

3.2.4 Fusion of Similarity Measures 

Similarity fusion aims to integrate the high contextual, semantic and structural scores 
to enrich the similarity score of the schemas. This is achieved in the following steps: 

1. Compare the contextual and semantic scores of any two schemas, say Si and Sj, 
and get the maximum score, say ms. 

2. If ms > T, then include them in Fusion Matrix FM.  
3. If ms < T, then find the structural similarity for the pair (Si, Sj). 

Therefore, FM is calculated using the following equation 

𝐹𝑀[𝑆!]2𝑆"3

= F
𝑀𝑎𝑥	'𝐶𝑆𝑀[𝑆!]2𝑆"3, 𝑆𝑒𝑆𝑀[𝑆!]2𝑆"3+, 𝑖𝑓	(𝐶𝑆𝑀[𝑆!]2𝑆"3	𝑜𝑟	𝑆𝑒𝑆𝑀[𝑆!]2𝑆"3) > 𝑇	

𝑆𝑡𝑆𝑀[𝑆!]2𝑆"3, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
	 

The major reason behind this kind of similarity fusion method is that if the 
structural similarity is calculated before semantic and contextual similarities, the search 
space for contextual and semantic similarities will be reduced. In addition, the clusters 
based on structural similarity lose the meaning of schemas in a whole JSON document 
collection. Therefore, identifying contextual and semantic similarity prior to structural 
similarity helps capture more semantics and preserve the structural properties. 

3.3    Clustering 

Given the schemas S = {S1, S2, …, Sn} and the similarity fusion matrix FM, this work 
aims to cluster the JSON documents D = {D1, D2, …, Dn} using the clustering algorithm. 
In this work, the similarity matrix FM determines the clustering quality. 

This work uses a spectral clustering algorithm [Von Luxburg, 2007] to cluster the 
documents. Now, the problem of clustering can be restated as a graph UG = (V, E) 
where V = {V1, V2, …, Vl}, and E denotes the edge between any two vertices in V and 
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the weight for an edge is assigned using Sij Î FM. The Degree matrix D' is a diagonal 
matrix designated as termed as {d'1, d'2, …, d'n} with degree d'i defined as  

𝑑′! 	= O 𝑆!"
(
")*      (4) 

The normalized Laplacian matrix L is defined as 

𝐿 = 	𝐷′
$%
& 	(𝐷′ − 𝐹𝑀)𝐷′

$%
&     (5) 

 
Algorithm 1: Clustering JSON Documents using Similarity Fusion Matrix 
Input: JSON data collection D = {D1, D2, ..., Dn}, Output: C = {C1, C2, …, Ck} 
Start 

1. Extract the schemas S = {S1, S2, ..., Sn} from D 
2. schema_embed = RoBERTa (S, dimension) 
3. for each (Si, Sj) Î schema_embed do 
4. CSM[Si][Sj] = cosine (Si,Sj) 
5. end for 
6. find synsets for each Ai Î A 
7. for each (Si, Sj) Î S do 
8. SeSM[Si][Sj] = wup_similarity(Si, Sj) 
9. StSM[Si][Sj] = cosine (Si, Sj) 
10. end for 
11. if (CSM[Si][Sj] or SeSM[Si][Sj]) > T then 
12. FM[Si][Sj] = Max (CSM[Si][Sj], SeSM[Si][Sj]) 
13. else 
14. FM[Si][Sj] = StSM [Si][Sj] 
15. end if 
16. Cluster the documents D into K clusters with the pair-wise similarity 

matrix FM 
End  

Calculate the first k's eigenvectors U = {U1, U2, …, Uk} associated with L given that U 
Î Rk and the columns of U are denoted by vectors. The ith row of U is denoted as yi Î 
Rk. K-Means clustering is used to cluster the data points {y1, y2,…, yn}.  

Algorithm 1 is explained with an example. Considering the JSON sample 
collection given in Figure 1, the schemas S = {S1, S2, S3} = {(author.firstName 
author.lastName book.title book.year publisher), (author booktitle year issn), (author 
headline dated)} are extracted (line 1). The contextual similarity matrix (line 4) CSM 
Î R3´3 for the schemas S = {S1, S2, S3} is calculated as 

CSM = S
1.0 0.57 0.54
0.57 1.0 0.49
0.54 0.49 1.0

[ 
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The semantic similarity matrix (line 8) SeSM Î R3´3 for the schemas S is calculated as 

SeSM = S
1.0 0.54 0.08
0.54 1.0 0.1
0.08 0.1 1.0

[ 

The structural similarity matrix (line 9) StSM Î R3´3 for the schemas S is calculated as 

StSM = S
1.0 0.41 0.32
0.41 1.0 0.28
0.32 0.28 1.0

[ 

The fusion similarity matrix FM (lines 11 to 15) from all the above similarity matrices 
is calculated FM Î R3´3 for the schemas S = {S1, S2, S3} using CSM, SeSM, and StSM 
are calculated as 

FM = S
1.0 0.57 0.54
0.57 1.0 0.28
0.54 0.28 1.0

[ 

In this example, the threshold value is set as 0.5 because of fewer documents. After 
applying the fusion matrix to the clustering algorithm, the clusters are identified as 
[0,0,1]. D1 and D2 belong to cluster0, and D3 belongs to cluster1. This result shows that 
the proposed approach efficiently calculates the similarities, and the clusters are formed 
efficiently. 

4 Experimental Evaluation 

The proposed approach has been evaluated for two datasets, DBLP [Mohamed L. 
Chouder and Stefano Rizzi and Rachid Chalal, 2017] and the synthetic dataset (SD). 
The DBLP dataset comprises 2,00,000 documents randomly picked from 20,00,000 
documents of publication scenario. The SD1 is generated with 50,000 documents for 
the publication scenario. Both datasets may have some common attributes as they are 
part of the publication scenario. Both datasets together have 76 attributes and 13 classes 
such as conference, journal, book, and so on. Hence, the number of clusters is decided 
as 13 for evaluating the existing and proposed approaches. 

4.1 Evaluation Measures 

Typically, intrinsic and extrinsic measures are employed to evaluate the effectiveness 
of document clustering algorithms. This paper uses Silhouette Co-efficient (SC) to 

 
1 https://github.com/umagourish/Synthetic-Datasets 
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validate the cluster. The most common extrinsic measures, including recall and 
precision, rely on the order of cluster labels to ground truth labels that are problematic 
for various labels. In this instance, the measures such as Normalized Mutual 
Information (NMI) score, Adjusted Rand Index (ARI) score, and Adjusted Mutual 
Information (AMI) scores are preferable as they are not affected by the absolute label 
values [Vinh et al., 2010]. 

4.1.1    External Metrics 

NMI: 

Two labels on the same dataset can be compared using a metric called mutual 
information (MI). With known ground truth labels, MI describes the drop in the class 
labels entropy. The MI of class labels A and cluster labels B, MI (A, B) is computed as 
 

𝑀𝐼	(𝐴, 𝐵) = ∑ ∑ log . !(#,%)
!(#)!(%)

/%∈(#	∈*   (6) 

 

NMI normalizes MI to a range of 0 to 1, with 0 indicating no mutual information and 
1 indicating agreement. NMI is computed as follows: 
 

𝑁𝑀𝐼	(𝐴, 𝐵) = +,	(*,()
-.(*).(()

    (7) 

where E(A) and E(B) are marginal entropies, and they are computed as: 

𝐸(𝐴) = −	∑ 𝑝(𝑎/) log 𝑝(𝑎/)0
/12    (8) 

 

ARI: 

ARI is computed by adjusting the Rand Index (RI) by its expected value as follows: 

𝐴𝑅𝐼	(𝐴, 𝐵) = 3,(*,()4.{3,(*,()}
789{3,(*,()}4.{3,(*,()}

   (9) 

 

where RI (A, B) is the random index for any two clusters A, and B [Yeung et al., 2001], 
which takes a value ranging from 0 to 1. 1 represents identical clusters, and 0 is non-
identical. V {RI (A, B)} represents the expected value of RI. 
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AMI: 

AMI changes the MI based on its expected value, similar to ARI. AMI values range 
from 0 to 1, with 1 signifying an identical cluster and adjusting for cluster count. AMI 
is determined by 

𝐴𝑀𝐼	(𝐴, 𝐵) = +,(*,()4.{+,(*,()}
789{.(*),.(()}4:{+,(*,()}

  (10) 

4.1.2    Internal Metrics 

Silhouette Co-efficient is ideal for estimating the clustering efficiency for unlabelled 
data, which is obtained by 

𝑠𝑐 = 	 _`a
bcd	{a,_}

     (11) 

where m and n represent the mean distance for a document from other documents in the 
same cluster and in a different cluster, respectively. The value of SC ranges from -1 to 
1. If samples from the same cluster are closer and those from different clusters are far 
apart, the score will be high.  
 
4.2    Existing Approaches for Comparison 
 
The proposed approach is compared with contextual, structure-only, and semantic-only 
approaches to demonstrate the impact of merging all similarities. The proposed 
approach has been compared with state-of-the-art language models such as InferSent 
[Conneau et al., 2017], Universal Sentence Encoder (USE) [Cer et al., 2018], and 
Embeddings for Language Models (ELMo) [Peters et al., 2018]. 
 
Structure-only approach: Bawakid [Bawakid, 2019] discovered the schema variants 
in a collection by clustering the documents based on how similar their structures were. 
TF-IDF approach was used to determine the frequency of attributes and performed 
clustering. 
 
Semantic-only approach: The JSONGlue [Blaselbauer and Josko, 2020] approach 
used WordNet to determine the synonyms of the attributes. The semantic similarity of 
the schemas is identified to support JSON schema matching. In order to have a fair 
comparison, JSONGlue has been optimized to compare JSON schemas with a threshold 
of 0.6 to group the documents. 
 
Neural language models for Contextual Similarity: In the case of contextual 
similarity, pre-trained sentence encoders like USE, InferSent, and ELMo encode the 
attributes into deep contextualized sentence embeddings. The cosine similarity of these 
embeddings is calculated and clustered in the documents. 
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4.3    Results and Discussion 
 
To examine the benefit of combining all the similarities in the proposed work, the result 
outcomes have been studied across multiple dimensions. The similarities of JSON 
schemas are identified using node-based similarity and path-based similarity. The 
sample schemas given in Tables 1 and 2 are part of a dataset. The similarity scores 
mentioned in the respective tables depend on the whole dataset. The sample schemas 
and their scores are given to better understand the different cases considered to evaluate 
the proposed approach. For node-based similarity, the JSON schemas are represented 
as a set of nodes where the nodes are parsed in the depth-first order of a JSON tree. For 
path-based similarity, the JSON schemas are represented as a set of root-to-leaf paths. 
The threshold to determine the semantic scores is fixed as 0.6 based on the preliminary 
results. 
 
Node-based Similarity: There are five schemas considered for evaluation in Table 1. 
The pair (S1, S2) are not similar schemas, whereas the pairs (S2, S3) and (S4, S5) are 
similar schemas and hence placed in the same cluster. Table 1 illustrates the node-based 
similarity of different schemas for the existing and proposed approaches. The score of 
USE is high in two pairs such as (S1, S2) and (S4, S5). However, (S1, S2) are not similar 
schemas. The high value of USE indicates that the pair may belong to the same cluster, 
whereas other models, such as ELMo and InferSent, have got fewer scores. Out of all 
the approaches, the proposed approach has got 0.28. Although it is higher than TF-IDF 
and JSONGlue, 0.28 is less to be considered for clustering. Therefore, the proposed 
approach is able to identify dissimilar schemas efficiently. Considering the other pairs, 
the proposed work yielded better results than other approaches and highlighted the 
importance of fusing all the similarity scores. It is noted from the results that the use of 
the cosine similarity measure to find the structural similarity in the proposed work is 
more suitable for node-based similarity because the attributes may be repeated when it 
is present in more than one nesting level of a document. However, this is reduced in 
path-based similarity because the attributes are concatenated, and the flattened 
attributes act as features to find the similarity. 
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Path-based Similarity: Table 2 illustrates the path-based similarity of different pairs of 
schemas for the existing approaches and proposed approach. It is observed from the 
results that the TF-IDF score is comparatively less for path-based similarity than node-
based similarity because there is less chance for frequent paths in schemas. When the 
common paths are high, TF-IDF retrieves better results. Although neural models such 
as ELMo, USE, and InferSent yield a reasonable score, the proposed work gives 
maximum importance to contextual similarity. Hence, we achieve a better score than 
all other existing models. When comparing tables 1 and 2, it is observed that structure-
only and semantic-only approaches for path-based similarity yield better results than 
node-based similarity. This is based on the presence of common paths present in a 
schema. This case illustrates the power of contextual similarity before structural 
similarity in the proposed work. Hence, finding the similarity of heterogeneous 
hierarchical structures like JSON documents shows better results when considering 
structural, semantic, and contextual properties of schemas. 
 

Figure 4: Comparison of the clustering performance of the proposed work using 
existing structural, semantic, and contextual similarity approaches 

 
Clustering Performance: It is observed from Figure 4 that the schemas are correlated 
well and give meaningful clusters compared to existing approaches. Although the 
neural models achieve good performance on NMI, AMI, and ARI scores, JSONGlue 
has a significant drop in the performance of ARI because of the path-based similarity 
scores. It is noted that the intrinsic evaluation scores of InferSent, ELMo, and USE are 
extremely similar, but the proposed approach has shown a significant improvement 
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over the other works. Also, the experiments show that exploiting contextual 
information of schemas improves the overall score. 

It is noted from Tables 1, 2, and Figure 4 that the proposed work shows a substantial 
improvement in finding both the structurally and semantically equivalent JSON 
documents in comparison with existing approaches. The differences in the results 
appear to come from the way of handling the similarity approaches. The clustering 
performance reveals the ability of the proposed work to find contextual and semantic 
similarity before structural similarity. It is also observed from the results that the 
proposed approach also preserves the structure of attributes without losing essential 
information, such as repeated attributes. Therefore, it is evident that the proposed 
approach works exceptionally well on JSON datasets, irrespective of the nesting depth.  

5    Conclusions 
 
This paper proposed an approach to cluster JSON documents using the contextual, 
semantic, and structural similarity of JSON schemas. The proposed approach captures 
more semantics by merging semantic and contextual similarities scores. The results 
show that the proposed approach is superior to the state-of-the-art approaches in 
similarity calculation. In the future, we plan to extend this study for incremental 
clustering of JSON documents by updating the fusion similarity matrix for new 
documents and comparing its performance in a real-world scenario. 
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