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Abstract: Multimodal Learning Analytics (MMLA) solutions aim to provide a more holistic

picture of a learning situation by processing multimodal educational data. Considering contex-

tual information of a learning situation is known to help in providing more relevant outputs to

educational stakeholders. However, most of the MMLA solutions are still in prototyping phase

and dealing with different dimensions of an authentic MMLA situation that involve multiple

cross-disciplinary stakeholders like teachers, researchers, and developers. One of the reasons

behind still being in prototyping phase of the development lifecycle is related to the challenges that

software developers face at different levels in developing context-aware MMLA solutions. In this

paper, we identify the requirements and propose a data infrastructure called CIMLA. It includes

different data processing components following a standard data processing pipeline and considers

contextual information following a data structure. It has been evaluated in three authentic MMLA

scenarios involving different cross-disciplinary stakeholders following the Software Architecture

Analysis Method. Its fitness was analyzed in each of the three scenarios and developers were

interviewed to assess whether it meets functional and non-functional requirements. Results showed

that CIMLA supports modularity in developing context-aware MMLA solutions and each of its

modules can be reused with required modifications in the development of other solutions. In the
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future, the current involvement of a developer in customizing the configuration file to consider

contextual information can be investigated.
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1 Introduction

The purpose of Learning Analytics (LA) is to understand and improve learning outcomes.
LA collects, analyzes, and presents data about learning process and the environment
where it occurs [Siemens and Long, 2011]. In a decade of LA, themost common harnessed
data source is the digital logs (some authors call it “mono-modal LA”) [Bayoudh et al.,
2021]. For example, the logs of a Learning Management System (LMS) stores learners’
digital traces from their activities performed in the LMS. Results from log analysis lead
to decisions that can help to optimize environment and improve learning experience.
However, what happens outside the LMS environment is not considered in mono-modal
LA [Ochoa et al., 2017]. Hence, mono-modal LA tools present a partial picture of a
learning situation by covering only the digital space and only one modality; they do not
consider other modalities available in digital and physical spaces of a learning situation
[de Silva Joyce and Feez, 2018].

Multimodal Learning Analytics (MMLA) provides a more holistic picture of a
learning situation by harnessing heterogeneous datasets from multiple modalities (e.g.,
audio, video, logs, eye-gaze, etc.) [Blikstein, 2013]. Some MMLA researchers focus
on the multimodality of learning (i.e. visual, auditory, reading/writing, and kinesthetic)
[Schuller, 2018, Chan et al., 2020, Schneider et al., 2018], while other researchers
refer to the multimodality of the data, sources, and its analysis (i.e., different data
sources like LMS logs, classroom observations, and audiovisual recordings) [Ochoa
et al., 2022, Praharaj et al., 2022, Alwahaby et al., 2022]. In our case, we operationalize
modalities as data sources about learning that can be tapped from the digital and physical
spaces of a learning situation to collect multimodal educational data [Ochoa et al., 2022].
MMLA processes multimodal educational data and represents the multimodal experience
of learning to the learners and teachers.

The current development ofMMLA as a field does not allow educational practitioners,
like teachers and school principals, to practice and adopt MMLA on their own in their
naturalistic educational settings [Patnaik et al., 2021, Hoyos and Velásquez, 2020].
One of the main reasons behind this limited adoption is related to the availability of
very few MMLA solutions [Patnaik et al., 2021, Hoyos and Velásquez, 2020]. Since the
inception of MMLA, most of the research projects were trying to understand teaching and
learning practices in controlled environments and contributed with some tailored solutions
[Di Mitri et al., 2018, Prieto et al., 2019]. In the last couple of years, a few MMLA
research projects have widened their scope and started exploring authentic MMLA
situations by involving cross-disciplinary stakeholders like teachers, students, researchers,
and developers [Yan et al., 2022]. However, we are still far away from MMLA solutions
that can be adopted in naturalistic educational settings because developers find severe
challenges in developing MMLA solutions for authentic MMLA situations.

There are three main reasons that complicate the development lifecycle of MMLA
solutions [Schneider et al., 2018]. First, the data-intensive nature of MMLA solutions
imposes high technical complexity in their development. Second, to start the development
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of a solution, cross-disciplinary stakeholders like a teacher, researcher, and software de-
veloper need to communicate to specify, and systematically document, data requirements
specification. Third, solutions need to consider Contextual Information (CI) from the
design and enactment of the learning situation to deliver a context-aware analysis. For
example, the lesson may start five minutes later than designed, and there may be a lot of
noisy audio data as students come in and the classroom is setup, which may be interpreted
as part of the learning activity, when it is not. These three reasons lead to the current
practice of MMLA development, which is mostly ad-hoc and opportunistic [Schneider
et al., 2018]. This kind of software development practice increases the costs and risk
of failure in design decisions [Wright, 2012], raising the need for a data infrastructure
that can support the development of context-aware MMLA solutions [Ouhaichi et al.,
2021]. Moreover, the current opportunistic practice adds burden to the developers where
they need to develop each of the components of an MMLA solution from scratch every
time [Di Mitri et al., 2019b]. Hence, the needed data infrastructure should also support
developers in reusing and modifying existing lines of code.

To support the development of context-aware MMLA solutions and enable more
reusability in MMLA development, we propose a data infrastructure called Context-
aware Infrastructure forMultimodal LearningAnalytics (CIMLA). It includes a software
architecture called Processing Architecture for Multimodal Experience of Learning
(PAMEL). Our focus is on two points. First, how to follow a standard data processing
pipeline like the Data Value Chain (DVC) [Miller and Mork, 2013] to showcase how
multimodal educational data can be prepared, organized, and fused. Second, how to
consider CI of a learning situation - involving multiple stakeholders- from classroom to
develop context-aware MMLA solutions.

In order to evaluate the modularity and the modifiability of CIMLA, we have identi-
fied the requirements for CIMLA from the MMLA literature. For each of the identified re-
quirements, CIMLA components have been designed following Separation-of-Concerns
(SoC) architectural design principle [Hürsch and Lopes, 1995]. Further, components have
been technically instantiated and a reference implementation has been developed. Finally,
CIMLA has been evaluated in three authentic MMLA scenarios for the assessment of
functional and non-functional requirements using the Software Architecture Analysis
Method (SAAM) [Kazman et al., 1994].

The rest of the paper is structured as follows: section 2 presents the state of the art
related to data infrastructures in MMLA; section 3 describes the CIMLA infrastructure.
Later, an evaluation study is presented followed by a discussion section. We conclude
the paper by summarizing the paper’s main contributions to the field and highlighting
future work in this line of inquiry.

2 Existing MMLA Infrastructures

In our prior work we reviewed nine existing MMLA data infrastructures in orden to
understand current state of the art [Shankar et al., 2018]. We used DVC - a conceptual
tool that involves seven standard data processing activities to mine information from
raw data [Miller and Mork, 2013] - as a conceptual framework for our review. None of
the nine proposals followed all the seven data processing activities defined by the DVC.
Moreover, most of them followed ad-hoc and opportunistic development approach to
process multimodal educational data rather than following any standard data processing
pipeline [Schneider and Blikstein, 2015]. This approach in early design decision leads
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MMLA developers to develop each of the solutions from scratch due to their specific
selection of data processing activities in the pipeline [Kim et al., 2018].

To the best of our knowledge, nine new data infrastructures have been proposed
in MMLA after our review [Schneider et al., 2018, Munoz et al., 2018, Tamura et al.,
2019, Ciordas-Hertel et al., 2019, Huertas Celdrán et al., 2020, Camacho et al., 2020,
Domínguez et al., 2021, Serrano Iglesias et al., 2021, Slupczynski and Klamma, 2021].
The main focus of eight of these infrastructures is to solve other aspects rather than
following a standard data processing pipeline (for example, educational aspects - in-
dividual learner’s engagement [Camacho et al., 2020], smart learning environments
[Serrano Iglesias et al., 2021], inclusive learning [Tamura et al., 2019], oral presen-
tations [Munoz et al., 2018], and customizable learning experience [Schneider et al.,
2018]; technical aspects - dynamic deployment of MMLA instances in smart classroom
[Huertas Celdrán et al., 2020], using AI and blockchain [Slupczynski and Klamma,
2021], and wearables [Camacho et al., 2020]; or adoption aspects - at institutional level
[Domínguez et al., 2021]). Only one infrastructure is focused on following a standard
data processing pipeline, but that is from the lens of the 3Vs of Big Data (Volume,
Velocity, and Veracity) to optimize the scalability and performance issues of a technical
solution [Ciordas-Hertel et al., 2019]. Hence, the limitation highlighted in our previous
review remains the same even though nine new infrastructures have been proposed: none
of the data infrastructures in MMLA follow a standard data processing pipeline while
processing multimodal educational data.

We reviewed 18 data infrastructures in MMLA (nine from our last review [Di Mitri
et al., 2017, Muñoz-Cristóbal et al., 2018, Fiaidhi, 2014, Domínguez and Chiluiza,
2016, Ruffaldi et al., 2016, Harrer, 2013, Berg et al., 2016, Wagner et al., 2011, Segal
et al., 2017] and nine proposed after our review [Schneider et al., 2018, Munoz et al.,
2018, Tamura et al., 2019, Ciordas-Hertel et al., 2019, Huertas Celdrán et al., 2020,
Camacho et al., 2020, Domínguez et al., 2021, Serrano Iglesias et al., 2021, Slupczynski
and Klamma, 2021]). We started our review by finding out how many learning tools
were supported in the proposals. Further, we analyzed which data processing activities of
DVC [Miller and Mork, 2013] were included in their data processing pipeline. However,
we did not consider the first collect and annotate and the last make decisions activities
in review because the first activity is performed by default in every proposal whereas the
last activity is rarely discussed in any proposal because decision-making is a long-term
activity and requires rigorous investigation from multidisciplinary lens before making
any claim. Another aim of the review was to understand whether CI (from both design
and enactment phases) [Alhadad and Thompson, 2017] was considered while processing
MMLA data. The list of the involved stakeholders (teacher, researcher, and developer)
who specified the data requirements specification were also detected [Shankar et al.,
2020]. The summary of the review can be found in Table 3 of Appendix 6.

The most represented activity is analysis whereas visualization is the second. Prepa-
ration is used in 10 whereas organization and fusion are available in nine proposals.
Nine out of 18 proposals did not consider neither design- nor enactment-related CI.
We detected an interesting pattern: six out of nine previously reviewed infrastructures
[Shankar et al., 2018] did not consider any type of CI whereas there were only three
in case of new proposals. This pattern may indicate that the need for context-aware
MMLA solutions is starting to be recognized. Finally, we can see that the most involved
stakeholder is the researcher while the least involved is the teacher. There was only
one proposal where all the three stakeholders were involved [Muñoz-Cristóbal et al.,
2018]. One of the reasons behind the limitation of not involving all the stakeholders is
because of the cross-disciplinary stakeholders communication [Shankar et al., 2020].
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During the communication to specify the data requirements specification, each of the
stakeholders use their domain-specific vocabularies and do not use any boundary object
for communication [Shankar et al., 2020].

From this reviewwe detected the need of data infrastructures inMMLA that cope with
authentic MMLA scenarios that include cross-disciplinary stakeholders. Moreover, they
should process MMLA educational data by following all the data processing activities
of a DVC and consider design- as well as enactment-related CI.

3 CIMLA

This section starts by presenting the requirements for CIMLA. The requirements that
define the working components of CIMLA are called “functional requirements”, whereas
those that define its quality features are called “non-functional requirements”. CIMLA is
explained in the next subsection. The section ends by presenting the technical instantia-
tions of CIMLA components.

3.1 Requirements for CIMLA

Figure 1 depicts a potential authentic MMLA scenario where multiple cross-disciplinary
stakeholders like teachers, researchers, and developers are involved and supported by
CIMLA. Teachers and students participate and enact in a learning situation whereas
researchers look for evidence that can represent a multimodal experience of learning.
They all use different tools in digital and physical spaces. Multimodal educational data is
collected from the tools used, obtaining a set of heterogeneous datasets. Further, CI with
data requirements specification is structured and organized following a contextualized
data model called CDM4MMLA [Shankar et al., 2022]. Structured and organized CI is
instantiated by the developer to guide the data processing activities in the data processing
engine. Finally, multimodal educational data, collected and stored in heterogeneous
datasets, is processed and analyzed results are fed back to the stakeholders.

3.1.1 Functional requirements

The tools used in the learning situation collect multimodal educational data and store
them in their underlying data repositories. The first requirement relates to the need of
accessing different data repositories to extract heterogeneous datasets (REQ1 in Figure 1
and Table 1) [Di Mitri, 2020]. For example, collected students’ responses to the questions
are saved on Google Drive whereas digital traces of students are stored on LMS server.
Therefore, CIMLA should be able to access the datasets from Google Drive and LMS
Server. Once the heterogeneous datasets are accessed, their file formats need to be unified
in a single file format (REQ2) [Di Mitri, 2020, Di Mitri et al., 2019a]. For example,
students’ responses data files are stored in XLSX, whereas log data files are stored in
CSV file format. Hence, students’ responses data files need to be unified in CSV format.

Another requirement emerges from the need to consider structured and organized
CI following CDM4MMLA into the data processing pipeline (REQ3) so that context-
aware data processing can take place [Eradze et al., 2020, Shankar et al., 2020, Shankar
et al., 2019, Eradze, 2020]. Further, multimodal educational data stored in heterogeneous
datasets should be processed using a standard data processing pipeline (REQ4) [Shankar
et al., 2020, Di Mitri et al., 2019a, Shankar et al., 2019, Eradze, 2020, Di Mitri et al.,
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Figure 1: A potential authentic MMLA scenario supported by CIMLA [S- Student, T-
Teacher, R- Researcher, Ext- Extension]

2019b, Hassan et al., 2021]. Finally, the output data file generated after processing
multimodal educational data should be exported in a set of file formats (REQ5) [Di Mitri,
2020, Di Mitri et al., 2019a, Shankar et al., 2019]. For example, the output data file
from the processing of students’ responses and LMS log would be in CSV file format by
default because the input data files were in CSV. However, if the stakeholders need the
file in XLSX, then CIMLA should be able to export it in XLSX.

3.1.2 Non-functional requirements

In addition to the five functional requirements, there are two non-functional requirements
for CIMLA. In the current practice of developing an MMLA solution (ad-hoc and
opportunistic approach), the exploitation of multimodal educational data from its raw
form to the useful information is treated in one process [Di Mitri et al., 2018, Shankar
et al., 2018]. This practice hinders MMLA developers when developing other MMLA
solutions with respect to the data-intensive nature of MMLA ecosystems like veracity,
velocity, and volume of datasets [Huertas Celdrán et al., 2020, Shankar et al., 2020].
Therefore, it is required to break down the process involved in exploiting multimodal
educational data into modules (REQ6) [Di Mitri et al., 2019a, Shankar et al., 2019,
Hassan et al., 2021, Spikol et al., 2018]. Second, in the current practice of MMLA
development, most of the components of an MMLA solution are developed from scratch
every time [Shankar et al., 2018, Huertas Celdrán et al., 2020]. Therefore, it is required
for CIMLA to support modifiability (REQ7). Thus, whenever a new MMLA solution is
being developed, all the components do not need to be developed from scratch [Shankar
et al., 2020, Di Mitri et al., 2019a, Shankar et al., 2019].

3.2 Design of CIMLA

CIMLA with its three components - Fetchers, Configuration File, and PAMELMan-
ager in the context of an authentic MMLA scenario can be seen in Figure 2.
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Tag / Cate-

gory

Requirement References

[REQ1] [F] Fetch datasets from different data repositories

to access heterogeneous datasets that store mul-

timodal educational data

[Di Mitri, 2020]

[REQ2] [F] Unify all the datasets into a single file format [Di Mitri,

2020, Di Mitri et al.,

2019a]

[REQ3] [F] Consider structured and organized CI in the

data processing pipeline to support context-

aware data processing

[Eradze et al.,

2020, Shankar et al.,

2020, Shankar et al.,

2019, Eradze, 2020]

[REQ4] [F] Process multimodal educational data using a

standard data processing pipeline

[Shankar et al., 2020,

Di Mitri et al., 2019a,

Shankar et al., 2019, Er-

adze, 2020, Di Mitri

et al., 2019b, Hassan

et al., 2021]

[REQ5] [F] Export output data file in a set of file formats,

so that stakeholders can get the data file in their

required format

[Di Mitri,

2020, Di Mitri et al.,

2019a, Shankar et al.,

2019]

[REQ6] [NF] Support modularity in data processing, so that

the complexity of multimodal educational data

processing can be broken down

[Di Mitri et al.,

2019a, Shankar et al.,

2019, Hassan et al.,

2021, Spikol et al.,

2018]

[REQ7] [NF] Support modifiability in different components,

so that developers do not need to develop them

from scratch

[Shankar et al., 2020,

Di Mitri et al., 2019a,

Shankar et al., 2019]

Table 1: A list of functional and non-functional requirements for CIMLA [F - Functional,
NF - Non-Functional]

To start with the architectural design of CIMLA, we followed a development ar-
chitectural viewpoint [Woods and Rozanski, 2005] because MMLA developers are the
main stakeholders to be supported by CIMLA.Moreover, we followed the Separation-of-
Concerns (SoC) architectural design principle to divide the different interests involved
in the challenge of developing a context-aware MMLA solution [Hürsch and Lopes,
1995]. As a result, we designed the candidate architecture called PAMEL (Processing
Architecture for Multimodal Experience of Learning) and evaluated its appropriateness
and components following the developer’s architectural view in four scenarios [Shankar
et al., 2019]. With the lessons learnt from the initial evaluations of fitting PAMEL into
the scenarios, we refined the initial PAMEL proposal to its current form (see Figure 3).

The first component of CIMLA is calledFetchers. It is designed to access the datasets
from data repositories (REQ1) that store the heterogeneous datasets collected through
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Figure 2: Context-aware Infrastructure forMultimodal Learning Analytics (CIMLA)

Figure 3: Processing Architecture forMultimodal Evidence of Learning (PAMEL)

different tools used in a learning situation. Second, the PAMEL Manager is the central
component of CIMLA and comprises theFormatter, Preparation Core, Organization
Core, Fusion Core, and the Output Formatter (see Figure 3a). The Formatter is de-
signed to unify all the dataset file formats into a single file format (REQ2). The Output
Formatter is designed to export the final dataset into the stakeholder’s required file
format (REQ5). Other three core components (Preparation, Organization, and Fusion)
are designed to partially process multimodal educational data using a standard data
processing pipeline, the DVC as per [Miller and Mork, 2013] (REQ4). Six data pro-
cessing components of CIMLA are designed to get the required piece of CI from the
Configuration File (refer to Figure 3a) so that context-aware data processing can be
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done (REQ3).
It is noteworthy that standard data processing pipelines like DVC [Miller and Mork,

2013, Shankar et al., 2020] involve six main data processing activities -Preparation,
Organization, Fusion, Analysis, Visualization, and Decision-making-, out of which
CIMLA tackles the first three activities. Fusion and Decision-making are the two key
milestone activities highlighted in MMLA [Chango et al., 2022]. The Fusion activity
integrates the heterogeneous datasets into one dataset and wipes out the complexity of
heterogeneity for the rest of the data processing activities (i.e., analysis, visualization, and
decision-making) [Mu et al., 2020]. On the other hand, Decision-making is the second
key activity that closes the loop of MMLA for stakeholders. Despite its relevance and
importance, its enactment requires rigorous interpretation from the involved stakeholders
using a multidisciplinary lens before closing the MMLA loop. Hence, we only considered
the first three milestone activities and kept rest of them (Analysis, Visualization, and
Decision-making) out of the scope of this paper.

The Preparation Core involves four sub-components: Synchronizer, Time Homoge-
nizer, Denoiser and Aggregator (see Figure 3b). The Synchronizer establishes consis-
tency in each of the datasets so that there is no inconsistency in timestamps due to network
latency-like issues. The Time Homogenizer unifies the timestamps among datasets. For
example, Google server uses GMT +2 to store the timestamp in students’ responses
dataset whereas some LMS servers use GMT +3 to store the timestamp in their logs. For
dealing with noises in the datasets, the Denoiser is designed. Finally, the Aggregator
combines the data files of one dataset. For example, if each student uses a separate copy
of a Google Form to respond to a questionnaire, the number of XLSX files would be

equal to the number of students who respond. Hence, the Ággregator merges all the data
files of students’ responses in one single dataset.

The Organization Core involves three sub-components: Variable Excluder, Case
Excluder, and Transformer (see Figure 3 3c). The Variable Excluder removes the vari-
ables of a dataset that are not required in the data processing pipeline. Similarly, cases
that are not needed in the data processing pipeline can be removed by the Case Excluder.
Finally, the Transformer changes the structure of datasets into the required format. For
example, if the rows need to be transformed into columns and vice versa like a matrix
skew function, then the Transformer is the responsible component.

The Fusion Core involves three sub components: Mapper, Joiner, and Integrator
(see Figure 3d). The Mapper sets up the relationship among correlated variables across
heterogeneous datasets. Once the datasets are related through correlated variables, the
Joiner connects the heterogeneous datasets, which can be finally combined by Integrator
component.

3.3 Technical instantiation of CIMLA components

CIMLA components are technically instantiated through a User Interface (UI) and a
skeleton codebase that are described as follows.

3.3.1 User Interface

On the one hand, the teacher is responsible for providing the required CI for the context-
aware processing of multimodal educational data [Muslah and Ghoul, 2019, Shankar
et al., 2020]. The Configuration File of CIMLA accepts the input of CI (REQ3) that is
further stored in a JSON 1 (JavaScript Object Notation) file. On the other hand, the JSON

1 https://www.json.org/json-en.html

https://www.json.org/json-en.html
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file 2 is developed and customized by the developer that follows a machine-readable file
structure. Since we cannot expect teachers to have advanced software engineering skills,
there is a need for an interface through which the teacher can provide structured and
organized CI.

Figure 4: User interface

An UI has been developed to meet this requirement 3. It includes a seven-step process
flow that instantiates the interface representation of structured and organized CI following
the CDM4MMLA [Shankar et al., 2022] (see Figure 4). In each of the steps, a set of UI
components allows the teacher to enter the specific piece of information. Most of the
UI components are based on string variables so that the teacher can use their own way
of writing the text and does not have a text length barrier. Further, the provided CI is
stored in a JSON file. The reason behind the selection of JSON format is because of its
enables the storage of semi-structured data. Finally, the developer intervenes by taking
the semi-structured data (i.e., teacher’s inputs of CI) from the JSON file and transforms
them to structured data (i.e., machine-readable rules). For the transformation process,
the developer goes through each of the strings in the JSON, extracts the main rules from
the unstructured text, and assigns them back to the JSON file (see 5).

2 A sample JSON file: https://tinyurl.com/mr27mk4w
3 UI: http://63.35.249.219/

https://tinyurl.com/mr27mk4w
http://63.35.249.219/
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Figure 5: Developer’s intervention to customize contextual information in Configuration
File

3.3.2 Skeleton codebase

Whenever a developer starts the implementation directly from the architectural form, in
most of the cases, the implementation code is decoupled from the architecture [Aldrich
et al., 2002]. This decoupling leads to inconsistencies, confusion, and violating properties
of the architecture, in addition to hindering the evolution of the solution. To remove such
decoupling issues and to provide a quick start for developers in technically implement-
ing CIMLA and its components, we developed a template software code. A Skeleton
Programming is a code-based approach that unifies software architecture with imple-
mentation and ensures that the implementation conforms to the architectural constraints
[González-Vélez and Leyton, 2010]. Hence, we also adopted the Skeleton Programming
and developed a skeleton codebase 4 to technically instantiate the six data processing
components of CIMLA from its architectural form present in PAMEL (refer to Figure 3).

In the skeleton codebase, six components -Fetchers, Formatter, Preparation Core,
Organization Core, Fusion Core, and Output Formatter- have been implemented at a
high level of abstraction in a form of classes. The classes provide the seed to implement
the different components. Moreover, different functions are included in the classes for
describing the functionality of the components and their sub-components. Further, each
function includes a set of parameters in its definition. The functions relate to the functional
behavior of the components and their argument values need to be accessed from the
JSON file generated through the Configuration File component of CIMLA. Finally, every
function includes the return statement that represents the expected output data file after
the execution of the function. For example, Figure 6 illustrates a class called ‘FETCHER’
that has a function called ‘fetchFromGDrive’. The goal of this function is to fetch a
data file from Google Drive. The parameters are the credentials to access Google Drive,
the data source to which the fetched data file belongs, and the sequence number of the
data file in the specified data source. The arguments for these parameters need to be
accessed from the JSON file and passed when calling the function. After the execution,
this function should return the data file fetched from Google Drive.

4 Skeleton codebase available at: https://tinyurl.com/2p8caw9b

https://tinyurl.com/2p8caw9b
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Figure 6: Fetcher class in skeleton codebase

4 Evaluation study

Figure 7: Overall evaluation of CIMLA using SAAM

For the overall evaluation (i.e., to what extent CIMLA and its components meet
the requirements detailed in Section 3), we followed the SAAM evaluation method
[Kazman et al., 1994]. SAAM is considered a canonical method for the analysis of
architectures following the SoC design principle to support the development of computer-
based systems. To start with the process of overall evaluation using SAAM, a number of
scenarios need to be identified (see Figure 7). Second, for each of the scenarios, it should
be determined whether the infrastructure coped with the scenarios. Finally, stakeholders
involved in the scenarios are requested to assess to what extent the infrastructure meets
the requirements [Kazman et al., 1996].
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Figure 8: An overview of three scenarios with respect to their learning settings [CI-
Contextual Information]

4.1 SAAM Phase 1: Scenario identification

Three MMLA scenarios (S1, S2, and S3) were identified using a number of selection
criteria. These criteria were not selected due to SAAM, but because our goal is to propose
an infrastructure that supports authentic MMLA settings. The first selection criteria was
that the scenario should include a learning situation that was planned and enacted in
a real classroom setting [Schneider et al., 2018]. Second, CI from design as well as
enactment phases should be available [Ouhaichi et al., 2021]. Third, multiple cross-
disciplinary stakeholders like a teacher, researcher, and developer should be involved in
the scenario [Shankar et al., 2020]. And the fourth and last criteria is that at least two
stakeholders should be willing to participate in the evaluation study. One stakeholder
should be either a teacher or researcher who can provide CI [Schneider et al., 2018]. The
other stakeholder should be a developer who can discuss the development approach of
the scenario [Ouhaichi et al., 2021]. Figure 8 summarizes the technology and analytics
characteristics, and Table 2 some other contextual features of the scenarios.

4.1.1 S1: Detecting the level of emotional engagement

This MMLA scenario took place in Birla Institute of Applied Sciences (India) to detect
the level of emotional engagement of students in a course on ‘Computer Organization
and Architecture’. The course was planned in 40 lessons over a semester (from August
to December, 2021) for third-year computer science bachelor students. The lessons were
planned to be enacted in a physical classroom setting but due to COVID-19 pandemic
and its disruptions, all of the 40 learning situations were enacted in a digital classroom
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Parameter S1 S2 S3

Number of involved stakeholders (T

- Teacher, R - Researcher, D - Devel-

oper)

(T - 1, R - 1, D - 2) (T - 1, R - 1, D

- 1)

(T - 1, R - 1, D

- 1)

Status of the MMLA solution devel-

opment at the time of introducing

CIMLA

Not developed Developed Developed

Does the involved developer have

MMLA development experience?

No Yes Yes

Table 2: A summary of the three identified scenarios

using Google Meet. Each of the lessons was planned for 50 to 55 minutes and included
three learning activities. Every activity was planned to deliver a concept for 15 minutes
with the teacher’s direct instruction and a two-minute break at the end of the activity.

Once a few lessons were enacted, the teacher (S1.T1) doubted about his own per-
ception of the students’ emotional engagement in the digital classroom. He highlighted
that a single screen is used to present the slide and also for looking at an average of 30
frames representing students’ live videos. He discussed this issue with an MMLA re-
searcher (also one of the authors of this article) and expressed the wish to have other data
sources that could complement his observation of emotional engagement. The researcher
suggested two data sources. First, students’ self-reported emotional engagement [Fuller
et al., 2018] and second, emotional features were extracted automatically from recorded
videos of students using Microsoft Emotion API 5.

For the self-reported data, students were asked to fill in a Google Form 6 to indicate
their level of emotional engagement. The form includes two questions taken from [Fuller
et al., 2018] that are designed and evaluated to report emotional engagement. Moreover,
the teacher also reported his own observation about the level of students’ emotional
engagement using the same two questions through a different Google Form 7. Finally,
students were asked to record their videos for the entire lesson through their personal
devices’ webcams. The informed consent 8 was collected in advance from the students
for participating in the study. Later, emotional features (Anger, Contempt, Disgust,
Fear, Happiness, Neutral, Sadness, and Surprise) were extracted from those videos.
Based on this design, a multimodal educational dataset was collected from three lessons
9. Finally, two professional developers (S1:D1 and S1:D2) who are also fourth-year
computer science bachelor students of the same institution were hired to develop the
MMLA solution. They did not have any prior experience on MMLA development or
any knowledge related to LA at the time of hiring.

4.1.2 S2: Detecting collaboration quality

This MMLA scenario is a part of a larger research project that aims to support teachers
in monitoring and feedback in Computer-Supported Collaborative Learning (CSCL)

5 https://azure.microsoft.com/en-us/services/cognitive-services/
6 Student’s Form available at: https://forms.gle/odzxCtVqJdMUVzpm7
7 Teacher’s Form available at: https://forms.gle/2H4ETy7D7LXceqUB8
8 Informed consent available at: https://forms.gle/Ck4BVQvfDsHEzrRT8
9 Access the datasets here: https://tinyurl.com/ytm5925v

https://azure.microsoft.com/en-us/services/cognitive-services/
https://forms.gle/odzxCtVqJdMUVzpm7
https://forms.gle/2H4ETy7D7LXceqUB8
https://forms.gle/Ck4BVQvfDsHEzrRT8
https://tinyurl.com/ytm5925v


Shankar S.K., Ruiz-Calleja A., Prieto L.P., Rodríguez-TrianaM.J., Chejara P., Tripathi S. … 279

activities [Chejara et al., 2020]. As one of the outcomes, researchers plan to support
teachers by showing them a dashboard that graphically represents the collaboration quality
of participating groups. In this project, the scenario S2 was planned by a teacher and a
researcher at Tallinn University (Estonia). Multimodal educational data was collected
from two data sources: Etherpad logs and video recordings. Etherpad 10 is a collaborative
text editor and its logs were processed to extract the number of characters added or
deleted by an individual member of a collaborative group. Similarly, features that could
be indicative of ongoing collaboration quality like action units, emotion, head pose, and
mouth region were extracted from the recorded videos.

Four CSCL sessions were enacted in Estonian schools. The participating students
who were from 9th, 10th, and 12th grades, signed an informed consent before participating.
The language of the sessions were either in English or Estonian language. The developer
(S2.D1, also one of the authors of this paper and involved researcher in this scenario) had
already developed a prototypeMMLA solution following his own an ad-hoc development
approach prior to introducing CIMLA [Chejara et al., 2021]. The developer highlighted
a few issues in his development approach. First, all the components of the solution were
developed in a single program file that took more time than expected in modifying any
component of the code. Second, the software code was organized in a very tightly-coupled
manner that lead to complexity for any other developer to understand and reuse. As
CIMLA was designed with modularity principles at the center, S2.D1 was suggested to
use it as an infrastructure in the context of S2.

4.1.3 S3: Automatically analyzing co-located collaboration

This MMLA scenario took place at the Open University of the Netherlands. It is also part
of a larger research project that aims to automate the analysis of co-located collaboration
[Praharaj et al., 2022]. This scenario was designed by a teacher and a researcher, and
was further enacted in 14 learning situations. Each of the situations included only one
group that involved five participants (different university staff members and students)
and the communication language was Dutch. The participants had to design a learning
activity using the Fellowship of Learning Activity and Analytics (FoLA2) framework11.

In co-located collaboration, the participants collaborate face-to-face, thus sharing a
common social and epistemic space. The social space involves non-verbal indicators of
collaboration like turn-taking and speaking time. The epistemic space involves verbal
indicators of collaboration like content discussion and log data about the content of
discussion [Praharaj et al., 2022]. To cover both of these spaces, the audio data was col-
lected from the aforementioned 14 learning situations. Each of the participants signed the
informed consent and were wearing clip-on microphones with their own audio recorders.
At the end of the situation, audio files from all the recorders were collected, stored,
aggregated, and processed for collaboration analytics. A prototype MMLA solution for
this scenario had already been implemented by the developer (S3.D1, who is also the
main researcher involved in S3) before getting introduced to CIMLA. The development
approach was also ad-hoc like S2. Hence, the highlighted issues were similar to those of
S2, and CIMLA was also suggested to S3.D1 for using and assessing as an infrastructure
in the context of S3.

10 https://etherpad.org/
11 https://edutec.science/fellowship-of-the-learning-activity-learning-analytics-fola2/

https://etherpad.org/
https://edutec.science/fellowship-of-the-learning-activity-learning-analytics-fola2/


280 Shankar S.K., Ruiz-Calleja A., Prieto L.P., Rodríguez-TrianaM.J., Chejara P., Tripathi S. …

4.2 SAAM Phase 2: Fitness Analysis of CIMLA

This and the following subsection presents the evaluation approach of CIMLA using a
mixed-methods approach (see Figure 9).

Figure 9: The mixed-methods approach used for evaluation

4.2.1 Method

To start with phase 2 of SAAM, the CIMLA components and technically instantiated
objects (i.e., UI and Skeleton codebase) were introduced to the MMLA developers
involved in the three MMLA scenarios described above (S1:D1, S1:D2, S2:D1, and
S3:D1). For this purpose, a commentary document file12 was prepared that explains each
of the CIMLA components, sub-components, and their workings. As explained above,
in the case of S1, no MMLA solution existed prior to the introduction of CIMLA to the
developers. Hence, the teacher (S1.T1) was asked to use a UI to provide the contextual
information (CI). As the teacher was a first-time user of the UI, the commentary file was
also provided to him. Further, both developers in S1 were asked to develop a context-
aware MMLA solution by extending the skeleton codebase of PAMEL and considering
the CI provided through the UI. The commentary file was also provided to them. S1.D1
and S1.D2 developed the solution by extending the skeleton codebase, linking the UI
(front-end) with the codebase as back-end, and enabling the functionality to fetch rules
from the JSON file (see Section 3). The end product was a working MMLA solution
and a reference implementation [Martens and Vogten, 2005] of CIMLA13. Hence, in the
case of S1, the fitness analysis was done after such reference implementation.

In S2 and S3, MMLA solutions had already been developed prior to the introduction
of CIMLA. Developers had experience in developing MMLA solutions for that context
and they had the CI of authentic learning situations. Although the CI in these two
scenarios was not structured and organized in the way CIMLA prescribes (i.e., using the
CDM4MMLA), they used it at their convenience. Therefore, unlike S1, teachers were
not available to provide the CI in the UI. Similarly, developers were not asked to extend
the skeleton codebase and link it as back-end code to a UI for the actual development

12 Commentary file available at: https://tinyurl.com/2p8caw9b
13 Reference implementation available at: https://github.com/shashi2y22/PAMEL-

https://tinyurl.com/2p8caw9b
https://github.com/shashi2y22/PAMEL-
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of the MMLA solutions. However, the developers were asked to extend the skeleton
codebase quickly from their past experience by following algorithmic language [Bauer
and Wössner, 2012] rather than actual lines of code14,15. Algorithmic language is a
problem-oriented language, unlike programming languages, that follows fixed notations,
structures, and sequences. Using an algorithmic language is faster and does not require
specific programming language knowledge to use it [Bauer and Wössner, 2012]. We
prepared a Google Sheet16 as an alternative to the UI, with the same input fields as S1’s
UI components, for the developers (S2.D1 and S3.D1) to enter the CI of their respective
situations. These two strategic changes with respect to S1 were adopted due to the high
expected cost (in terms of working hours of developers and teachers) of following the
original S1 approach.

Once CIMLA was used by the stakeholders (S1.D1, S1.D2, S1.T1, S2.D1, S3.D1) in
all the three authentic MMLA scenarios, the evaluation of CIMLA’s fitness was done
by analyzing the extended skeleton codebase files and the provided CI. Stakeholders
were involved in a discussion with the researcher to analyze the fitness of the generated
artifacts. The fitness of each of the CIMLA components was classified and tagged
with four labels L1: Direct, L2: Direct but with an intervention, L3: Indirect, and L4:
Not Applicable [Kazman et al., 2003]. The label L1 was assigned in cases when the
stakeholders were able to use the specific component in a scenario on their own and
without any required modification in the component. However, if the stakeholder needed
an intervention even after going through the commentary file, either when using any
CIMLA component or when providing the CI, then the assigned label was L2. The label
L3 was assigned in cases when the stakeholders could not use the technically instantiated
objects in their provided form and required necessary modifications. Finally, the label L4
was assigned if a specific CIMLA component was not required in a particular scenario.

4.2.2 Results

Table 4 in Appendix 6 summarizes the results of the fitness analysis. L1 was assigned 29
times whereas L4 was used 15 times out of a total of 57. The count for L2 is 12 and only
one occurrence of L3 was registered. The practical aspect of passing the arguments from
the JSON file generated through the Configuration File component to the Preparation,
Organization, and Fusion Cores in S2 and S3 required an intervention. S2:D1 and
S3:D1 did not understand how the unstructured rules in an excel sheet could be used
as arguments to the parameters of different functions. This issue was not faced in S1
because the unstructured rules provided through UI components were processed through
the developer intervention to make them structured rules. Finally, the structured rules
were saved in the JSON file that were further accessed for argument passing for different
function calls (please refer to Figure 5). Other L2 cases occurred mainly because of
further required explanations in addition to the commentary file, to clarify CIMLA
components and their workings.

There was only one case of L3. This occurred with the Integrator component in S2.
Initially, the skeleton codebase used the term Aggregator instead of Integrator which
was confused with the term Aggregator in the Preparation Core. Hence, S3:D1 suggested
renaming the Aggregator component of Fusion Core to Integrator.

14 Access to S2’s Codebase: https://tinyurl.com/mr3d7p34
15 Access to S3’s Codebase: https://tinyurl.com/mwnpn9mw
16 Shared spreadsheet: https://tinyurl.com/28wxnuet

https://tinyurl.com/mr3d7p34
https://tinyurl.com/mwnpn9mw
https://tinyurl.com/28wxnuet
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4.3 SAAM Phase 3: Assessment of CIMLA

This subsection presents the assessment of the extent to which CIMLA meets the func-
tional and non-functional requirements (please refer to Section 3).

4.3.1 Method

Developers of the three scenarios (S1:D1, S1:D2, S2:D1, S3:D1) were interviewed in a
semi-structured manner to comment, from their development experience, on the function-
ality of the CIMLA components in terms of how well they could cope with the MMLA
functionalities needed in each scenario. Three interview sessions post-development were
conducted to interview each of the scenarios separately. The sessions lasted for an av-
erage of 90 minutes. Each of the interview sessions was structured in five sections to
assess the five functional requirements of CIMLA (please refer to Section 3).

The first part of the interview was structured in five sections, in which a researcher
initiated each section by explaining the requirement and the underlying CIMLA compo-
nent that addresses it. Further, a question (Did you experience the working of the specific
component as explained?) was posed to understand whether the component was working
in the specific scenario after developing the component. Once remarks were made on
the functionality of a specific component, we also wanted to understand how successful
were the developers in developing the component through a development score reported
on a five-point Likert scale (1- Very Unsuccessful, 2- Unsuccessful, 3- Neither Successful
Nor Unsuccessful, 4- Successful, 5- Very Successful). Finally, at the end of each of the
sections in the interview, we also asked an open-ended question to know the developer’s
reasoning behind the score. In cases where the components were not applicable, the
participants were asked to score from the perspective of their development expertise.

To assess the non-functional requirements of CIMLA, the methodology was different
in S1, compared to S2 and S3. In S1, the development approach was different because the
MMLA solution had not been developed prior to the introduction of CIMLA. S1.D1 and
S1.D2 developed anew the reference implementation of CIMLA, whereas in S2 and S3,
developers had developed MMLA solutions previously, following their own approach.
Therefore, a single methodology could not be followed to assess the modularity and
modifiability features to support the developers. In S1, S1.D1 and S1.D2were interviewed
prior to the development of the solution and the introduction of CIMLA. In this 190-
minute semi-structured pre-development interview, the developers were presented with
the scenario and the requirement to develop an MMLA solution. Further, they were
given 30 minutes to think-aloud through its possible development approach if they had
to develop the solution. Once both developers reached an agreement, both of them were
asked to sketch their development approach for the next 30 minutes. Finally, they were
asked open-ended questions to describe their development approach and the rationale
behind it.

Post-development of the reference implementation in S1, developers were interviewed
in the same interview session where they assessed the functional requirements. The
interviewer shifted from functional to non-functional requirements assessment, by asking
the developers to compare their development approach (selected at the time of the pre-
development interview) with the CIMLA approach, to see if the modularity aspect came
up in the discussion. In case modularity came up, further discussion was carried on to
explore such modularity aspect. Further, they were presented with an ongoing issue in
MMLA development: in most of the cases, developers need to develop most components
of an MMLA solution from scratch. They were asked to express their expert opinion
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(through open-ended questions) about whether CIMLA dealt with this issue, i.e., to assess
the modifiability aspect.

In S2 and S3, there were no pre-development interviews because the solutions
were already developed prior to the introduction of CIMLA. Hence, in the same post-
development interview session for the assessment of functional requirements, the develop-
ers were asked to compare and discuss the two development approaches: the developer’s
own ad-hoc approach through which they had developed the existing MMLA solutions
for S2 and S3, and CIMLA’s development approach. However, as already highlighted
above, the developers did not re-develop the solutions following CIMLA - rather, they
experienced it by extending the skeleton codebase and providing a situation’s CI. The
rest of the interview session was planned as described above for S1.

The interviews were conducted via Skype and all the interview sessions were recorded
using the record feature of Skype. The recorded files were downloaded from Skype and
stored in the local machine of the researcher which is a password-protected device.
Moreover, a copy of the video files was also uploaded to Google Drive using the institu-
tional Tallinn University account of the researcher. Further, the content analysis of the
videos was performed following a bottom-up approach, by one researcher. This included
inspecting the three recorded files to extract quantitative scores and qualitative quotes
with respect to the seven requirements. The findings were tagged with the requirements
and are presented in the following subsections.

4.3.2 Results of the assessment of functional requirements

Table 5 of Appendix 6 summarizes the quotes and the development score from the
participants of three scenarios in the context of assessing the five functional requirements
of CIMLA.

[REQ1]: The Fetcher component was designed for REQ1. The fitness analysis of
CIMLA and developers’ opinions after using Fetchers suggests that it has achieved its
functionality. The development score is also either in the category of successful or very
successful for all three scenarios. In the current reference implementation of CIMLA
in S1, the FETCHER class has two working functions to access datasets from Google
Drive and Local File System. These two functions within the class are independent of
the rest of CIMLA components. Hence, they can be reused in other MMLA scenarios
where datasets need to be fetched from these two kinds of data repositories.

[REQ2]: The developer scores for the Formatter component is in the category of
successful in all the three scenarios. This suggests that the developers did not experience
any problems in developing using this component. Two working functions already exist
in the reference implementation to convert XLSX and JSON file formats to CSV. From
the discussions on the functionality assessment, the quotes from developers also suggest
that it has achieved its functionality. One developer questioned whether the Formatter is
needed as a separate component or not. The logic given by the developer was that there
are different libraries in data science languages that support the processing of datasets in
a set of file formats; then, why do developers need to unify datasets in one format. This
requirement of unification goes deeper into data mining [Barkhordari and Niamanesh,
2017] and has also been highlighted in MMLA literature [Di Mitri, 2020, Di Mitri et al.,
2019a]. One of the main reasons behind the requirement of unification is that some
libraries can support some of the data processing activities on a set of datasets but may
not support all of them. Hence, different libraries need to be chosen in different data
processing activities. However, if the datasets are unified beforehand then the selection
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of libraries for data processing should be carefully planned just once [Barkhordari and
Niamanesh, 2017].

[REQ3]: The developer scores and most of the qualitative quotes suggest that the
requirement of considering the structured and organized CI in the data processing pipeline
was achieved and successfully programmed. However, in its existing form of CIMLA
and its reference implementation in S1, the JSON file was configured by the developer.
This aspect was the most discussed throughout the interview sessions in S2 and S3. S2.D1
and S3.D1 highlighted the use of some kind of Artificial Intelligence (AI) techniques
like Natural Language Processing (NLP), which could automate this process and remove
the intervention of human developers. Another point that has been highlighted is the
decoupling of the UI and back-end code to process multimodal educational data. In
its current form, the UI is tightly coupled with the back-end code. This form has the
limitation that inputs to the UI should be mirrored by extensions of the data processing
functions.

[REQ4]: Aside from certain confusion regarding the terminology, the development
score and quotes suggest that the PAMEL Manager achieved its functionality and was
very successfully developed with working Preparation, Organization, and Fusion classes
and their functions. The developers throughout the interviews mentioned the modular
structure of PAMEL Manager that breaks down the data processing task into smaller
modules. S1:D1 and S1:D2 highlighted that the estimated complexity was brought down
to easier programmable modules. The developers in S2 and S3 wished that they had
known and used this kind of data processing pipeline and modular structure, which would
have led to faster and more efficient development of their MMLA solutions. They also
emphasized that using this kind of approach would have led them to reuse their codes
across development cases. The only developer suggestion was to develop a help file. The
commentary file briefly presented the description of each of the components in theUI and
skeleton codebase, but did not include examples. A help file with a thorough description
and examples with respect to each of the components was suggested as really helpful
for developers. One concern raised by S1.D1 and S1.D2 is that they faced time delays
in data processing due to the heavy size of their datasets. They suggested using some
of the technical measures that can help to reduce such delays like parallel computing.
Moreover, they also pointed out that decoupling between UI and back-end is required so
that the user can continue using the UI and does not need to wait until the back-end code
gets executed, which would lead to delays in the current form of the PAMEL Manager.

[REQ5]: The developer scores and quotes suggest that theOutput Formatter achieves
its functionality. The reference implementation of CIMLA in S1 has one working devel-
oped function to export the fused dataset into XLSX format. Although this component
was not required in S2 and S3, both of the developers confirmed its functionality and
usefulness in the development of an MMLA solution. S1:D2 developed this component
for the reference implementation in S1 and suggested that Formatter’s lines of code with
minor changes could be reused in the Output Formatter. He also highlighted that one of
the advantages of using CIMLA is that a developer can make the modifications across
components but that does not affect the workings of other components.

4.4 Results of the assessment of non-functional requirements

We extracted quotes that included terms like ‘module’, ‘reuse’, and ‘modify’ from
the interview sections where developers were giving their expert opinion about the
functional requirements (see Table 5 of Appendix 6). The evidence from this re-analysis
suggests that CIMLA supports modularity and modifiability to a certain extent. The
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quotes from the interview sections where developers assessed concretely the modularity
and modifiability aspects of CIMLA are presented in Table 6 of Appendix 6.

[REQ6]: The quotes clearly suggest that CIMLA supports modularity in data pro-
cessing by breaking down the involved complexity into modules. Developers considered
that the design and implementation of each of the components of CIMLA is dealing with
a specific problem and they are independent of each other. S2.D1 and S3.D1 mentioned
that they did not use a CIMLA-like approach in their original development approaches
for writing, structuring, and organizing the development code. They just took the problem
and developed the code in a single module to meet the requirements. After experiencing
the CIMLA approach, they admitted that they should have thought of and used a similar
approach. It might have cost extra time on planning and thinking but overall it could have
saved time because once they had a modular approach in front of them, then developing
the components based on it would be much easier and faster. They also emphasized that
following a modular approach like CIMLA leads to a better structure and organization
of the code that can be further reused as well.

[REQ7]:CIMLAwas designed and instantiated by keeping modifiability at the center
so that developers do not need to implement the different components of an MMLA
solution from scratch. The assessment of the modifiability feature from all the developers
involved in the three scenarios confirms this. As S1 developers did not have any prior
experience in developing an MMLA solution, they had not experienced this requirement
before. However, once they developed the reference implementation, they emphasized
its importance and positively assessed the way CIMLA supports modifiability. S2.D1
and S3.D1 had prior experience in developing an MMLA solution, therefore, they were
aware of this requirement. Once they experienced the CIMLA approach by going through
its different components, they immediately assessed that it supports modifiability in that
its different components do not need to be developed from scratch while developing
similar MMLA solutions later on.

5 Discussion

In this section, we discuss the evaluation results and their implications for the MMLA
field.

Researchers have raised the need for an infrastructure that can support the develop-
ment of context-aware MMLA solutions to partially process multimodal educational data
collected from learning situations that are enacted in authentic MMLA settings involving
cross-disciplinary stakeholders [Camacho et al., 2020, Ouhaichi et al., 2021, Shankar
et al., 2018]. The results of CIMLA’s fitness analysis show that it can cope with authen-
tic MMLA scenarios, as long as CI from the design and enactment phases is available.
Moreover, its reference implementation in one scenario showed its technical feasibility
and highlighted that CIMLA can be used to develop context-aware MMLA solutions.
This is also supported by its evaluation in two other scenarios where developers have
used technical instantiations of CIMLA components.

Development of a context-awareMMLA solution is complex due to the data-intensive
nature of such solutions [Schneider et al., 2018]. Moreover, developers often are not
able to reuse the developed components of existing MMLA solutions [Di Mitri et al.,
2019b]. In most cases, they need to develop the components of new solutions from
scratch [Di Mitri et al., 2019a]. CIMLA follows a standard data processing pipeline (a
DVC [Miller and Mork, 2013]) to break down the complex data processing activities into
multiple modules. The evaluation results show that CIMLA supports developers through
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its modular structure and each of the modules can be reused with minor modifications in
the development of other MMLA solutions.

The need of fetching datasets from a set of data repositories and handling a heteroge-
neous set of data formats is also one of the requirements sought by the MMLA developer
community [Di Mitri, 2020]. Our results show that CIMLA deals with such heterogeneity
successfully through its Fetchers and Formatter components. However, only two data
repositories (Google Drive and Local File System) have been technically dealt with in
the current reference implementation. Similarly, CIMLA supports only a limited set of
file formats for datasets (XLSX and CSV ).

This research work is not without limitations. First, CIMLA has only been evaluated
in three authenticMMLA scenarios so far. We cannot say that CIMLA is able to cope with
all MMLA scenarios. For example, CIMLA cannot be used in such MMLA scenarios
where CI is not present. Similarly, in scenarios where a developer is not available to
manually translate such CI to CIMLA’s configuration file, it still cannot be used. Third,
the reference implementation was developed for only one scenario. Two other scenarios
had already-developed MMLA solutions available prior to introducing CIMLA and only
a limited re-implementation effort was applied in those due to the high development costs
of a full implementation. Finally, all the content analysis of interviews, skeleton codebase
files, and provided CI from all three scenarios were done by only one researcher, which
may limit the reliability of the qualitative analyses.

6 Conclusions and Future Work

MMLA presents a more holistic picture of a learning situation than mono-modal LA
by processing multimodal educational data and considering CI [Blikstein, 2013]. Yet,
developing context-aware MMLA solutions that can be adopted in authentic MMLA
situations that involve multiple cross-disciplinary stakeholders is still very complex for
software developers [Patnaik et al., 2021, Hoyos and Velásquez, 2020]. This shortcoming
is due to the current (ad-hoc and opportunistic) practice in MMLA development (where
developers do not follow any standard data processing pipeline [Schneider et al., 2018])
and also because of the data intensiveness involved in processing multimodal educational
data [Di Mitri et al., 2018].

In this paper, we derived the requirements for an infrastructure to overcome these
MMLA development challenges: CIMLA. Further, we described the design and devel-
opment of CIMLA and its components, following the separation of concerns design
principle. To make CIMLA context-aware, we describe how it can be configured based
on CI inputs structured and organized using a contextualized data model (CDM4MMLA,
see our previous work [Shankar et al., 2022]). CI inputs are stored in a JSON file through
the Configuration File component of CIMLA. The rest of the CIMLA components were
instantiated in the form of a UI and a skeleton codebase. The paper also describes the
evaluation of CIMLA concerning its functional and non-functional requirements using
the SAAM evaluation method in three scenarios, including a full reference implemen-
tation of the infrastructure, developed for one of the scenarios. This evaluation shows
not only the technical feasibility of CIMLA, but also how it successfully achieves those
requirements, overcoming the aforementioned MMLA development challenges.

Future work in this line of research includes using natural language processing (NLP)
in the context of automatically translating CI into CIMLA’s configuration file, assessing
CIMLA in more (and more varied) authentic MMLA scenarios, and decoupling the
infrastructure’s UI and skeleton codebase. The use of NLP would possibly remove
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manual developer intervention to extract the structured rules from CI inputs, which
currently limits CIMLA’s scaling up to operate in multiple different contexts. Further,
improvements in CIMLA’s documentation would help to better communicate CIMLA
to stakeholders so that the communication problems that occurred during our evaluation
can be resolved.
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Component S1 S2 S3

Fetchers L1 L4 L1

Formatter L1 L4 L4

Output Formatter L1 L4 L4

Synchronizer L4 L4 L4

Time homogenizer L4 L4 L4

Denoiser L1 L4 L2

Aggregator L1 L2 L1

Variable Excluder L1 L4 L1

Case Excluder L1 L1 L4

Transformer L1 L2 L2

Mapper L1 L1 L1

Joiner L1 L2 L2

Integrator L1 L3 L4

Input of required rules from the configuration file for defining the behavior of ...

Fetcher L1 L1 L1

Formatter L1 L1 L1

Preparation Core L1 L2 L2

Organization Core L1 L2 L2

Fusion Core L1 L2 L2

Output Formatter L1 L1 L1

Table 4: A summary of fitness analysis of CIMLA in three MMLA scenarios [L1- Direct,
L2- Direct but with an intervention, L3- Indirect, L4- Not Applicable]

[Requirement :
Scenario]

[Score: 1 - Very Unsuccessful, 5 - Very Successful] / [Quote(s)]

[REQ1 : S1] [4]
[S1.D1 - ‘It fetched datasets from Google Drive and Local File Sys-
tem’]
[S1.D1 - ’Fetcher is very useful in getting the datasets from different
storage’]
[S1.D2 - ‘Fetching data file from Google Drive was a little bit difficult
but fetching data from the local system was easier’]

[REQ1 : S2] [5]
[S2.D1 - ‘Though I don’t need this Fetcher function but there could be
another scenario where structured data need to be downloaded from
the database then it can be an option’]
[S2.D1 - ‘Both the defined functions in the skeleton codebase would
do it work to the fullest’]

[REQ1 : S3] [5]
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[S3.D1 - ‘It should work inmy case where I need to access the recorded
audio files either from the local system or through the server of the
university. I can see that both the defined functions in the skeleton
codebase here can be directly used for this’]

[REQ2 : S1] [5]
[S1.D1 - ‘As we are comfortable in processing CSV files in Python,
this Formatter helped us to format the excel sheets to CSV files’]
[S1.D2 - ‘Once both the datasets were in CSV format then processing
them was easier’]

[REQ2 : S2] [5]
[S2.D1 - ‘In my expert opinion, I have seen multiple file formats used
in MMLA literature like JSON. As I can see the function definition
and from that my guess is that it should work to format the data files
into CSV’]
[S2.D1 - ‘Formatter in not required in my case, but, I think the For-
matter would also achieve its functionality’]
[S2.D1 - ‘Although I see its usefulness, I wonder if we need to unify
the datasets in one file format. There are multiple libraries in Python
that supports the processing of different file formats’]

[REQ2 : S3] [5]
[S3.D1 - ‘In my case the audio files were in wav format. I also format-
ted them in CSV and I see here that Formatter also does the same.’]
[S3.D1 - ‘It is very useful because once all the data files are in CSV
then selecting the particular data science language and library before-
hand of development is easy. And, once the selection is well thought
out then the risk of changing the libraries due to limited support would
be wiped off’]

[REQ3 : S1] [5]
[S1.D1 - ‘The concept of configuration file to provide the arguments
is one of the best part in PAMEL because it gives me the boundaries
where I need to place my codes in each of the components’]
[S1.D2 - ‘Context-aware data processing seemed quite puzzling to
me but when I went through the configuration file, the development
was straight forward’]
[S1.D2 - ‘However, extracting the rules from the teacher’s input and
saving them to the configuration file was a quite boring task’]

[REQ3 : S2] [4]
[S2.D1 - ‘I have provided the contextual information in the sheet but I
do not know how this unstructured text is going to be used directly as
arguments to the different functions. The document explains that the
developer would do the intervention in extracting the rules from the
provided text but I do not know how would developers feel in doing
that’]
[S2.D1 - ‘In my opinion, the NLP should be used here as an option
so that the developer intervention can be removed from the whole
process’]
[S2.D1 - ‘I do not know if the current configuration file covers all
contextual information for any kind of learning scenario but in its
current form, it covers almost all in my case’]
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[S2.D1 - ‘In my case, as I was involved as a researcher in the learning
scenario I had the contextual information in my head and I developed
the solution without asking from someone else. But, I understand the
other case where developer and researcher are not the same person,
and, in that case, it should work very well’]

[REQ3 : S3] [4]
[S3.D1 - ‘I wish I could use PAMEL next time so that I do not need
to spend much time in development and working on contextual infor-
mation’]
[S3.D1 - ‘Using some kind of AI would be helpful in removing the
intervention of developer for extracting the rules’]

[REQ4 : S1] [5]
[S1.D1 - ‘Initially, I thought that why PAMEL involves so many core
components and their sub components to process the data, when the
processing can be done in an easier way. But when I really developed
the solution, I must say that I was completely wrong’]
[S1.D1 - ‘If the PAMEL would not have provided different compo-
nents following the standard data processing pipeline to process the
data, I could not have develop such a complex system on my own’]
[S1.D2 - ‘Although many data processing steps were not used in our
scenario but when I thought about other kind of noisy datasets, I
realized the importance of each of them’]
[S1.D2 - ’The sequence of data processing steps gave me the overall
understanding of how should I go from the datasets to the expected
fused dataset’]

[REQ4 : S2] [5]
[S2.D1 - ‘In my case, very few functions were used but the structure
that PAMEL presents eases the task of data processing’]
[S2.D1 - ‘I was confused in selecting the functions for a specific task.
The explanation provided in the document file was not enough for
me to decide. A help file would be helpful in defining each of the
components’]
[S2.D1 - ‘If we have the pre-defined structure like skeleton codebase
here then it will help programmers to better and faster develop the
code’]

[REQ4 : S3] [5]
[S3.D1 - ‘In my opinion, this structure would really help developer to
better understand the problem and save the development time’]
[S3.D1 - ‘I used only few components but I can think of several cases
where other components can be used’]

[REQ5 : S1] [5]
[S1.D1 - ‘This is just like Formatter but now I see its applicability
very important especially when third party tools are going to be used
for the analysis and visualization purpose’]
[S1.D2 - ‘It was easy to develop because I used the same function of
Formatter just in reverse’]

[REQ5 : S2] [5]
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[S2.D1 - ‘It was not required in my case but in my opinion, it should
work in the cases where the fused dataset needs to be exported in a
specific format’]

[REQ5 : S3] [5]
[S3.D1 - ‘It is a useful function to export the fused file in a file format
that is supported by a set of analysis and visualization tools’]

Table 5: Development scores and quotes reported in assessing functional requirements

[Requirement :
Scenario]

[Quote(s)]

[REQ6 : S1] [S1.D1 - ‘PAMEL as an architecture is much more modular that
contains different modules like preparation, organization, and fusion
to reduce the complexity’]
[S1:D2 - ‘It follows the modular approach and gives more clarity’]
[S1:D2 - ‘The use of data processing pipeline itself makes PAMEL
modular and the codes for different functions and classes helped me
in writing better and faster code for such a complex problem’]

[REQ6 : S2] [S2.D1 - ‘When I look back to my development approach, I did not
devote much time in giving a thought on defining the development
approach and structuring the overall problem into smaller modules.
But, now when I look back, I think I should have spent some time
there’]
[S2.D1 - ‘PAMEL provides this better organization structure by break-
ing the complexity further and yes, it supports modularity’]
[S2.D1 - ‘And having something already prepared will save the
MMLA researcher and developer from investing time in structuring
code which I normally don’t do’]

[REQ6 : S3] [S3.D1 - ‘PAMEL does not cover the complete ecosystem of MMLA
but the part that it covers, covers does it well’]
[S3.D1 - ‘When I extended the skeleton codebase, I saw different
parts that clearly represent different themes of MMLA. This clearly
looks distinct and modular’]
[S3.D1 - ‘The structure is very modular but if there would be a more
specific function definitions in the codebase than the abstract ones
then it would be much easier like just filling in the blanks’]

[REQ7 : S1] [S1.D1 - ‘If we using PAMEL or alike structure then the issue of
writing the code every time from scratch would be easily solved
because most of the abstract components in the solution are going to
be the same’]
[S1.D1 - ‘Take an example of the Fetcher class, it has two functions
to fetch datasets from Google Drive and Local File system in this case.
But, if someone also needs to fetch from Google Drive then he can
use the same function. He just needs to change the public URL and
credentials’]
[S1.D2 - ‘Every component in the UI, classes, and functions are de-
fined separately that can be modified individually without risking the
overall working of the system. And, they can be directly reused in other
case with adding or subtracting something as per the requirement’]
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[REQ7 : S2] [S2.D1 - ‘As I have gone through the skeleton codebase and consider-
ing the current level of abstraction, I see the modifiability aspect’]
[S2.D1 - ‘I cannot say how much modifiability it will bring to other
MMLA cases but in my case, it works’]
[S2.D1 - ‘If I could have used it in my first case then I could have
reused most of the code in my second case’]

[REQ7 : S3] [S3.D1 - ‘Basically, you don’t need to write from scratch and sup-
pose you are using Fetcher you already have three defined different
functions that can be reused’]
[S3.D1 - ‘Once you have this structure and everything then it’s much
easier for anyone be the novice developer or who have experience can
use it in any context, reuse, modify, delete, everything can be done’]

Table 6: Quotes reported in assessing non-functional requirements
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