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Abstract

Optical networks provide the backbone of modern telecommunications by connecting
the world faster than ever before. However, such networks are susceptible to several
failures (e.g., optical fiber cuts, malfunctioning optical devices), which might result in
degradation in the network operation, massive data loss, and network disruption. It
is challenging to accurately and quickly detect and localize such failures due to the
complexity of such networks, the time required to identify the fault and pinpoint it
using conventional approaches, and the lack of proactive efficient fault management
mechanisms. Therefore, it is highly beneficial to perform fault management in optical
communication systems in order to reduce the mean time to repair, to meet service
level agreements more easily, and to enhance the network reliability.
In this thesis, the aforementioned challenges and needs are tackled by investigating
the use of machine learning (ML) techniques for implementing efficient proactive fault
detection, diagnosis, and localization schemes for optical communication systems to
enhance the availability and reliability of such systems. In particular, the adoption of
ML methods for solving the following problems is explored:

• Degradation prediction of semiconductor lasers (one of the most important optical
components in optical communication systems),

• Lifetime (mean time to failure) prediction of semiconductor lasers,

• Remaining useful life (the length of time a machine is likely to operate before it
requires repair or replacement) prediction of semiconductor lasers,

• Optical fiber fault detection, localization, characterization, and identification for
different optical network architectures,

• Anomaly detection in optical fiber monitoring.

The different proposed ML-based approaches for solving the above-mentioned prob-
lems are validated using either synthetic or experimental data. Given the obtained
results, such approaches outperform the conventionally employed methods for all the
investigated use cases by achieving better prediction accuracy and earlier prediction or
detection capability. To the best of our knowledge, the work in this thesis is one of the
first works to investigate the use of machine learning for solving the aforementioned
problems.
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Zusammenfassung

Optische Netze bilden das Rückgrat modernen Telekommunikationsnetze und verbinden
die Welt schneller als je zuvor. Solche Netze sind jedoch anfällig für verschiedene Aus-
fälle (z. B. Unterbrechung von Glasfasern, fehlerhafte optische Geräte), die zu einer
Beeinträchtigung des Netzbetriebs, massiven Datenverlusten und Netzunterbrechun-
gen führen können. Die genaue und schnelle Erkennung und Lokalisierung der Fehler
ist aufgrund der Komplexität solcher Netze, des Zeitaufwands für die Identifizierung
und Lokalisierung des Fehlers mit herkömmlichen Ansätzen und des Fehlens proak-
tiver, effizienter Fehlermanagementmechanismen eine Herausforderung. Daher ist ein
Fehlermanagement in optischen Kommunikationssystemen von großem Nutzen, um die
mittlere Reparaturzeit zu verkürzen, Service Level Agreements leichter einzuhalten und
die Zuverlässigkeit des Netzes zu erhöhen.
In dieser Arbeit werden die oben genannten Herausforderungen und Bedürfnisse ange-
gangen, indem der Einsatz von Techniken des maschinellen Lernens (ML) für die Imple-
mentierung effizienter proaktiver Fehlererkennungs-, Diagnose- und Lokalisierungsver-
fahren für optische Kommunikationssysteme untersucht wird, um die Verfügbarkeit
und Zuverlässigkeit solcher Systeme zu verbessern. Insbesondere wird der Einsatz von
ML-Methoden zur Lösung der folgenden Probleme erforscht:

• Degradationsvorhersage von Halbleiterlasern (eine der wichtigsten optischen Kom-
ponenten in optischen Kommunikationssystemen),

• Lebensdauervorhersage (mittlere Zeit bis zum Ausfall) von Halbleiterlasern,

• Vorhersage der Restnutzungsdauer von Halbleiterlasern (die Zeitspanne, in der
eine Maschine wahrscheinlich noch funktioniert, bevor sie repariert oder ersetzt
werden muss),

• Erkennung, Lokalisierung, Charakterisierung und Identifizierung von Fehlern in
optischen Fasern für verschiedene optische Netzwerkarchitekturen,

• Erkennung von Anomalien bei der Überwachung von optischen Fasern.

Die verschiedenen vorgeschlagenen ML-basierten Ansätze zur Lösung der oben genan-
nten Probleme werden entweder anhand synthetischer oder experimenteller Daten vali-
diert. Die erzielten Ergebnisse zeigen, dass diese Ansätze die konventionellen Methoden
für alle untersuchten Anwendungsfälle übertreffen, durch eine bessere Vorhersagege-
nauigkeit und eine frühere Vorhersage oder Erkennungsfähigkeit. Die in dieser Disserta-
tion vorgestellten Ergebiness zeigen erstmals umfassend den Einsatz von maschinellem
Lernen für die Lösung der oben genannten Probleme.
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1 Introduction

Optical fiber systems are the backbone of modern telecommunications. Optical fibers
allow information to be transmitted from ultrashort cables in data centers to transoceanic
distances around the globe efficiently at enormous speeds, providing connectivity to bil-
lions of users worldwide, and thus connecting the global world faster while ensuring
lower latency and higher bandwidth than ever before [1]. The impact of fiber-optics
on communication, various industries (e.g. healthcare, government etc.), and our daily
lives cannot be overstated [1]. The ever-increasing demands for higher speed and higher
capacity in optical fiber communication systems to achieve higher data rate transmis-
sion have made it even more important to ensure the reliability, resilience, and surviv-
ability of such systems.

Optical communication networks are prone to a wide range of failures, including fiber
cuts, malfunctions of optical devices, soft-failures (e.g. gradual signal degradation),
unintentional failures caused by natural disasters, wear out or human errors, etc [2].
Such failures may cause network disruption, resulting in massive financial and data
losses, or they may gradually degrade the network operations. For example, the fiber
cuts in the Mediterranean Sea in 2008 caused loss of 70% of Egypt’s connection to
the outside world and between 50% and 60% of India’s network outbound connectiv-
ity on the westbound route [3]. As a result, it is critical to conduct fault detection,
localization (locating the failed element (e.g., the node or link responsible for the
failure), identification (determining the cause/source of the failure), and recovery as
efficiently as possible. Early and accurately predicting faults and pinpointing them to
help optical network operators to plan and schedule their maintenance activities, saving
CAPEX/OPEX and reducing mean time to repair (MTTR). This makes it easier to
meet service level agreements and improve customer satisfaction by reducing downtime
and improving network quality.[4].

Traditionally, it is often challenging to quickly localize and identify failures in optical
fiber communication systems due to their complexity, and the fact that fault manage-
ment in such systems is inherently cross-layer (both physical-layer and network-layer
have to considered for performing the fault analysis) [3]. The discovery of incidents in
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such complex systems requires considerable expert knowledge and long probing time
until a fault (e.g., broken fiber) is identified and pinpointed. Therefore, a long time
is typically required for repairing or replacing the defective components. For instance,
the MTTR of a fiber cut is 12 hours, according to Telcordia [5]. Furthermore, proac-
tive failure management mechanisms for early detection of potential anomalies before
resulting in system disruption are not yet implemented in most systems. The conven-
tional approaches based on predefined fixed thresholds and/or "if-then" rules are not
suitable for modern optical networks featured by high dynamics as they cannot adapt
to changing network conditions [3].

In this thesis, the aforementioned issues are addressed by investigating the use of several
machine learning (ML) techniques for developing efficient proactive fault management
schemes for optical communication systems to enhance the availability and reliability
of such systems. In particular, the adoption of ML methods for solving the following
problems is investigated:

• Degradation prediction of semiconductor lasers (one of the most important optical
components in optical communication systems),

• Lifetime (mean time to failure) prediction of semiconductor lasers,

• Remaining useful life (the length of time a machine is likely to operate before it
requires repair or replacement) prediction of semiconductor lasers,

• Optical fiber fault detection, localization, characterization, and identification for
different optical network architectures,

• Anomaly detection in optical fiber monitoring.

The implemented ML-based approaches for adressing the aforementioned problems are
evaluated using either synthetic or experimental data (a meaningful representative data
set for each investigated task). These ML techniques outperform the conventionally
employed methods by achieving better prediction accuracy and earlier prediction or
detection capability.

In the following sections, the motivation behind this thesis as well as the research
questions and contributions are discussed.
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1.1 Motivation

The following factors (key enablers) are the primary drivers paving the way for effective
ML applications for fault management in optical networks:

• Data availability: Modern optical equipment (transceivers, reconfigurable optical
add-drop multiplexers, amplifiers etc.) is now deployed in optical communication
systems with built-in monitoring capabilities [3]. Such equipment is able to gen-
erate a large amount of monitoring data, which can be fed into ML algorithms
to extract insights from that data for solving fault management problems,

• Network telemetry: The monitored data retrieved from monitors or equipment
installed in optical communication systems can be collected and elaborated in
centralized locations thanks to new advanced control/management solutions such
as software defined networking (SDN),

• Breakthroughs in ML algorithm development: the advances in ML algorithm
development (e.g. improved architecture, better optimization algorithms, etc.)
help to improve the performance of ML methods,

• Advancements in computational power: The continued advances in computa-
tional power help to speed up the training and the inference of the ML algorithms
for solving large-scale problems.

1.2 Research Questions and Contributions

The main research question investigated in this thesis is:

Could machine learning methods improve the reliability and the surviv-
ability of the optical networks and thus help to realize a self-healing optical
communication system?

The main research question is broken down into the following two sub-questions in
order to enhance the reliability of optical communication systems in a systematic fash-
ion.

• [RQ1] Could machine learning techniques early and accurately predict
the degradation and the lifetime of optical components deployed in an
optical communication system?
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Improving the reliability of optical components and particularly optical trans-
mitters is critical for ensuring a reliable optical communication system. Ac-
cording to [6], laser problems account for more than 92% of optical transmitter
failures. Therefore, it is of great importance to improve the reliability of lasers,
which is governed by degradation mechanisms. Such degradation mechanisms
are very complex due to the diversity of the factors inducing the degradation,
and the complexity of the laser structures [7]. Therefore, it is very challenging to
fully understand the physical processes governing degradation. That is why, us-
ing physics-based models that use explicit mathematical equations to model the
degradation behavior of the system is difficult. Conventionally, the laser lifetime
is estimated by extrapolating a mathematical fit of the laser current or output
power over time. However, such a reliability extrapolation is inaccurate and can
result in a significant overestimation or underestimation of the laser’s actual life-
time [8]. The laser is considered degraded, if the value crosses the threshold,
which is determined based on the laser design and specifications. However, the
threshold approach is imprecise and leads to a high false alarm rate.

To address these challenges, this thesis proposes various ML-based approaches
that do not require system specific knowledge or physical models to perform
prognostics and health monitoring of laser devices. Such approaches learn sys-
tem behavior by leveraging monitored data, and thus predict laser degradation
and remaining useful life. They are validated using either synthetic or experimen-
tal laser reliability data, which reflect both normal operation behavior and the
degradation process under different operating conditions. The various proposed
approaches outperform conventional methods in terms of prediction accuracy.
Contributions to this research question are:

– Develop an ML-based model for early predicting the degradation of lasers
deployed in optical networks,

– Propose an ML method for identifying the failure mode (e.g. sudden degra-
dation, gradual degradation) that a laser device might exhibit during oper-
ation,

– Develop an ML model for remaining useful prediction of lasers,

– Propose an ML model for lifetime (MTTF) prediction of laser devices,

– Propose an predictive maintenance framework (combined approach whereby
different ML models for solving different predictive maintenance tasks (e.g.
performance degradation prediction, anomaly detection, remaining useful



1 Introduction 5

prediction) are involved) for lasers deployed in optical communication sys-
tems

– Perform comparative analysis of the proposed ML approaches and the con-
ventional methods as well as other ML algorithms.

All these contributions are presented in Chapter 4.

• [RQ2] Could machine learning techniques quickly and accurately de-
tect, localize, and identify faults in optical fiber links?

Fiber-optic monitoring has primarily been accomplished through the use of opti-
cal time domain reflectometry (OTDR), a technique based on Rayleigh backscat-
tering that is widely used for measuring fiber characteristics as well as detecting
and localizing fiber faults [9]. However, OTDR traces can be noisy and hard to
interpret even for trained and experienced field engineers. This is primarily due
to noise overwhelming the signals. Analyzing OTDR traces using conventional
methods can take a long time because a lot of averaging of OTDR measurements
is required to remove the noise and achieve a good event detection and localiza-
tion accuracy.
Various ML techniques for accurately and quickly detecting, localizing, character-
izing, and identifying optical fiber faults given noisy OTDR traces are presented
in this thesis. The proposed methods achieve good detection and diagnosis capa-
bilities and high localization accuracy even for low SNR values, and outperform
conventionally employed techniques. Contributions to this research questions
include:

– Propose different ML models for fault detection, localization, and charac-
terization given noisy OTDR signals for point-to-point optical links,

– Develop data-driven approaches for fault management in point-to-multi-
point optical links,

– Present an ML-based framework for anomaly detection in optical fiber mon-
itoring,

– Propose an ML framework combining an ML-based model for noise removal
of OTDR signals and another ML method for fault detection, localization,
and diagnosis with the denoised signal as input, in order to improve the
event analysis accuracy under very low SNR conditions,

– Perform comparative analysis of the proposed ML approaches and the con-
ventional methods as well as other ML algorithms.
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All these contributions are presented in Chapter 5.

1.3 Thesis Methodology and Outline

A generic methodology is adopted in the different phases of this thesis work. It is
composed of three main building blocks:

• Data preparation: generating a meaningful data set (a good representative for
the problem to be solved using ML models) using analytical models, simulations,
or experiments,

• Model development: training the ML model given the prepared data set and
optimizing the model to achieve a good performance,

• Assessment: testing and evaluating the performance of the developed ML model
(the generalizability and the robustness) using unseen or new data, comparing
the performance of the ML model with other ML algorithms and/or conventional
methods.

The rest of this thesis is structured as follows:

In Chapter 2, background knowledge of optical communication systems including op-
tical components (e.g. lasers), optical fibers, system monitoring, is presented.

In Chapter 3, the different types of maintenance strategies, the key enablers for pre-
dictive maintenance, several ML algorithms, and use cases are presented.

In Chapter 4, different ML approaches for solving several uses cases for laser predictive
maintenance are discussed.

In Chapter 5, several ML models for fault management for different optical communi-
cation system architectures are investigated.

In Chapter 6, the main conclusions, research limitations, and insights to future work
are given.
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2 Optical Fiber Communications

Fiber-optical communication technology has been evolving over the last few decades
so rapidly that it has become the backbone of the global telecommunication networks,
one of the main pillars of the “information age”, and is widely used in a wide range of
industries, including medical, industrial and government.
The birth of the optical communication era happened thanks to the breakthrough of
the laser in 1960, the pioneering discovery of Charles Kao and George Hockham in
1966 about fiber light-loss properties [10], and Corning’s invention of the first low-loss
optical fiber in 1970 [11]. The first commercial fiber-optic communication systems were
successfully deployed in the 1980s [12]. Since then, a tremendous series of technolog-
ical advances related to optical fibers, semiconductor lasers and other related optical
devices, such as dispersion-compensating optical fibers, tunable laser diodes, the inven-
tion of the Erbium-doped fiber amplifier (EDFA) in 1986 [13], and wavelength division
multiplexing (WDM) [14], have led to a big improvement in the information-carrying
capacity that significantly increased a millionfold from the tens of Mb/s in the 1970s
to many tens of Tb/s in recent years [15]. Today more than 80% of the world’s long-
distance voice and data traffic is carried over hundreds of millions of kilometers of
optical fiber cables, creating an intricate web of connectivity forming the foundation of
the World Wide Web [15], and thus connecting the global world faster than ever before.

An optical communication system is a particular type of telecommunication system
that uses optical fibers for carrying information from one place to another, whether
they are separated by few kilometers or transoceanic distances. Adopting optical fiber
as a transmission medium offers a plethora of metrics and extremely appealing features,
e.g., low transmission loss (as low as 0.15 dB/km [16]), massive bandwidth ( ∼ 100
THz, small size and low weight (hair-sized dimensions), immunity to interference (free
from electromagnetic interference [16]), signal security (high degree of data security),
low cost etc [17]. Therefore, fiber-optic communication systems have enabled amounts
of information to be exchanged over long distances, rapidly replacing older conven-
tional telecommunication systems such as copper wire or microwave radio transmission
systems in most applications. As shown in Fig. 2.1, a generic optical communication
system consists of an optical transmitter, an optical-fiber transmission medium (i.e.,
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Figure 2.1: Main elements of an optical fiber communication link. The basic compo-
nents are the transmitter, the optical fiber, and the receiver. Additional
components include optical amplifier, connectors, and other passive and
active optical devices [18].

communication channel), and a receiver. The information (video, audio, data etc.) to
be conveyed enters to the transmitter, where it is converted into an optical form. The
resulting light signal is then transmitted through an optical fiber to the receiver, where
the optical information signal is converted back to the electrical signal. In addition
to the aforementioned main basic building blocks, an optical-fiber communication sys-
tem may include additional components such as optical amplifiers, which are used to
amplify the optical signals when they are attenuated after long distances, connectors,
couplers, and other passive components that do not require external power, and further
active photonic devices.
The different elements of an optical fiber transmission link are discussed in more details
in the following sections. The main two components of an optical transmitter namely
the optical source such as a semiconductor laser and the optical modulator are covered
in Section 2.1. Section 2.2 gives details on the optical fiber properties including at-
tenuation behavior and signal dispersion characteristics. Section 2.3 is devoted to the
study of optical amplifiers. The passive optical components such as optical connectors,
couplers, and optical attenuators are addressed in Section 2.4. Section 2.5 deals with
the optical receivers and mainly the photodiodes. The different optical network system
architectures like point-to-point links, passive optical networks, and meshed networks,
are described in Section 2.6. Section 2.7 discusses performance measurement and mon-
itoring including test instruments for fiber link characterization and fault detection and
localization.
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Figure 2.2: Components of an optical transmitter [19].

2.1 Optical Transmitters

The role of an optical transmitter is to convert the electrical signal in optical form
and then to launch it to the optical-fiber transmission medium. As shown in Fig. 2.2,
an optical transmitter is composed of a drive circuit, an optical source, a modulator,
and a channel coupler. The optical sources are considered as the heart and the soul of
optical transmitters. Optical fiber communication systems typically use semiconduc-
tor optical sources, primarily semiconductor lasers or light-emitting diodes, due to the
numerous advantages they provide, such as high efficiency, compact size, the ability to
directly modulate the light level with an information signal at high frequencies, high
reliability, low cost, etc [19]. For low-cost, low-rate, short-distance, and grey (i.e. a
single wavelength without stabilization) systems, optical sources can be used to per-
form direct signal modulation over a wide bandwidth by varying the injection current,
eliminating the need for an external modulator inside the optical transmitter and thus
simplifying and lowering the cost of the transmitter design. High rate, long distance,
and high spectral efficiency systems, on the other hand, necessitate external modula-
tion and WDM with wavelength stabilization. ;; The channel coupler, which couples
the modulated signal into the optical fiber, is a microlens that efficiently focuses the
optical output signal into the entrance plane of an optical fiber [19].
In the next Subsections 2.1.1 and 2.1.2, we leap into the technical details of semicon-
ductor lasers and modulators.

2.1.1 Semiconductor Lasers

The first demonstration of a semiconductor laser dates back to 1962 [20]. The early
lasers were Gallium-Arsenid (GaAs) homojunction devices operating at low tempera-
ture, and with poor performance. In 1970, the achievement of continuous wave oper-
ation at room temperature [21] paved the way for the development of semiconductor
lasers thanks to the use of heterostructure design [22]. Since then, tremendous im-
provements in semiconductor laser technology in terms of novel physical concepts, new
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materials, and new crystal growth techniques for their fabrications have been accom-
plished, enhancing the performance, functionality, and the productivity of semiconduc-
tor lasers. Today, semiconductor lasers have been widely used in various applications
in different fields of science and industry such as fiber-optic communications as pri-
mary light sources, medicine for diagnostics and for surgery, metrology, 3D sensing,
spectroscopy, etc [23].
In this subsection, the basic concepts such as simulated emission are first discussed.
Afterwards, the operating principle of semiconductor lasers is addressed. Then, some
types of semiconductor lasers namely distributed feedback lasers (DFBs) [24, 25, 26]
and vertical-cavity surface-emitting lasers (VCSELs) [27, 28, 29] are covered. Finally,
the reliability of semiconductor lasers is considered.

Fundamentals of Laser

The laser working principle is a result of three key transition processes, namely, absorp-
tion, spontaneous emission, and stimulated emission [30]. Figure 2.3 illustrates these
three processes, where E1 and E2 denote the ground state energy (i.e., the state of
lowest energy), and the energy at the excited state (i.e., the state having more energy
than the ground state), respectively. The transition between these two states leads to
either the absorption or the emission of a photon with an energy hv= (E2- E1) [19]. If
an incident photon of energy hv may be excited from a lower energy state into a higher
energy state, the process is referred to as absorption or sometimes stimulated absorp-
tion. If an electron is at the excited state E2, which is an unstable state, it returns to
the lower energy state E1 by emitting a photon of energy hv. If the emission process
occurs in an entirely random manner without any external stimulation as shown in Fig.
2.3 (b), it is called spontaneous emission. Whereas if the emission process happens due
to an external stimulation initiated by an existing photon of energy hv causing the
electron at the excited state to return back to the ground-state level with the creation
of a second photon in phase with the incident photon as illustrated in Fig. 2.3 (c), this
process is referred to as simulated emission [31].
For systems operating in thermal equilibrium at room temperature, the spontaneous
emission dominates over the simulated emission, and thus the emitted radiation in this
regime is random and incoherent. Therefore, the lasers must operate at non-thermal
equilibrium state. This can be achieved, if the stimulated emission can be the dominant
process. The stimulated emission can exceed the other processes only, if the atomic
density in the excited state is greater than the atomic density in the ground state [19].
This condition is known as population inversion because the population is the inverse
of thermal equilibrium. The population inversion is achieved by pumping lasers with
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Figure 2.3: Energy level diagrams showing the transition processes; the white dot rep-
resenting the initial state of the electron and the black dot denoting the
final state after the transition took place [19].

an external energy source in order to excite atoms into the upper energy level E2 and
hence obtain a nonequilibrium distribution. To create a population inversion, at least a
three-level system [32, 33] is required. Fig. 2.4 illustrates the energy-level diagrams for
two systems with three and four energy levels respectively, that can produce population
inversion. As shown in Fig. 2.4 (a), the three-level system is composed of a ground level
E0, a metastable level E1, and an excited level lying above the metastable state E2.
The pumping excites the electrons from the ground state to the higher level E2. Given
that E2 is a short-lived state, the electrons will quickly decay either to E1 or to E0

[34]. Since the metastable state E1 exhibits a much longer lifetime than E2 (∼ 1000
times longer), over a period of time, the density of accumulated atoms at E1 increases
above those in the ground state and thus a population inversion between the levels
E1 and E0 is achieved. Consequently, the lasing can take place between E1 and E0.
A downside with the three-level systems is the very high pumping requirements to
produce the population inversion. By contrast, the four-level systems, illustrated in
Fig. 2.4 (b), require much lower pumping powers. For such systems, the electrons are
excited to the fourth level energy E3 and then they decay rapidly to the third level E3.
Since the population at the second level E2 is relatively low, a population inversion
between E2 and E3 is obtained and thereby the lasing occurs, creating radiative electron
transitions between these two levels.
The basic working principle of a laser is shown in Fig. 2.5. A laser system consists of
three main parts: (i) an amplifying or gain medium, (ii) a pump source exciting the
gain medium, and (iii) an optical cavity or resonator. The gain medium is the material
(solid, liquid, gas, or semiconductor) in which the spontaneous and stimulated emission
processes take place resulting in the phenomenon of optical gain or amplification, and
it determines the proprieties of emitted light such as lasing wavelength (or frequency)
[35]. The pump source provides the energy required to create the population inversion
and thereby satisfying the conditions of light amplification. The optical cavity is typ-
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Figure 2.4: Energy-level diagrams showing the population inversion achieved at: (a)
three-level and (b) four-level systems [34].

Figure 2.5: Basic laser system. It consists of three major parts: (1) optical cavity,
(2) gain medium for light amplification, and (3) pumping mechanism to
maintain the gain medium in population inversion [18, 36].

ically formed using two reflective optical elements (e.g., mirrors) surrounding the gain
medium in order to force the light to flow back and forth through the medium [35], and
thus providing positive feedback of light to sustain the laser action. The light leaking
out of the optical cavity forms the output beam of laser.

Properties of Semiconductors

Semiconductors are materials with a moderate electrical conductivity lying in between
that of conductors and insulators [37]. Semiconductors, conductors, and insulators can
be distinguished on the basis of the forbidden energy gap or band gap Eg defined as the
difference of energy levels of conduction band and valence band [38], as illustrated in
Fig. 2.6. Insulators have a large band gap (Eg >3 eV), whereas semiconductors possess
lower energy gaps, which lie roughly in the range of 0.1 to 3 eV [39]. Conductors have
very small or no band gap. For a semiconductor in thermal equilibrium, the occupation
probability for an electron to occupy an energy level E is described by the Fermi-Dirac
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Figure 2.6: Energy-level diagrams showing the difference among insulator, semiconduc-
tor, and conductor [39].

Figure 2.7: a) The energy band structure of an intrinsic semiconductor at a temperature
above absolute zero. (b) The Fermi–Dirac probability distribution [16].

distribution [40]:
FE = 1

1 + exp
(

E−Ef

kBT

) (2.1)

where Ef denotes the Fermi energy or Fermi level.
For an intrinsic semiconductor (i.e., undoped semiconductor) defined as a perfect semi-
conductor crystal containing no impurities [16], the energy band structure at a tem-
perature above absolute zero shows an equal number of electrons and holes in the
conduction band and the valence band and the symmetry of the density of states
around the center of the band gap as illustrated in Fig. 2.7 (a), and the Fermi level lies
in the middle of the energy gap [41] as shown in Fig. 2.7 (b). The conductivity of an
intrinsic semiconductor is very low at a room temperature. Therefore, to increase the
conductivity, doping by adding impurities to an intrinsic semiconductor is commonly
adopted. There are two types of dopants, n-type (electron donors), and p-type (electron
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Figure 2.8: a) p-n junction of a semiconductor. (b) The energy band diagram corre-
sponding to (a) [45].

acceptors) dopants [42]. By bringing n-type and p-type semiconductors into contact,
a p-n junction, a fundamental building block of semiconductor devices, is formed, as
illustrated in Fig. 2.8 (a). The electrons in the n-type semiconductor diffuse to the
p-side and combine with holes, which similarly spread from the p-side to the n-side.
The free electrons crossing the junction from n-side to fill the holes in p-side atoms
create negative ions at p-side, whereas the free electrons leaving the parent atoms at
n-side to fill the holes in p-side atom induce positive ions at n-side [43]. As a result, a
region near the junction, called a depletion region, is created. This region acts like a
barrier preventing further flow of majority charge carriers. When the junction is in an
equilibrium state, the Fermi level becomes flat across the n-type and p-type semicon-
ductors as illustrated in Fig. 2.8 (b). The width of the depletion layer depends on the
dopant concentration of n- and p-type regions and any applied voltage [44]. When the
p-n junction is under forward bias (applying an external positive voltage to the p-type
side with respect to the n-type), the depletion region is reduced or even removed, and
thereby the current can flow readily through the junction.

Principle of Semiconductor Lasers

Semiconductor lasers are specifically a p-n junction, emitting coherent light when it is
forward biased [46]. The electrons from the n-type side and the holes from the p-type
region recombine with each other at junction to emit photons. The released photons
then stimulate the electrons and the holes to emit radiation. Consequently, stimu-
lated emission takes place, and thereby producing lasing. The population inversion is
achieved by forward biasing of a p-n junction. The laser oscillation (i.e optical feed-
back) is attained by cleaving the end faces of the p-type and n-type semiconductors
[31]. The active medium of a semiconductor laser is a p-n junction. If the p-n junction
is made of single type of semiconductor material, the semiconductor laser is called a
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Figure 2.9: Basic structure of a semiconductor laser [48].

homojunction [47]. Whereas if the medium is composed of different types of semicon-
ductor materials, the semiconductor is known as heterojunction laser [47]. Figure 2.9
illustrates the simplest structure of a semiconductor laser consisting of a thin active
layer (light emission layer) sandwiched between p-type and n-type cladding layers.

Types of Semiconductor Lasers

The most commonly used semiconductor lasers in optical communication systems are
the following:

• Distributed Feedback (DFB) Lasers [49] are a type of lasers that achieves the
optical feedback using Bragg reflection gratings (corrugated reflectors) formed by
periodically changing the refractive index, rather than the usual cleaved mirrors
[50]. The grating is etched onto one of the cladding layers surrounding the active
region [50] as shown in Fig. 2.10. DFB lasers oscillate at a single longitudinal
mode with a narrow linewidth thanks to the Bragg grating inducing the reflection
at certain wavelength.

• Tunable Semiconductor Lasers [51, 52], a kind of lasers allowing the tunabil-
ity (i.e., adjustment) of the output wavelength, are required by many lightwave
systems such as wavelength-division-multiplexed optical communication, and co-
herent optical communications, which demand wavelength stabilization to ensure
that the laser frequency is usually +/-2.5GHz within the nominal channel fre-
quency. They are composed mainly of an active medium with a laser gain across
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Figure 2.10: Structure of a distributed feedback (DFB) laser [39].

an adequate range of wavelengths and a laser resonator limiting oscillation to
a narrow band of wavelengths. There are several tuning mechanisms such as
changing the refractive index with temperature, adjusting the injection current
and/or the temperature, changing the length of the cavity by moving an external
mirror back and forth and thus modifying the resonant wavelength, etc [53].

• Vertical-Cavity Surface-Emitting Lasers (VCSELs) [54] are a type of semiconduc-
tor lasers emitting coherent light from the substrate surface vertically as opposed
to the conventional edge emitting semiconductor lasers which radiate a beam
from surfaces [55]. VCSELs have emerged as the key light source for optical
communications, particularly widely deployed in high-speed local area networks
such as Gigabit Ethernet or short-reach optical interconnects for datacom links
[56]. Figure 2.11 illustrates the structure of a typical VCSEL which includes
several layers. The active region (p-n junction) made of multiple quantum wells
to improve the light gain, lies between Bragg reflectors with alternating high and
low refractive index material, which act as reflective mirrors providing positive
feedback. VCSELs offer a plethora of advantages such as low power consumption,
high-speed modulation with low driving current (<100 µA), low cost and small
packaging capability, single longitudinal mode operation with extremely small
resonant cavity (∼ 1 µm), narrow circular beam for direct fiber coupling, etc [57,
19].

Light-Current Characteristics

The Light-current curve, also called the power-current (P-I) curve, is considered as
a key performance characteristic of semiconductor lasers characterizing the emission
properties as it illustrates not only the threshold level but also the driving current
required to obtain a certain amount of power. Figure 2.12 shows the P-I curves of a
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Figure 2.11: Structure of a vertical-cavity surface-emitting laser (VCSEL) [58].

VCSEL laser at temperatures in the ranges of 50-90 ◦C. The threshold current (Ith)
tends to increase exponentially with the temperature, i.e [19],

Ith = I0 exp
(

T

T0

)
(2.2)

where I0 is a constant, T denotes the device absolute temperature, and T0 is a character-
istic temperature describing the quality of the material, used to express the temperature
sensitivity of the threshold current.
The slope of the P-I curve for I > Ith is called the slope efficiency, also referred as
differential (quantum) efficiency, S= ∆ P / ∆ I. This characteristic describes the
efficiency of a laser in converting electrical current in optical power. For the laser-
oscillating region (I > Ith), the curve is generally close to linear, thus the output
optical power P can be expressed as [59]:

P = S (I − Ith) (2.3)

Reliability

Semiconductor lasers should operate reliably over a long period of time (105 hours) in
order to ensure reliable data transmission in optical communication networks. The reli-
ability of a semiconductor laser is governed by degradation mechanisms determining its
lifetime. Figure 2.13 shows the different failure modes that can be roughly categorized
as rapid, sudden, and gradual degradation. If a laser is operated at a constant current,
the output power is decreased during laser degradation. Whereas at a constant opti-
cal output power operation mode, the current is increased as the device performance
degrades in order to maintain constant output power. Rapid degradation is normally
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Figure 2.12: P-I curves at several temperatures for a VCSEL laser [18].

observed in the first hundred hours of operation, and manifests itself as a quick decrease
in the optical output power or a quick increase in the current. Gradual degradation,
the usual failure mode of a device operating over its service life, occurs over a long
period (several thousand hours), and determines ultimately the lifetime of the laser. It
is characterized by gradual decrease in the quantum efficiency [60]. A device can also
degrade suddenly after a regular operation life of the laser, which represents the end of
life for the device. Sudden or catastrophic degradation usually occurs at laser mirror
facets or in the bulk of the cavity at certain defects [7]. It is very challenging to pre-
dict the devices which are likely to degrade catastrophically. The commonly adopted
approach to screen out the lasers that might be prone to sudden degradation is to
perform burn-in or accelerated aging tests conducted under high stress conditions such
as high temperatures or high drive current levels in order to speed up the degradation
of the devices. Under highly stressed conditions, fragile devices will exhibit sudden
or rapid degradation and thereby failing early before the end of the aging tests. The
degradation rate is used to determine the semiconductor laser lifetime and the mean
time to failure (MTTF) at high temperature T1. The MTTF at the normal operating
temperature T2 is calculated by extrapolation using Arrhenius model [61] as follows:

MTTFT2 = MTTFT1 exp
(

Ea

kB

( 1
T2
− 1

T1

))
(2.4)

where Ea denotes the activation function.
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Figure 2.13: Degradation modes: (a) in constant current, and (b) in constant power
modes.

2.1.2 Optical Modulator

An optical modulator [62] is used to modulate the property of the light such as inten-
sity, phase, frequency, or polarization (direction) with the information signal [63]. The
choice of the light property to be moderated is determined by the characteristics of
the optical fiber, the available optical sources, and detectors as well as the overall
system considerations. The modulation can be applied by the direct modulation of
semiconductor lasers [64, 65] or by adopting external modulation of a continuous wave
(CW) optical source [66, 67] as shown in Fig. 2.14. The direct modulation of lasers
is realized by varying the injection current. Although such modulation method is sim-
ple and robust, it is limited by many physical phenomena including chirping, which
produces a widening of the laser linewidth, turn on delay, laser resonance frequency,
saturation, clipping, and laser non-linear effects [68]. The aforementioned phenomena
produce nonlinear distortions, and cause bandwidth and transmission limitations in
optical fibers arising from dispersion effects. Therefore, it is undesirable to adopt such
a modulation scheme for operation at data rates greater than 2.5 Gb/s [68, 18]. For
higher data rates, and more complex and higher performance systems, an external
modulator is typically used to temporally vary the steady optical output power level
emitted by the laser [18]. It can be physically integrated into the same package with
the optical source, or it can be a separate device. The external modulation offers mul-
tiple modulation performance advantages such as much wider bandwidth (∼ 60 GHz),
larger on/off extinction ratios, and superior modulation spectral purity, however, it
is more complex and expensive. The main types of external modulators widely used
in optical communication systems are the electro-optical (EO) phase modulator (also
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Figure 2.14: (a) Schematic diagram of direct modulation, (b) schematic diagram of
external modulation [69].

called Mach-Zehnder Modulator or MZM) [70] and the electro-absorption (EA) mod-
ulator [71]. The EO modulator is an optical device used for modulating the power,
phase, or polarization of light with an electrical control signal. Its operating principle
is based on the Pockels effect (also known as linear electro-optical effect), which is the
change in the refractive index induced by an electric field in proportion to the field
strength [72]. Figure 2.15 shows the typical structure of an MZM. The input light is
split in two separate paths. The applied voltages V1 and V2 change the phase of the
light signals in both paths. Then, the phase modulated signals are recombined either
constructively or destructively [18]. The MZMs can offer pure amplitude modulation
(i.e., zero chirp modulation) and thus they can be adopted for several types of modula-
tion formats requiring precise control of the phase and amplitude. The EA modulator
is a semiconductor-based optical modulator used to vary and control the intensity of
a laser beam (i.e., the output power) via an electric voltage [73]. Its basic principle is
based on the Franz–Keldysh effect (i.e., the change in absorption spectrum by applying
an electric field (reverse bias), and thereby varying the bandgap)[74]. Such effect can be
improved by adopting nano structures such as quantum wells to induce another effect
called quantum confined Stark effect. The EA modulators bring several benefits such
as zero biasing voltage, high bandwidth, low chirp, high-speed intensity modulation,
etc.

2.2 Optical Fiber

This section focuses on the optical fibers as the communication channel in optical com-
munication systems. In Subsection 2.2.1, the structure of an optical fiber is discussed.
Subsection 2.2.2 covers the different types of optical fibers. The fiber attenuation and
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Figure 2.15: Schematic diagram of a Mach-Zehnder Modulator [18].

optical absorption are considered in Subsections 2.2.3 and 2.2.4, respectively. The loss
mechanisms in optical fibers including scattering and bending losses are discussed in
Subsections 2.2.5 and 2.2.6. The origin of fiber dispersion is considered in Subsection
2.2.7. Subsection 2.2.8 is devoted to nonlinear effects.

2.2.1 Basic Structure

An optical fiber is a thin, flexible, transparent, cylindrical dielectric waveguide con-
sisting of a solid glass cylinder called the core surrounded by a dielectric cladding as
shown in Fig. 2.16. The core serves as the medium for light propagation. The typical
core sizes are 9 and 50 µm [18]. The core and the cladding are produced from the same
material of silica glass (SiO2), however, they have different optical material properties,
i.e, different refractive indexes denoted by n1 and n2, respectively, in such a way that
n2 is less than n1 in order to achieve light guiding in the optical fiber. The difference
in refractive indexes can be realized by doping the silica by different dopants. Please
recall that the refractive index denotes the optical property of the material describing,
how the material affects the speed of the light travelling through it, expressed as:

v = c

n
(2.5)

where v denotes the velocity of light inside a material having a refractive index n,
and c is the speed of light in vacuum. The cladding material is pointedly chosen
to ensure the efficiency of the light propagation along the core of the optical fiber.
Furthermore, the cladding minimizes the scattering loss resulting from the dielectric
discontinuities at the core surface, and it prevents the core of the fiber from absorbing
surface contaminants. The standard cladding diameter is 125 µm for most optical fiber
types [18]. The core and the cladding layers are surrounded by an abrasion-resistant
plastic buffer coating with a nominal diameter of 250 µm, to protect the fiber from
mechanical stress and environmental effects [18]. Lastly, an outer protective polymer
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Figure 2.16: Schematic diagram of a generic optical fiber structure [18].

jacket encapsulate the optical fiber.

2.2.2 Fiber Types

Based on the refractive index profile, optical fibers can be classified into two types:
step-index and graded-index fiber as depicted in Fig. 2.17 [18, 75]. For the step-index
fiber category, the refractive index of the core is constant throughout it and encounters
an abrupt change (or step) at the core-cladding interface or boundary. Whereas for
the graded-index fiber type, the refractive index of the core changes gradually as a
function of the radial distance from the fiber center [18]. The step-index and graded-
index fibers can be further categorized into single mode and multimode types. Single
mode fibers allow only one mode of propagation to be travelling through the fiber,
and are generally step-index fibers. They usually have a very small core diameter [76].
They are widely used for long haul communication systems because of high bandwidth
[76]. The multimode fibers allow many propagation modes. They can be either step-
index or graded-index fiber. They have larger core diameter compared to the single
mode fibers. They make it easier to launch optical power into the fiber as well as the
connecting together of similar fibers. They are widely used for short fiber links due to
the limited bandwidth restricted by intermodal dispersion.

2.2.3 Fiber Attenuation

Fiber attenuation (also known as signal attenuation, fiber loss, or power level reduction)
[77] is considered as one of the most important properties of an optical fiber that limits
the performance of fiber-optic communication systems as it reduces the average power
reaching the receiver. It determines the maximum unamplified or repeaterless distance
between the transmitter and the receiver or an in-line amplifier [78]. The attenuation
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Figure 2.17: Refractive index profiles in step-index fiber and graded-index profile [19].

in an optical fiber is caused by several mechanisms including absorption, scattering,
and bending losses [79]. The absorption is associated with the material composition
and fabrication process of fiber [80], whereas the scattering is related to both the
fiber material and to waveguide imperfections, and the bending losses are induced by
perturbations (both microscopic and macroscopic) of the fiber geometry [81, 18]. Fiber
attenuation can be expressed by the general relation [19]:

dP

dz
= −α P (2.6)

where α denotes the attenuation coefficient, P is the optical power, and z represents
the propagated distance along the optical fiber.
If Pin is the power launched at the input of the fiber, the output power Pout, the
remaining power after propagating a distance z along the fiber length, is given by [19]:

Pout = Pin exp (−αz) (2.7)

α is often expressed in units of dB/km by using the relation [19]:

α (dB/km) = −10
z

log10

(
Pout

Pin

)
= 4.343 α (2.8)

and refers to it as the fiber loss.
The fiber attenuation depends on the wavelength of transmitted light.
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Optical Absorption

Absorption in an optical fiber is considered as the major cause of fiber optic loss during
transmission [82]. It is defined as the portion of fiber attenuation originating from the
conversion of the optical power in another energy form such as heat [83]. It is the result
of three mechanisms: atomic defects (i.e., imperfections in the atom structure of the
fiber material), intrinsic absorption by basic fiber-material properties, and extrinsic
absorption by impurity atoms in fiber material [84, 85]. The atomic defects cause
absorption due to the missing of oxygen molecules, the presence of high-density clusters
of atom groups, or oxygen defects in the fiber material structure [18]. The absorption
losses originating from these defects are usually negligible compared to the losses due
to the intrinsic and extrinsic absorption factors [84]. The intrinsic absorption arises
from electronic absorption bands in the ultraviolet region, and it is mainly caused
by the characteristic vibration frequency atomic bands in the near-infrared region.
For an absolutely pure fiber material with no impurities or imperfections, the only
existing absorption mechanism is intrinsic. Therefore, the intrinsic absorption sets the
fundamental lower limit on absorption [18]. The extrinsic absorption is induced due to
the presence of minute quantities of impurities in the fiber material including the water
ions dissolved in the glass and transition metal ions such as iron, copper, chromium,
and vanadium [18].

Scattering Losses

Scattering losses in optical fibers are caused by microscopic variations in the material
density, compositional fluctuations, and structural inhomogeneity or defects occurring
during fiber manufacturing [18]. Such losses fall into two categories: linear scattering
and non-linear scattering mechanisms. The linear scattering effects result in linearly
transferring a portion of the total optical power within one directional mode into a
different mode, that can be a leaky or radiative mode, which does not propagate within
the fiber core, but it radiates out from the fiber, and thereby causing the attenuation of
the transmitted signal within the optical fiber [86]. They are characterized by having
no change in frequency for the scattered light. The linear scattering mechanisms can be
further classified into Rayleigh scattering and Mie scattering [87]. Rayleigh scattering
is elastic scattering of particles (e.g., atoms, molecules) much smaller than the optical
wavelength λ (typically λ /10). During the propagation of the light inside the core of
the optical fiber, the elastic collisions between the light wave and the silica molecules
give rise to Rayleigh scattering mechanism as shown in Fig. 2.18. Rayleigh scattering
accounts for 96% of the attenuation in optical fibers [88]. The amount of the scattering
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Figure 2.18: Schematic diagram of Rayleigh scattering in optical fibers [91].

of light is inversely proportional to the fourth power of wavelength [83], so it decreases
dramatically with the increasing wavelength as depicted in Fig. 2.19. The scattering
loss at a wavelength λ resulting from Rayleigh scattering can be approximated by [89,
90]:

γR = 8π3

3λ4 n8ρ2βT kBTf (2.9)

where γR is the Rayleigh scattering coefficient, ρ denotes the photoelastic coefficient,
βT is the isothermal compressibility of the material, and Tf represents the fictive tem-
perature (i.e., the temperature at which the density fluctuations are frozen into the
glass as it solidifies [18]).
Mie scattering mechanism [92] describes the scattering of propagating electromagnetic
waves by spherical particles, which have a diameter similar to or larger (> λ /10)
than the wavelength of the incident light. It occurs due to inhomogeneities in the
composition of silica, irregularities in the core-cladding interface, or difference in core
cladding refractive index, etc [85]. The nonlinear scattering effects in optical fibers arise
from the inelastic scattering of a photon to a lower energy photon [93]. There are two
dominant nonlinear scattering phenomena namely stimulated Raman scattering (SRS)
and stimulated Brillouin scattering (SBS) [94]. The fundamental difference between
the two is that optical phonons participate in SRS, whereas acoustic phonons take part
in SBS [93]. Consequently, SBS occurs only in the backward direction while SRS can
occur in both forward and backward directions.

Fiber Bending Losses

Optical fibers suffer from bending losses which come into two forms: macrobending
and microbending [95, 96]. Macrobending refers to the attenuation associated with
wrapping or bending the optical fiber. Macrobends, having larger radii than that of
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Figure 2.19: Bending losses in optical fibers [99].

the fiber diameter [18], can be seen by the human eye, and occur when a fiber cable
turns around a mandrel or a corner as illustrated in Fig. 2.19. When the fiber is bent,
light can leak out of the fiber. As the bend becomes more sharp, more light leaks
out. Microbends [97, 98] (bends too small to be seen with the naked eye) are random
microscopic bends of the fiber core arising from non-uniformities in the manufacturing
of the fiber or by non-uniform lateral pressures created during the cabling of the fiber.

2.2.4 Dispersion

Optical dispersion, a major factor limiting the quality of transmitted signal in optical
links, refers to the process of broadening the light pulses during the propagation along
the fibers, due to material properties and imperfections [18, 100]. Dispersion can be
broadly classified into two categories: intermodal dispersion (also called as intermodal
delay) and intramodal dispersion (also known as chromatic dispersion) effects. The
intermodal dispersion [101] is a distortion mechanism appearing only in multimode
fibers. It arises from the different group velocity (i.e., the speed at which energy in a
particular mode propagates through the fiber) of all propagation modes which induce
the light to spread out temporally as it travels along the fiber. Chromatic dispersion
[102, 103] is a phenomenon of pulse spreading over time that takes place within a
single mode. It stems from the finite spectral emission of the optical source (defined
as the band of wavelengths over which the optical source emits light): as the optical
sources are not monochromatic, the input pulse includes several wavelength compo-
nents, traveling at different speeds, causing the pulse to spread. Intermodal dispersion
includes material dispersion and waveguide dispersions [104]. Material dispersion arises
due to the wavelength dependence of the refractive index on the fiber core material.
Waveguide dispersion occurs due to the change in propagation velocity for the different
spectral components induced by the difference in core-cladding spatial power distribu-
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Figure 2.20: Typical wavelength dependence of the dispersion for standard, dispersion
shifted, and dispersion flattened single mode fibers [18, 19].

tions, along with the speed variations of the various wavelengths [105, 18].The resultant
chromatic dispersion is expressed by [18]:

D(λ) = 1
L

dτ

dλ
(2.10)

where τ denotes the group delay, and L represents the length of fiber. The dispersion
is typically expressed in ps/(km.nm).
The spreading σ of an optical pulse transmitted over an optical fiber of length L is
given by [18]:

σ = D(λ)Lσλ (2.11)

where σλ denotes the the half-power spectral width of the optical source [18].
The dispersion behavior varies with wavelength and fiber type [18]. Figure 2.20 il-
lustrates typical examples of the wavelength dependence of the dispersion for differ-
ent types of fibers namely standard (conventional), dispersion shifted, and non-zero
dispersion-shifted single mode fibers. As examples of non-zero dispersion-shifted fiber
type, Figure. 2.20 depicts two different fibers produced by different manufacturers,
including Corning LEAF and Lucent TrueWaveRs.

2.2.5 Nonlinear Effects

The nonlinear effects (i.e., intensity-dependent phenomena) [106, 107] in optical fibers
arise from either the variation of the refractive index of the medium with optical inten-
sity or the inelastic scattering mechanisms. As shown in Fig. 2.21, the nonlinear effects
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Figure 2.21: Block schematic showing the nonlinear effects in optical fibers [107].

can be broadly classified based on their characteristics into two types: nonlinear refrac-
tive index related effects referred as Kerr nonlinearities [108], and inelastic scattering
effects [18]. The Kerr effects manifest in three different forms: self-phase modulation
(SPM), cross-phase modulation (XPM), and four-wave mixing (FWM) processes [109,
110]. SPM [111] effect causes the phase alteration of a pulse by its own intensity and
thereby inducing its spectral broadening which produces dispersion-like effects limiting
transmission rates in some long-haul optical communication systems. Similar to the
SPM effect, XPM [112] can alter and spread out the spectrum of a pulse induced by the
intensities of all other pulses, possessing different wavelengths or polarizations, propa-
gating in the fiber. FWM [113] is a third order nonlinear optical effect in which two or
three photons at different frequencies interact to generate one or two additional pho-
tons with sum and difference frequencies during the propagation in the waveguide. The
scattering effects include SRS and SBS mechanisms [18] briefly discussed in Subsection
2.2.3.2.

2.3 Optical Amplifiers

To compensate for the fiber losses and dispersion effects limiting the transmission dis-
tance of a fiber-optic communication system, optical amplifiers which amplify (boost)
the optical signal directly without interconversion of photons to electrons, are widely
adopted thanks to the lower complexity and cost advantages compared to traditional
optoelectronic repeaters in which the optical signal is first converted into an electronic
current and then regenerated using a transmitter [19, 16]. The optical amplifiers are
considered to be lasers without optical cavity or with suppressed feedback from the
cavity [114]: an optical amplifier can amplify the input optical signal, but it cannot
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Figure 2.22: Basic operation of a generic optical amplifier [18].

produce a coherent optical output by itself [18]. The working principle of a generic
optical amplifier is illustrated in Fig. 2.22. Here, the active medium is provided with
energy from an external source called the pump and thus raising the electrons to higher
energy levels to produce a population inversion. The incident signal photon triggers
these excited electrons, which lose energy in form of photons and thus drop to lower
levels through a stimulated-emission process. Those stimulated photons have the same
wavelength as the incoming optical signal, thereby amplifying the optical signal [18].

In following subsections, the applications of optical amplifiers in optical communication
systems as well as the different types of optical amplifiers are addressed.

2.3.1 General Applications of Optical Amplifiers

There are three common applications of optical amplifiers: power boosters (of trans-
mitters), in-line amplifiers, and optical pre-amplifiers [17]. The power amplifiers are
placed immediately after the optical transmitter to boost the transmitted power before
launching into the fiber link [18] as illustrated in Fig. 2.23 a. The in-line amplifiers
are set at intermediate points in the transmission link to compensate for transmission
loss [18] as shown in Fig. 2.23 b. As shown in Fig. 2.23 c, the optical pre-amplifiers
are located just before the optical receiver to amplify the optical signal before the
photodetection process in order to overcome the signal-to-noise degradation caused by
the thermal noise caused by the receiver electronics and thus improving the receiver
sensitivity [18].

2.3.2 Optical Amplifier Parameters

Amplifier Gain: The amplifier gain G is considered as one of the most important
parameters of an optical amplifier. It is defined as [18]:

G = Pout

Pin

(2.12)
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Figure 2.23: Applications of optical amplifiers: (a) booster of transmitted power, (b)
in-line amplifier to increase transmission distance, and (c) preamplifier to
enhance receiver sensitivity [18].

where Pout and Pin denote the input and the output powers respectively of the optical
signal being amplified.

Noise Figure: The noise figure of an optical amplifier Fn is a measure quantifying the
signal-to-noise ratio (SNR) degradation experienced by an optical signal after passing
through the amplifier mainly due to the amplified spontaneous emission (ASE) noise
generated during the amplification process. Fn is defined as the SNR at the input of
an amplifier divided by the SNR at the amplifier output, and is expressed as [19]:

Fn = (SNR)in

(SNR)out

= 1 + 2 nsp (G− 1)
G

(2.13)

where nsp denotes the spontaneous-emission or population-inversion factor.
For large values of G, Fn becomes equal to 2 nsp. For an ideal amplifier (nsp= 1), the
SNR of the amplified signal is degraded by a factor of 2 (or 3 dB) [19]. Generally, for
the most used amplifiers, Fn exceeds 3 dB and can be as large as 6-8 dB [19, 115].

Gain Bandwidth: The gain bandwidth (also called amplification bandwidth) repre-
sents the width of the optical frequency range in which significant gain is available from
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an optical amplifier [116], and typically is 5 THz (100 channels with 50GHz) wide.

2.3.3 Optical Amplifier Types

Based upon the physical mechanism used to amplify the optical signal, the optical
amplifiers can be categorized into three main types of optical amplifiers: semiconduc-
tor optical amplifiers (SOAs) [117, 118], Erbium-doped-fiber amplifiers (EDFAs) [119,
120], and Raman amplifiers [121]. An SOA, known as a laser amplifier, is an optical
amplifier based on a semiconductor gain medium, whereby an electrical pump is used
to achieve population inversion. SOAs can provide high internal gain (up to 35 dB)
with relatively low power consumption [16]. They have proven to be particularly suit-
able for use with a single-mode fiber thanks to their single-mode waveguide structure
[16]. They are of small size and thus can be integrated to produce subsystems. SOAs
can be classified into two types: Fabry–Pérot amplifiers (FPAs) [122] and traveling-
wave amplifiers (TWAs) [123, 124]. The primary difference between the two types is
the facet reflectivity. FPAs have a reflectivity around 30%, whereas TWAs have a
reflectivity of around 0.01% [125]. EDFAs are one of the most commonly used optical
amplifiers for fiber loss compensation in long-haul optical communication systems [126].
An EDFA uses the Erbium-doped fiber as an optical gain medium, whereby an optical
pump is adopted to produce population inversion. It operates in the C-band (1,530
to 1,565 nm) and L-band (1,560 to 1,605 nm) [126]. It can amplify multiple optical
signals at different wavelength simultaneously, making it eminently suitable for WDM
system applications [127]. EDFAs offer a plethora of advantages including high gain
over wide spectral bandwidths (> 30 dB with gain flatness < ±0.8 dB and < ±0.5 dB
in C- and L-band, respectively), low noise figure (4.5 to 6 dB), direct and simultaneous
amplification of wavelength division multiplexed signals, high pump power utilization
(>50%), easy deployment, etc [126, 127]. However, it is hard to integrate EDFAs
with other components as their size is not small (typically ten meters long) [127]. The
dynamic control of EDFAs is required as dropping channels can give rise to errors in
surviving channels [127]. Raman amplifiers make use of SRS effect within the fiber [18,
128]. There are typically two types of Raman amplifiers: distributed Raman amplifier
which uses the transmission fiber itself as gain medium into which a backward pump is
injected, and lumped Raman amplifier which adopts the dispersion compensation fiber
or highly nonlinear fiber as gain medium [23]. The low noise feature (3-5 dB) and wide
gain bandwidth (up to 10 nm) make Raman amplifiers very attractive for long distance
optical communication systems [129]. However, Raman amplifiers require high pump
power and provide low gain (10 dB) [130].
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2.4 Passive Optical Components

Passive optical components, which require no input power to function, are important
devices in optical communication systems, actively deployed not only in FTTH (Fiber
to the Home) networks but also in metro/core networks. In the following subsections,
typical examples of optical passive components including fiber joints, fiber couplers,
and optical attenuators are discussed.

2.4.1 Fiber Joints

Joint Loss, Return Loss, and Reflectance

A crucial aspect of the fiber joint is the optical loss encountered at the connection,
which significantly depends on the alignment of the two jointed fibers. An attenuation
(insertion loss) at the fiber joint can be induced due to Fresnel reflection phenomena
causing a small proportion of the light to be reflected back into the transmitting fiber,
due to the change in refractive index at the jointed interface (i.e. glass–air–glass) [16].
The loss (in decibels) due to Fresnel reflection at a fiber–fiber connection is expressed
as follows [16]:

LossF resnel = −10 log10

(
1−

(
n1 − n

n1 + n

)2
)

(2.14)

where n1 denotes the refractive index of the fiber core, and n is the refractive index of
the medium between the two jointed fibers.
Another source of optical loss at a fiber–fiber connection is arising from misalignment
of the two jointed fibers. The misalignment can be induced due to several factors asso-
ciated with deviations in the geometrical and optical parameters of the jointed optical
fibers, comprising a mismatch in the core and/or cladding diameters, a mismatch in
numerical apertures, and differing refractive index profiles [16]. Figure 2.24 illustrates
the possible types of optical fiber misalignments that might occur when jointing two
coupled compatible optical fibers: longitudinal misalignment (or endface separation),
lateral misalignment, and angular misalignment. The aforementioned types of mis-
alignments result in different optical losses at the joint depending on the type of the
fiber, the core diameter, and the distribution of the power propagating between the
different modes.
Optical return loss (ORL) [18] is defined as the ratio (in dB) of the optical power
(Pin) launched at a system interface and the optical power reflected back from into the
input path due to by light reflections off the interface of the polished end surface of



2 Optical Fiber Communications 33

Figure 2.24: Types of optical fiber misalignments: (a) longitudinal misalignment, (b)
lateral misalignment, (c) angular misalignment [16].

the connectors and air. It is expressed as follows [131]:

ORL (dB) = −10 log10

(
Pin

Pref

)
(2.15)

Reflectance (called also "back reflection" or Fresnel reflection) of a connection [132] is
the amount of light that is reflected back up the fiber toward the source. It is used to
describe back reflection at a connector pair. It is calculated as follows:

Reflectance (dB) = −10 log10

(
Pref

Pin

)
(2.16)

The reflectance is sometimes referred to as the inverse of ORL, having the opposite
sign, e.g., -40 dB reflectance is 40 dB return loss. Please note that a high return loss or
low reflectance indicates a good quality fiber joint and usually results in low insertion
loss [132].

Joint Types

Fiber joints can be classified into two major categories: splices (i.e., permanent, or
semipermanent joints achieved by bonding or thermal fusion), and connectors (i.e.,
removable joints permitting easy, fast, and manual coupling and uncoupling of optical
fibers) [16]. Depending upon the used splicing method, fiber splices may be categorized
into two broad types: fusion and mechanical splicing. Fusion splicing is the process
of permanently fusing or welding two optical fibers using an electric arc or heat [133].
Mechanical splicing is the act of precisely holding two optical fibers in alignment by
utilizing different mechanical means, enabling the light to pass from one fiber to the
other seamlessly [134]. It may be performed using various techniques including the
utilization of tubes around the fiber ends (tube splices) or V-grooves into which the
butted fibers are located (groove splices) [16]. Optical connectors are harder to perform
than the fiber splices as they must ensure similar tolerance requirements to splices
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Figure 2.25: Types of optical fiber connectors [135].

in order to enable an efficient connect/disconnect capability for joining optical fibers.
They are used as terminations of optical fibers. Fiber optic connectors can be classified
into three main types based on the shape of the end faces of connector ferrules (i.e.
the housing for the exposed end of a fiber): physical contact (PC) connector, ultra-
physical contact (UPC) connector, and angled physical contact (APC) connector [135],
as illustrated in Fig. 2.25. PC connectors are polished with a slightly cylindrical cone
head designed to reduce the air gap, and thus to increase the optical return loss. The
typical reflectance values achieved by the PC connectors range from -30 dB to -40 dB,
which are much better than the ones yielded by the original flat connectors (-14 dB
or roughly 4%) [135]. An UPC connector is an improvement of PC connector with an
extended polishing for a better surface finish, and with a better return loss (typically
50 dB) than the PC connector [135]. The APC connector is designed with the aim of
reducing the back reflection more efficiently. Its ferrule end face radius is polished at
an angle of 8° [135]. The typical optical return loss of APC connectors is 60 dB or
higher, better than the other connector types [135].

2.4.2 Fiber Couplers

An optical fiber coupler [136, 137] is a branching device distributing the light from
a main fiber into one or more branch fibers [16]. Fiber couplers are widely adopted
in optical fiber information distribution systems such as local area networks (LANs),
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Figure 2.26: Different types of optical fiber couplers [16].

WDM systems, data buses, etc. As illustrated in Fig. 2.26, optical fiber couplers
can be classified into different types including splitters, combiners, start couplers, tree
couplers and WDM couplers, mostly based on the number of input and output ports.
The splitters split optical signals into multiple paths. They can be further categorized
into T couplers and Y couplers (also called tap couplers), whereby the former having
equal power distribution and latter an uneven power distribution [138]. The combiners
combine two or more optical signal inputs from different paths into one output. The star
couplers have multiple inputs and outputs, and are used to distribute the power from
all of the inputs to all outputs [139]. The tree couplers have either multiple inputs with
a single output or a single input with multiple outputs [139]. WDM couplers distribute
optical signals according to their wavelengths by permitting them to be transmitted in
parallel on a single fiber. They either combine the different peak wavelength optical
signals onto the fiber (i.e. multiplex) or separate the different wavelength optical signals
output from the fiber (i.e. demultiplex) [16].
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2.4.3 Optical Attenuator

An optical attenuator [45] is a fiber-coupled device used to reduce the power level of
an optical signal in a controlled way. Fiber-optic attenuators are widely used in opti-
cal communication systems for different applications including, testing and evaluation
of components or modules, laboratory experiments, equalizing the power of different
channels in the WDM system, etc. Generally, optical attenuators can be broadly clas-
sified as fixed optical attenuators (FOAs) and variable optical attenuators (VOAs)
[140]. FOAs are designed to have an unvarying level of attenuation in optical fiber,
expressed in dB, typically between 1 dB and 30 dB, such as 1 dB, or 5 dB, etc [141,
142]. Whereas VOAs provide an adjustable degree of attenuation. A VOA generally
adopts a variable neutral density filter. It offers multiple benefits including stability,
wavelength and mode insensitivity features, large dynamic range, etc. The VOAs can
be further categorized into two types: stepwise variable attenuator and continuously
variable attenuator [142]. A stepwise variable attenuator can vary the attenuation of
the optical signal in known steps such as 0.5 dB or 1 dB [142]. Continuously variable
optical attenuators provide a precise level of attenuation with flexible adjustment. Op-
tical attenuators are available for both fiber types: single and multimode fibers. There
are multiple methods used to fabricate attenuators comprising absorbing materials,
partially reflective mirrors, taped fibers with longitudinal gap, etc [45].

2.5 Optical Receiver

The role of an optical receiver [143, 144] is to convert the optical signal received at
the output end of the optical fiber into the original electrical signal [145]. As shown in
Fig. 2.27, an optical receiver is composed of a coupler, a photodetector, and a demod-
ulator. The coupler focuses the received optical signal onto the photodetector [146].
The photodetector is the heart of the optical receiver. It is used to convert the light
into electricity by adopting the photoelectric effect. A photodetector in an optical
communication system is a semiconductor photodiode. The design of the demodulator
depends on the modulation scheme adopted by the fiber optic communication system
[78].
In Subsection 2.5.1, the working principle of a photodiode is explained. Subsection
2.5.2 is devoted to a discussion about the characteristics of a photodiode.
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Figure 2.27: Components of an optical receiver. [19].

Figure 2.28: Schematic diagram of a photodiode [150, 45].

2.5.1 Working Principle of Photodiode

A photodiode (also called a photodetector, a light detector, and photo-sensor) [147, 148]
is a semiconductor device with a P-N junction converting photons (light) into electrical
current generated by photon absorption mechanism [149]. It is electrically reverse-
biased. As illustrated in Fig. 2.28, the photons with the proper energy (wavelength) are
annihilated to create electron-hole pairs in the depletion region by raising an electron
from the valence band to the conduction band, leaving a hole behind. The bias voltage
induces these current carriers to move quickly away from the junction region. Thus,
the holes move to the anode and the electrons move to the cathode to generate a
photocurrent proportional to the light.

2.5.2 Characteristics of Photodiode

Quantum Efficiency The quantum efficiency (η) [18, 16] is defined as the probability
that a photon incident on the photodiode generates a photocarrier contributing to the
photocurrent. It is the fraction of the number of electron-hole pairs generated to the
number of incident photons, and it is calculated as follows [39]:

η = (1−R) ϵ (1− exp (−α W ))) (2.17)
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where R denotes the power reflection coefficient at the air-semiconductor surface, ϵ

represents the fraction of photocarriers contributing to the measured photocurrent, α

is the absorption coefficient, and W refers to the thickness of the depletion or active
region of the photodiode.

Responsivity The responsivity or photoresponse (sometimes also called sensitivity)
(ρ) [39] is a measure of the effectiveness of a photodiode in converting optical power
into an electrical current or voltage. It depends on the wavelength of the light, the
type of active material in the detector, and the structure and operating conditions of
the photodiode [39]. It is calculated as follows [39]:

ρ (A/W ) = η
λ0 (µm)

1.24 (2.18)

The responsivity is proportional to the quantum efficiency and the free-space wave-
length λ0.

Dark Current Dark current is the current generated in the photodiode in the absence
of light or an incident optical power [151]. The dark current arises from the generation
of an electron-hole pair due to thermal radiation or stray light.

Speed or Response Time The speed of response or the bandwidth (i.e. the fre-
quency at which the output signal has dropped by 3 dB (50%) below the power at a
low frequency) of a photodetector depend on the following three factors [152]:

• The transit time (τt) of the photogenerated carried through the depletion region
is calculated as [39]

τt = W

v
, (2.19)

where v denotes the speed of the carrier.

• The slower diffusion of carriers occurring outside the depletion region

• The RC time constant (τRC), which depends on the diode’s capacitance C and
resistance R and it given by [39]:

τRC = R C, (2.20)

The total response time (τtot) can be calculated as the root mean square of the RC
time constant and the transit time [39].
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Figure 2.29: Block diagram of a simple point-to-point link.

τtot =
√

(τ 2
t + τ 2

RC) (2.21)

2.6 System Architectures

The architectures of the fiber-optic communication systems can be broadly classified as
point-to-point links, point-to-multipoint links, and meshed networks. In the following
subsections, each aforementioned system architecture is described.

2.6.1 Point-to-Point Links

The point-to-point link or connection (also known as P2P) is the simplest setup in
an optical fiber communication system, connecting two nodes, which communicate
back and forth, directly together with a common link [153] as illustrated in Fig. 2.29.
It establishes a direct connection for transmitting data with a dedicated bandwidth.
Examples of P2P communication include connecting computers and terminals within
the same building or between two buildings with a relatively short transmission distance
(< 10 km) [153]. A P2P communication scheme provides multiple benefits compared
to other optical communication topologies such as highest bandwidth as the entire
bandwidth of the link is shared by only two nodes, low latency, simplicity, ease of
maintenance and handling, etc. However, such topology is used only for small areas
and if one of the nodes stops working or the link is broken, the entire network becomes
dead.

2.6.2 Point-to-Multipoint Links

The point-to-multipoint link (also known as P2MP) or passive optical networks (PONs)
[154, 155] refers to a one-to-many connection from a single location to multiple loca-
tions by enabling multiple nodes or devices to share a single link. A PON system is
based on using multiple wavelengths and bidirectional transmission over a single fiber
[18]. PON has become a widely used broadband fiber access network solution in the
world today thanks to a plethora of benefits offered such as wide bandwidth, cost effec-
tiveness, scalability, flexibility, etc. PONs are renowned as the predominant technology
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Figure 2.30: Architecture of a standard passive optical network [159].

for fiber-to-the-home (FTTH) deployment, providing various communication and mul-
timedia services including high quality triple play service capabilities for data, voice
and video, and high-speed internet access, in a cost-effective manner due to the pas-
sive components deployed in the transmission line and the optimal fiber infrastructure
[156]. As shown in Fig. 2.30, a PON system is composed of an optical line termi-
nal (OLT) installed in the central control station, optical distribution network (ODN)
containing passive optical devices such as splitters, and several optical network units
(ONUs) installed at the user’s premises providing services such as data, IPTV (i.e.
interactive network television), and voice (using IAD, i.e. Integrated Access Device),
truly realizing "triple-play" applications [157]. The OLT sends data to an ONU and
allocates bandwidth between the ONUs. The ODN provides an optical transmission
channel between the OLT and the ONU. PONs today are typically implemented using
two prominent technologies: Ethernet (EPON) and Gigabit PON (GPON) [18]. PON
systems lower the operation-and-maintenance expenses (OPEX) due to the fact that no
power requirements or active electronic components, which are more prone to failures
in the PON outside plant, are required [158].

2.6.3 Meshed Networks

An optical mesh network is a type of optical telecommunication system employing
optical fiber, synchronous digital hierarchy, and a ring architecture. Optical mesh
networks are widely deployed in metropolitan, regional, national, or international areas
thanks to their efficiency and reliability features [160]. They are faster and less error
prone than other network architectures, and they support backup and recovery plans
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for established networks in case of any disaster, damage, or failure [160].

2.7 System Monitoring

Optical communication networks have to be monitored continuously to ensure a high
degree of reliability and availability. Various measurement or monitoring techniques
have been developed to test the operational behavior of the communication system
elements including fibers and optoelectronic devices, as well as characterize them in
terms of fundamental parameters such as optical power, polarization, and spectral con-
tent, in order to ensure that the network functions properly [18]. Operational fixed
parameters of many optical components can be extracted from vendor data sheets.
Such fixed parameters include fiber parameters such as core and cladding diameters,
refractive-index profile, mode-field diameter, and cut-off wavelength [18]. There is no
need to remeasure them. However, variable parameters of communication system el-
ements may change with operational conditions and thus need to be measured when
the link is deployed [18]. Particularly, it is paramount to perform accurate measure-
ments of the optical fiber, specifically measuring the dispersion and the attenuation
parameters. A commonly used technique for measuring the total fiber attenuation per
unit length is the cut-back (measuring the optical power transmitted through a long
and a short length of the same fiber using identical input couplings) or insertion-loss
method [18]. When an optical fiber link is deployed, operational parameters of interest
including bit-error rate (BER), timing jitter, and SNR have to be measured as well
in order to be used for maintenance purpose and monitoring functions to check the
status of the devices or to localize faults in optical fibers [18]. Figure 2.31 shows some
of the relevant test parameters of interest and at what points in an optical link they
are of importance [18]. The monitoring techniques can be broadly classified as internal
or external monitoring methods. The internal monitoring function can be integrated
into the device and remotely controlled or configured. It enables to collect periodically
the operational performance parameters of a deployed device in an optical network,
such as measured output power, temperature, current, or gain etc. The performance
monitoring instrument can be located externally (outside the optical communication
devices or elements). The external optical-test instruments include optical spectrum
analyzers (measuring optical power as a function of wavelength), attenuators, a visual
fault locator (a handheld pen-sized instrument that uses a visible laser light source to
locate events such as fiber breaks [18]), eye diagram (a traditional technique for quickly
and intuitively assessing the quality of a received signal [18]), and optical time-domain
reflectometer (OTDR), etc.
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Figure 2.31: Some performance measurement parameters of interest for an optical fiber
link [18].

Given that Chapter 5 discusses the application of ML techniques for fault management,
it is important to provide an overview of how an OTDR works, its characteristics, and
what types of faults can be seen in an OTDR trace data.

Optical Time-Domain Reflectometer An optical time-domain reflectometer (OTDR)
[161], a technique based on Rayleigh backscattering, is a versatile portable instrument
widely applied for measuring the characteristics of an installed optical fiber link such
as fiber attenuation, length, and connector and splice losses, and for detecting and
localizing fiber fault or anomalies within a link. OTDR operates like an optical radar.
As shown in Fig. 2.32, an OTDR typically consists of a light source (laser), a receiver
(photodetector), and a data acquisition and processing module. An OTDR operates
by sending a series of optical pulses into one of the ends of the fiber under test us-
ing a directional coupler. Part of these pulses are reflected or scattered back towards
the source as a result of Rayleigh scattering. The amplitude of this reflected signal is
recorded as a function of propagation time of the light pulse, which can be converted
into the position on the optical fiber. Thus, a recorded OTDR trace (or waveform)
illustrating the positions of faults or events along the fiber, is generated, and used for
event analysis. Figure 2.33 shows a typical OTDR trace whereby the vertical axis de-
notes the measured returning (back-reflected) signal in decibels, and the horizontal axis
represents the distance between the OTDR device and the measurement point in the
optical fiber. As illustrated in Fig. 2.33, a typical waveform shows firstly a large initial
pulse resulting from Fresnel reflection at the input end of the fiber, then a long decaying
tail arising from the Rayleight scattering effect, the events induced due to connectors
or splices or physical changes in the fiber, and lastly a large spike caused by the Fresnel
reflection at the end of the fiber. The events shown in an OTDR trace can be classified
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Figure 2.32: Operational principle of an optical time-domain reflectometer (OTDR)
[18].

as reflective or non-reflective events. The reflective events are Fresnel peaks arising
from sudden changes in density of the material [162]. Examples of reflective events
include PC connectors and mechanical splices [162]. The non-reflective events are in-
duced due to MFD (modal field diameter) variations as a result of geometric changes or
differences in the glass fiber [162]. Examples of non-reflective events are APC connec-
tors or fusion splices. The accuracy of the event detection and measurement depends
on the SNR achieved by an OTDR at that point, and which is defined as the ratio
between the back-reflected signal and the noise level. The SNR depends on multiple
factors including the OTDR pulse width, how often the OTDR samples the signal, and
the distance to the measurement point. An important performance parameter is the
dynamic range, which is defined as the difference between the initial backscatter power
level at the front connector and the noise level peak at the far end of the fiber [18].
Dynamic range indicates the maximum fiber loss that can be measured and denotes the
time required to measure such fiber loss. To increase the OTDR’s dynamic range, the
backscatter level has to be increased and/or the noise level must be reduced. To incre-
ment the backscatter level, the OTDR’s pulse width or laser power has to be increased
[161]. Reducing the receiver’s bandwidth, increasing the amount of the averaging of
OTDR waveforms, or filtering OTDR traces could help to decrease the noise level
[161]. Larger pulse widths increase dynamic range but reduce the OTDR’s ability to
measure closely spaced events, limiting the OTDR’s two event resolution. Decreasing
the receiver’s bandwidth may reduce noise, but it makes the OTDR instrument slow
to respond to changes in signal, increasing the minimum distance between two events.
Although filtering helps to reduce noise, it introduces distance-measurement errors,
which may impair event detection and localization accuracy. Excessive laser power
could cause nonlinear effects in the fiber. The averaging method is commonly used to
reduce noise and thus provides dynamic range gain. However, averaging many OTDR
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Figure 2.33: Representative of a typical OTDR trace showing the events along an op-
tical fiber link [18].

traces to remove noise takes time, especially for long fibers. Another important OTDR
performance parameter to mention is the measurement range, which indicates how far
an OTDR can identify events in an optical fiber link. The maximum measurement
range Rmax in km can be calculated as follows [18]:

Rmax = DOT DR

α
(2.22)

where DOT DR denotes the dynamic range expressed in dB, and α represents the atten-
uation given in dB/km.
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3 Predictive Maintenance

Predictive maintenance has emerged as an efficient and advanced maintenance strategy
for the manufacturing industry to increase operational efficiency and productivity, and
to reduce maintenance costs. The global predictive maintenance market is expected to
reach $13 billion by 2026 [163, 164].

This chapter focuses on the predictive maintenance strategy, its benefits, its key en-
abling technologies including ML, and the challenges of adopting such a maintenance
strategy in industries.

3.1 Maintenance Strategies

The maintenance strategies can be usually classified into four different categories:
breakdown or run to failure maintenance, preventive or time-based maintenance, pre-
dictive or condition-based maintenance, and proactive or prevention maintenance [165].
Each maintenance philosophy has its own benefits and shortcomings to be discussed in
the following subsections.

3.1.1 Run-to-Failure Maintenance

The run-to-failure maintenance (also called failure-driven maintenance) is a reactive
(corrective) maintenance management technique that deliberately allows the machinery
to break down and only repairs or replaces damaged components when the equipment
comes to a full stop [165]. It is based on the principle “fix it when it fails”. This
approach works well for non-critical components, whose breakdowns do not jeopardize
business operations or for assets with a low risk of failure [166]. Such a maintenance
strategy requires minimal planning (no maintenance schedule is planned before the fail-
ure of the equipment), allows the extended use of equipment (an asset is replaced only
after its breakdown), and it is simple and easy to implement with minimal resources
[167]. However, it is considered as the most inefficient and expensive maintenance
strategy [165]. As most of equipment’ failures are highly unpredicted, it is challenging
to anticipate when labor manpower and spare parts will be required for repairs or main-
tenance activities and to efficiently plan for resources to react immediately. The major
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Figure 3.1: Workflow of run-to-failure maintenance strategy [167].

Figure 3.2: Workflow of preventive maintenance strategy [168].

expenses associated with this type of maintenance philosophy include high spare parts
inventory costs, high breakdown costs, high labor costs associated with performing the
maintenance, and low production availability [165].

3.1.2 Preventive Maintenance

Preventive maintenance is a time-driven approach whereby the maintenance activi-
ties are scheduled at predetermined time intervals based on elapsed time or hours of
operation [165]. Figure 3.2 illustrates the workflow of such maintenance philosophy.
In preventive maintenance management, the repairs or replacements of assets are
planned or adjusted based on MTTF statistic or a bathtub curve [169, 170] repre-
senting the failure rate of an asset over time. Figure 3.3 shows a typical bathtub curve,
which can be divided in three regions: early failure (or break-in) or “infant mortality”
stage characterized by a decreasing failure rate after removing the early failures due
to manufacturing or installation problems, a normal life regime known as the intrinsic
failure period characterized by a constant failure rate, and a wear-out stage charac-
terized by an increasing failure rate after a long period of use due to the degradation
of the equipment [171]. The main drawback of adopting the preventive maintenance
approach is that scheduled maintenance can result in carrying out maintenance tasks
too early leading to unnecessary repairs or too late, resulting in high costs due to un-
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Figure 3.3: Typical bathtub curve [170, 172].

expected catastrophic failures [165]. It is possible that some components are rebuilt
without showing any sign of functional failure when there is still some residual life left
in them. Hence, reducing the production and wasting the labor and material used to
perform the unnecessary repairs. Sometimes, machines may fail before the scheduled
maintenance activities and thereby they are repaired in such cases using run-to-time
methods leading to high maintenance costs [165]. In many cases, the performance of
assets may diminish due to incorrect repair or rebuild methods.

3.1.3 Predictive Maintenance

Predictive maintenance is a philosophy or attitude consisting of scheduling maintenance
activities only when a functional failure is detected [173]. It uses data monitoring and
analysis tools and methods to monitor the performance or the condition of an equip-
ment during operation, and to detect deterioration signs or anomalies, and thereby
fixing them before they result in failure and thus preventing catastrophic breakdowns
[165]. The predictive maintenance strategy is considered as a condition-driven preven-
tive maintenance approach which instead of relying on MTTF statistics to schedule
maintenance activities, makes full use of the monitoring data of the operating condi-
tion of an equipment or system efficiency to estimate the actual MTTF and thus, to
plan maintenance work on an "as-needed" basis [165]. Predictive maintenance helps
to reduce the maintenance costs, to increase the production capacity, to improve the
productivity and profitability of manufacturing or production plant, and to minimize
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Figure 3.4: Workflow of predictive maintenance strategy [175]

the number of unscheduled outages [174]. However, it might be costly to implement
the required smart technologies including sensors or monitoring equipment to collect
the operational monitoring data, and to provide training to personnel (or hire skilled
personnel).

3.1.4 Proactive Maintenance

Proactive maintenance [173, 165] is a maintenance strategy that lays emphasis on iden-
tifying and fixing the root causes of equipment failures and thus preventing breakdowns
caused by underlying equipment conditions [176]. Proactive measures, after analyzing
failures, are carried out in order to avoid recurrence of such failures. The proac-
tive maintenance approach uses all of the predictive/preventive maintenance methods
discussed above along with root cause failure analysis detecting and pinpointing the
problems leading to breakdowns. It is to be noted that redesign or modification of
equipment might be required to prevent failures from occurring repeatedly. The main-
tenance activities are scheduled in an orderly fashion like in the predictive maintenance
strategy. The proactive maintenance approach leads to a substantial increase in pro-
duction capacity, and helps to avoid downtime and to increase equipment reliability
and availability [165]. However, one disadvantage of adopting such maintenance strat-
egy is the requirement for procurement of specialized equipment and hiring extremely
knowledgeable personnel to perform the maintenance tasks [173].

3.2 Evolution of Maintenance Strategies

Maintenance strategies have evolved in the industry over the years as illustrated in
Fig. 3.6. A run-to-failure maintenance approach was adopted in the early days of pro-
duction technology and was a reactive method whereby equipment repairs or rebuilds
were carried out only after a functional failure occurred [173]. Given that breakdown



3 Predictive Maintenance 49

Figure 3.5: Workflow of proactive maintenance strategy [177]

maintenance was inefficient and led to high maintenance costs, a time-based or pre-
ventive maintenance approach was developed to improve the reliability and reduce the
costs [173]. Equipment maintenance activities were performed regularly after a cer-
tain number of running hours, even if there was no evidence of a functional failure
[173]. The disadvantage of this strategy was that assets were being replaced even when
there was still some functional lifetime left in them. This strategy unfortunately could
not help to reduce maintenance costs. Therefore, there was a need for scheduling the
maintenance or overhaul of equipment based on the condition of the equipment. This
led to the evolution of the predictive maintenance strategy [173]. For such an ap-
proach, the equipment is continuously monitored, and maintenance work is planned,
only if a defect or anomaly are detected. Today, adopting predictive maintenance in in-
dustry has proven tangible benefits including reducing maintenance costs, minimizing
downtime, and improving productivity. After early detecting equipment problems or
failures, there was a tendency to perform the root cause analysis in order to eliminate
the occurrence of such problems, which led to an evolved kind of maintenance, the
proactive maintenance.

3.3 Benefits

Adopting a predictive maintenance program offers a plethora of benefits that can be
enumerated in the following way [165]:

• Reduce maintenance costs: The implementation of a predictive maintenance pro-
gram results in an average reduction in the costs associated with maintenance
operations (e.g., costs of labor and overhead of the maintenance department, the
materials cost of repair parts, tools, etc.) by more than 50%.

• Improve repair time: Leveraging predictive maintenance strategy helps to reduce
the actual time required to repair or rebuild equipment by an average of 60% since
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Figure 3.6: Evolution of maintenance approaches [178].

the early detection of equipment problems makes the maintenance activities carry
out faster and smoother.

• Increase equipment lifespan: The early detection of equipment defects and elim-
ination of sudden or catastrophic failures extends the operational useful lifetime
of an asset by an average of 30%.

• Minimize spare parts inventories: Prediction of equipment failures reduces spare
parts inventories by more than 30%.

• Lessen unexpected equipment failure: The continuous monitoring of the actual
equipment condition helps to early detect impending asset problems that could
bring the equipment or system to a grinding halt and thus implement the required
measures to fix them before their occurrence and thereby preventing catastrophic
or unexpected failures. Implementing a predictive maintenance approach reduces
the number of catastrophic, unexpected equipment failures by an average of 55%
[165, 174].

3.4 Enabling Technologies

Several emerging technologies including big data (data warehouses), cloud computing,
artificial intelligence (AI) or specifically machine learning (ML), edge computing, and
the internet of things (IoT) play a pivotal role in enabling predictive maintenance and
accelerating its evolution and deployment in industry [179]. Figure 3.7 illustrates the
involvement or the interaction between the different aforementioned technologies or
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Figure 3.7: General architecture of a predictive maintenance system [180].

mega-trends to build a data-driven intelligent predictive maintenance system. Ma-
chines deployed in a manufacturing site are continuously monitored using health mon-
itoring sensors to withstand a variety of operating conditions such as temperature,
pressure, vibration, and so on. Monitoring data is transmitted via wired or wireless
connectivity to an edge or cloud server. The data is then preprocessed and stored on a
centralized database server. Afterwards, the data is analyzed using ML techniques to
identify any anomalies. If an anomaly is discovered, a maintenance action is taken.

3.5 Machine Learning

3.5.1 What is machine learning?

Machine learning (ML, known as predictive analytics or statistical learning) [181] is a
subfield of artificial intelligence, combining fundamental concepts in computer science
with ideas from statistics, probability, and optimization, which provides computers
with the ability to learn without being explicitly programed [182]. It enables systems
to learn from experience (i.e., past information available to the learner, typically an
electronic data collected and preprocessed for analysis) by extracting knowledge from
the input data (i.e., “experience”), in order to improve performance or to make accu-
rate predictions [183]. The quality and the size of the data impacts the performance
achieved by the ML algorithms trained with such data. The function of an ML system
can be descriptive (extracting insights from the data to explain what happened), or
predictive (predicting what will happen given the input data) or prescriptive (recom-
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mending a course of actions for a given situation) [184]. ML methods can be used
to tackle or solve complex tasks routinely performed by humans (e.g., driving, speech
recognition, image understanding, etc.) or tasks that go beyond human capabilities
requiring the analysis of very large and complex data sets (e.g., astronomical data,
genomic data, etc.) including weather prediction, search engines, and electronic com-
merce [185]. ML admits a very broad set of practical applications including computer
vision applications (e.g., object recognition, face detection, content-based image re-
trieval), natural language processing, speech processing applications including speech
recognition, speech synthesis, speaker identification, and language modeling, and many
other problems such as network intrusion [183].

3.5.2 Standard Learning Tasks

Some standard learning tasks [183] that are widely investigated are discussed in the
following:

• Classification: this is the task of predicting a class or category (i.e., discrete
output variable) for a given observation or item. For example, a bank transaction
can be classified as belonging to one of two classes: “normal“ and “fraudulent“.
The number of categories or classes assigned in such tasks can be two (a two-class
or binary classification problem) or more (a multi-class classification problem)
[186].

• Regression: This is the task of predicting a continuous outcome (real value such
as an integer or floating-point value) for each observation or item. Examples of
regression tasks include predicting house prices, predicting future stock prices,
predicting sales of a product, etc. The skill of a regression predictive model is
estimated by reporting an error in made predictions (the difference between the
true and predicted values) such as root mean squared error [187].

• Clustering: this is the task of dividing a set of items or data into homogeneous
subsets (clusters). The goal of cluster analysis is to find groups or subsets such
that the observations within each cluster are quite similar to each other. Cluster
analysis is widely used in different applications including retail marketing (e.g.,
retail customer segmentation), streaming services (identify viewers who have sim-
ilar behavior), or health insurance (to identify “clusters” of consumers that use
their health insurance in specific ways) [188].

• Ranking: this is the task of learning to order items according to some criteria.
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3.5.3 Learning Stages

A list of definitions and terminology commonly used in ML is briefly explained in the
following [183]:

• Features: the set of attributes representing the input of an ML model.

• Labels: the output of an ML model. For classification tasks, the labels are the
classes or categories assigned. Whereas for regression problems, the labels are
real values.

• Training sample: Items or instances of data used to train an ML algorithm.

• Validation sample: Instances of data used to tune or select appropriate values for
the ML algorithm’s free parameters (hyperparameters)

• Test sample: Instances of data used to evaluate the performance of a ML model
after training it.

• Loss function: A function that measures the difference, or loss, between a pre-
dicted label and a true label.

To solve a learning task using the ML method, the learning workflow, illustrated in Fig.
3.8, is usually adopted. Firstly, a meaningful data representative of the problem to be
tackled is collected. Then, the collected data is preprocessed and randomly split into
training sample, validation sample, and testing data set. The training data set is used to
train the ML model and the validation sample is adopted to select the hyperparameters
leading to best performance. The ML algorithm is trained by minimizing the loss
function. Once the ML model is trained, its performance is evaluated using the unseen
test sample.

3.5.4 Machine Learning Techniques

The ML techniques can be broadly classified into three different categories: supervised
learning, unsupervised learning, and reinforcement learning [183, 190]. As illustrated
in Fig. 3.9, these categories differ in the types of input data available to the learner,
the method by which the ML model is built, and the type of output. In a supervised
learning scenario [191, 192], the ML algorithm receives a set of labeled data (data with
clearly defined outputs or labels) and learns a mapping function on input data and its
labels or targets in a supervised process by matching the predictions. The supervised
learning category can be further classified into classification and regression problems.
In unsupervised learning [191, 192], the ML method exclusively receives unlabeled
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Figure 3.8: A generic machine learning workflow illustrating the typical stages of a
learning process [189].

data (data without labels), trains without any guidance to find similar features in input
data and to classify it into classes. Association and clustering are examples of unsu-
pervised learning problems. In reinforcement learning [193], the ML algorithm (the
agent) is trained independently through a trial and error approach to learn the optimal
behavior (taking the best course of actions) in an interactive environment (a kind of
simulation scenario that the agent has to explore) to obtain the maximum reward [194].
Figure 3.10 illustrates the working principle of a reinforcement learning method. While
interacting with an environment, the agent evaluates the current situation (state), and
makes an action. Based on the executed action, immediate feedback which can be either
positive (a reward) or negative (a punishment for making a mistake) is received. The
goal of the agent is to maximize rewards or minimize punishments. Exploration [195]
or exploitation are types of reinforcement learning problems. Reinforcement learning
methods can be used in different applications including self-driving cars, gaming, and
healthcare [196, 197].

3.5.4.1 Supervised Learning Algorithms

Support Vector Machine A support vector machine (SVM) [200] is a type of su-
pervised ML technique used for solving both regression and classification problems.
The core idea of SVM is to find an optimal hyperplane (line) that best separates the
dataset into two categories or classes [201] as shown in Fig. 3.11. The objective of an
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Figure 3.9: Different types of learning scenarios including supervised learning, unsu-
pervised learning, and reinforcement learning [198].

Figure 3.10: Illustration of the working principle of a reinforcement learning method
[199].

SVM algorithm is to maximize the margin (i.e., the distance between the hyperplane
and the nearest data point from either set (support vectors)). SVMs are widely used
in different applications such as text classification tasks (e.g., category assignment,
sentiment analysis, etc.), image recognition, and handwritten digit recognition [202].
SVMs achieve high accuracy and work well for small datasets. However, they are less
efficient for larger and noisier datasets [203].

Decision Tree A decision tree [205] is a supervised learning technique employed for
both classification and regression tasks, but mostly it is preferred for solving classifica-
tion problems. The objective of a decision tree is to build a model that can be used to
predict the class or the target variable by learning simple decision rules inferred from
prior training data [206, 207]. For predicting the output or the target, the working
principle of a decision tree algorithm starts from the root node and then compares
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Figure 3.11: Principle of the support vector machine method for classification analysis
[204].

Figure 3.12: Working principle of a decision tree method [208].

the attribute of that node with the dataset attribute [207]. Based on the outcome of
the comparison, it is divided into different branches, called decision nodes, which are
further split into other nodes, called leaf nodes, defining the final output as illustrated
in Fig. 3.12. Based on the type of the target or the output, decision tree algorithms
can be classified into two categories: categorical variable decision trees (the type of the
output is categorical), and continuous variable decision trees (the target is a continuous
variable) [206].
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Figure 3.13: Principle of a random forest method employed for classification [211].

Random Forest A random forest [209] is one of the most commonly used super-
vised learning techniques widely employed for solving both classification and regres-
sion problems. It is an ensemble of decision trees trained using the “bagging” (known
as bootstrap aggregation) approach (combining the output of multiple decision tree
models to generate the final output) [210]. Figure 3.13 illustrates the working prin-
ciple of a random forest method for classification analysis. Firstly, random samples
are extracted from the training dataset. Then, a decision tree model is built for each
sample. Afterwards, each decision tree generates an output. Lastly, the final output is
calculated based on majority voting or averaging for classification and regression tasks,
respectively [210].

K-Nearest Neighbors K-nearest neighbors (KNN) [212] is a simple and easy-to im-
plement supervised learning technique used for both classification and regression tasks.
It determines the output or the target of a data point by majority voting or averag-
ing of the k closest points to that data point, for classification and regression tasks,
respectively [213]. The working principle of an KNN algorithm is illustrated in Fig.
3.14. The distances between the data point and all other points are first calculated.
Then, the k points closest to the data point are selected. In case of a classification
problem, the class of the data point is calculated by voting for the most frequent label
or class given the classes of the k closest points (nearest neighbors) [214]. Whereas for
regression, the output of the data point is computed as the mean or the average of the
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Figure 3.14: Principle of K-nearest neighbors algorithm [214].

outputs of the k nearest neighbors [214].

Logistic Regression Logistic regression [215] is a supervised learning method used for
solving classification problems, and most commonly for tackling binary classification
tasks (the outcome or target is binary or dichotomous). It is employed to calculate or
predict the probability of a certain class or event. Logistic regression methods can be
classified into three types: binary logistic regression (two possible outcomes), multino-
mial logistic regression (multiple unordered outcomes), and ordinal logistic regression
(ordered outcomes). Logistic Regression (sometimes called the logistic model or logit
model) is the statistical fitting of an s-curve logistic or logit function (called the sigmoid
function) to data in order to calculate the probability of the occurrence of a specific
categorical event based on one or more predictor variables [216] as illustrated in Fig.
3.15. The logistic function is generally expressed as follows [216]:

P (x) = 1
1 + e−x

, (3.1)

where e denotes Euler’s number.

Neural networks Neural networks [217, 218, 219] are computational models inspired
by the human brain structure. They have proven to excel in solving complex problems.
They are universal approximation algorithms capable of learning any approximation
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Figure 3.15: Principle of logistic regression [216].

function mapping inputs to outputs. The building block of a neural network is an
artificial neuron, a simple computational unit, which takes inputs, aggregates them,
and then produces an output based on an activation function (i.e., a simple mapping
of summed weighted input to the output of the neuron) [220] as shown in Fig. 3.16.
Conventionally, nonlinear activation functions are widely used as they are useful to
better capture complex patterns in the data. Nonlinear functions like the logistic
function, also called the sigmoid function, normalize the output of the neuron to a
range between 0 and 1 with an s-shaped distribution [220]. They give a smooth gradient
while converging, and they are useful for output neurons of binary classification-aimed
neural networks [221]. However, they are computationally "expensive" functions due to
the computation of an exponent, which makes the convergence of the network slower
[221]. They are prone to the vanishing gradient problem inducing poor learning of
neural networks. Another frequently used activation function to be mentioned is the
the hyperbolic tangent function also called tanh which normalizes the output of the a
neuron to a a range between -1 and 1. Unlike sigmoid, tanh is a zero-centric function,
which eases the optimization of the loss function [221]. However, like sigmoid, tanh
suffers from the vanishing gradient issue and is highly compute-intensive [221]. Rectifier
activation function (ReLu) has been shown to provide better results and it is the most
used activation function [220]. ReLu is a computationally inexpensive function so that
the neural network converges very quickly. ReLu can deal with the vanishing gradient
issue for positive values (saturation and vanishing gradient only occur for negative
values as it gives zero value as inactive in the negative axis) [221]. To solve the issue
of saturation for the negative values, leaky ReLu has been proposed by introducing
a small slope (having the negative values scaled by small factor such as 0.01 instead
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Figure 3.16: Model of a simple artificial neuron. [220].

2 0 2
1

0

1

2

3
Sigmoid
Tanh
ReLU
Leaky ReLU

Figure 3.17: Commonly used activation functions for neural networks [222].

of 0 as of ReLu in order to enable their corresponding neurons to “stay alive”) [221].
Figure 3.17 illustrates the outputs of the aforementioned activation functions. Neural
networks are networks of neurons. A row of neurons is called layer. A neural network
is composed of multiple layers including an input layer or visible layer passing the
input to the next layer, one or more hidden layers, and an output layer responsible for
outputting a value or vector of values dependent on the type of problem (regression or
classification) as shown in Fig. 3.18. If a neural network has more than one hidden
layer, it is often called deep neural network.
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Figure 3.18: Architecture of a simple neural network [220].

Convolutional Neural Networks Convolutional neural networks (CNNs) [223, 224,
225] are a type of artificial neural networks, biologically inspired by the modular struc-
ture of the human visual cortex. They have been widely used in computer vision and
have become the state of the art for several object recognition tasks such as handwritten
digit recognition [226, 227]. They are powerful at extracting features. The architecture
of a CNN comprises different hidden layers namely the convolutional, the pooling and
the fully connected layers, made by stacking them on top of each other in sequence
as shown in Fig. 3.19. The convolutional layers, the core building block of CNN, are
composed of filters and feature maps. A filter can be described as a neuron of a layer
that has weighted inputs and produces an output similar to an artificial neuron. A
feature map is the outcome of applying a filter to the preceding layer, which has been
used to extract features. A patch or receptive field is a fixed-size square that serves
as the input size. A given filter is drawn across the entire previous layer and shifted
one pixel at a time resulting in an activation of the neuron and the output is stored in
the feature map [220]. The stride is represented by the distance that the filter passes
over the input from the previous layer with each activation. By consolidating the fea-
tures learned and expressed in the previous layer’s feature map, the pooling layers are
used to down-sample the previous layers’ feature maps. They are used to compress
feature representations and, in general, to reduce model overfitting. Pooling layers
create feature maps based on the average or maximum value for the input value. The
fully connected layer is the normal flat feedforward neural network layer used at the
end of the network to create final nonlinear combinations of features and for making
predictions.

Recurrent Neural Networks A recurrent neural network [229, 230] is a special type
of artificial neural network perfectly suited for solving problems that involve sequential
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Figure 3.19: Architecture of a standard convolutional neural network [228].

data (e.g., time series, speech, text, financial data, etc.) such as language translation,
natural language processing, speech recognition, etc. Recurrent neural networks are
distinguished by their “memory” (feedback loops), which remembers all the information
about what has been calculated (previous outputs or past inputs), whereby the output
is computed by considering the current input and previously received inputs as shown
in Fig. 3.20. Based on the length of inputs and outputs, recurrent neural networks can
be classified into four different types: one-to-one (a single input and output), one-to-
many (a single input and multiple outputs), many-to-one (taking a sequence of multiple
inputs and predicting a single output), and many-to-many (taking multiple inputs and
outputs) [231], as illustrated in Fig. 3.21. Although recurrent neural networks are
good at processing variable length sequential data, they are unable to capture long
term dependencies due to the vanishing gradient problem (the gradient becomes so
small that updating parameters becomes insignificant, and thereby the algorithm stops
learning) and exploding gradient issue (the gradient becomes too large, which makes the
model unstable and leads to longer training times as well as poor model performance)
arising from the recurrent connections. Such issues can be solved by adopting improved
or advanced recurrent neural network architectures such as long short-term memory or
gated recurrent unit algorithms to be discussed in the following subsections.

Long short-Term Memory Long short-term memory (LSTM) [234] is a specific
kind of recurrent neural network used to process sequential data and to capture long-
term sequential dependencies [235]. The core computational unit of LSTM is called
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Figure 3.20: Architecture of a recurrent neural network [232].

Figure 3.21: Different types of recurrent neural networks [233].

memory cell or block memory, containing weights and three gates, controlling the flow
of information to the cell state [236]. The forget gate decides what information to
throw away from the cell state [235]. The input gate determines what new information
to store in the cell state, and the output gate decides what to output [235]. As shown
in Fig. 3.22, the previous cell state ct−1 interacts with the previous cell output ht−1 and
the present input xt to determine, which elements of the internal state vector should be
updated, kept, or discarded [235]. The LSTM cell is updated by applying the following
equations [235]:
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Figure 3.22: Structure of the Long Short-Term Memory (LSTM) cell [235].

ft = σ
(
Wxf · xt + Whf · h(t−1) + bf

)
(3.2)

it = σ
(
Wxi · xt + Whi · h(t−1) + bi

)
(3.3)

ĉt = tanh
(
Wxc · xt + Whc · h(t−1) + bc

)
(3.4)

ct = ft ◦ c(t−1) + it ◦ ĉt (3.5)

ot = σ
(
Wxo · xt + Who · h(t−1) + bo

)
(3.6)

ht = ot ◦ tanh (ct) (3.7)

where σ is the logistic sigmoid function, and f , i, c and o denote the forget gate,
input gate, cell activation and output gate vectors, respectively [235]. ’◦’ represents
the Hadamard (element-wise) product operator, all b are learned bias vectors, all W

are trainable weight matrices, and ct is a candidate cell value [235].

Bidirectional Long Short-Term Memory Bidirectional long short-term memory
(BiLSTM) [237] is an extension of LSTM that helps to improve the performance of the
model. As shown in Fig. 3.23, BiLSTM consists of two LSTMs: one forward LSTM
model that takes the input in a forward direction beginning from the start of the input
sequence, and one backward LSTM model that moves backward, beginning from the
end of the input sequence. The output yt of the model is generated by combining the
forward output −→ht and the backward output←−ht as described by the following equations
[235]:

−→
ht = LSTM

(
xt,
−−→
ht−1

)
(3.8)
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Figure 3.23: Structure of the bidirectional long short-term memory (BiLSTM) [235].

←−
ht = LSTM

(
xt,
←−−
ht−1

)
(3.9)

yt = −→
ht ⊕

←−
ht (3.10)

where ⊕ denotes an element-wise sum.

Gated Recurrent Unit The gated recurrent unit (GRU) [238], proposed by Cho et
al. in 2014 to tackle the gradient vanishing problem, is an improved version of standard
recurrent neural networks, used to process sequential data and to capture long-term
dependencies [239]. The typical structure of a GRU, shown in Fig. 3.24, contains two
gates, a reset and an update gate, controlling the flow of the information [239]. The
update gate regulates the information that flows into the memory, while the reset gate
controls the information flowing out the memory [239]. The GRU cell is updated at
each time step t by applying the following equations [239]:

zt = σ
(
Wz · xt + Wz · h(t−1) + bz

)
(3.11)

rt = σ
(
Wr · xt + Wr · h(t−1) + br

)
(3.12)

ĥt = tanh
(
Wh · xt + Wh ·

(
rt ◦ h(t−1)

)
+ bh

)
(3.13)

ht = zt ◦ h(t−1) + (1− zt) ◦ ĥt (3.14)

where zt denotes the update gate, rt represents the reset gate, xt is the input vector,
ht is the output vector, W and b represent the weight matrix and the bias vector,
respectively [239]. σ is the gate activation function. ’◦’ is the element-wise product
operator. Equation (3.11) represents the update gate, Eq. (3.12) is the reset gate,
Eq. (3.13) computes a candidate state for the current time step using the parts of the
previous hidden state, and Eq. (3.14) shows how the output ht is calculated [239].
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Figure 3.24: Structure of the gated recurrent unit (GRU) cell [239].

Figure 3.25: Structure of the bidirectional gated recurrent unit (BiGRU) [240].

Bidirectional Gated Recurrent Unit Bidirectional GRU (BiGRU) [240] is an exten-
sion of GRU that helps to improve the performance of the model. As illustrated in Fig.
3.25, BiGRU consists of two GRUs: one is a forward GRU model that takes the input
in a forward direction, beginning from the start of the input sequence, and the other
is a backward GRU model that moves backward, beginning from the end of the input
sequence [240]. The output yt of the model is generated by combining the forward
output −→ht and the backward output ←−ht as described by the following equations [240]:

−→
ht = GRU

(
xt,
−−→
ht−1

)
(3.15)

←−
ht = GRU

(
xt,
←−−
ht−1

)
(3.16)

yt = −→
ht ⊕

←−
ht (3.17)

where ⊕ denotes an element-wise sum.
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Figure 3.26: Structure of a standard autoencoder: the training objective is to minimize
the reconstruction error between the output x̂ and the input x [235].

3.5.4.2 Unsupervised Learning Algorithms

Autoencoder An autoencoder (AE) [241] is a type of artificial neural network seeking
to learn a compressed representation of an input in an unsupervised manner [235]. Fig.
3.26 shows the standard architecture of the AE. An AE consists of two sub-models
namely the encoder and the decoder, whereby the former compresses an input x into
lower-dimensional latent-space representation z, and the latter reconstructs the output
x̂ given the compressed representation z as follows [235]:

z = f(Wx + b), (3.18)

x̂ = g(W ′z + b′), (3.19)

where f and g represent the activation functions of the encoder and the decoder respec-
tively. The weight matrix W (resp. W ′) and bias vector b (resp. b′) are the learnable
parameters for the encoder (resp. decoder) [235].
The training objective of the AE is to minimize the reconstruction error between the
output x̂ and the input x, referred to as the loss function, typically the mean square
error (MSE), defined as [235]:

L(θ) =
∑
||x− x̂||2 (3.20)

where θ = {W, b, W ′, b′} denotes the set of parameters to be optimized.
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Figure 3.27: Structure of a standard denoising autoencoder: the training objective is to
minimize the reconstruction error between the output x̂ and the original
input x (uncorrupted input) [235].

Autoencoders can be useful as non-linear feature extraction and dimensionality reduc-
tion techniques, which are used to remove noise or redundant or irrelevant information
from high dimensional input data (leading to model overfitting) while providing a use-
ful lower dimensional representation (encoding) of the input. The encoded features
or compressed data representation can then be used to train various ML methods
(e.g., artificial neural networks, support vector regression, etc.) for solving various
learning tasks (e.g. classification, regression, etc.) [242]. Anomaly detection is another
application for autoencoders. In general, autoencoders are trained using only data rep-
resenting normal behavior. A well-trained autoencoder should be able to reconstruct
normal instances very well with small errors, but it should fail to reproduce anoma-
lous observations (not seen during the training phase) with much larger reconstruction
errors or losses [242].

Denoising Autoencoder A denoising autoencoder (DAE) [243, 244] is an extension
and a stochastic version of the autoencoder [235]. It lowers the likelihood of learning
the identity function by randomly corrupting the input (e.g., adding noise) and at-
tempting to reconstruct the original, uncorrupted input. Figure 3.27 shows a standard
architecture of the DAE. The input x is corrupted by adding some noise to get x̃. The
encoder then converts the noisy input x̃ to a low dimensional representation z, which
the decoder uses to reconstruct the output x̂.
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Denoising Convolutional Autoencoder A denoising convolutional autoencoder [245]
has the same standard DAE structure with convolutional encoding and decoding layers
instead of fully connected layers [235]. Each convolution layer consists of multiple ker-
nels used to extract features or so-called feature maps [235]. The latent representation
zk of feature map k is represented by [245]:

zk = Wk · x + bk, (3.21)

The output of the decoder is expressed as [245]:

x̂ = g

∑
k∈H

W ′
k · x + b′

k

 (3.22)

where H denotes the group of latent feature maps.

Variational Autoencoder A variational autoencoder (VAE) [246, 247, 248] is a spe-
cific type of deep generative models, having the same architecture as traditional autoen-
coders. The VAE forces the model to learn the input distribution by constraining the
latent-space representation z to be distributed according to a prior distribution pθ(z),
typically a multivariate unit Gaussian distribution, in contrast to the conventional au-
toencoder, which deterministically encodes the input into the latent representation and
then outputs the reconstructed input. x is sampled from pθ(x|z), which can be obtained
using a decoder neural network (generative model) with parameters θ, to decode z into
a distribution over the observation x. As the true posterior pθ(z|x) is intractable for a
continuous latent space z, variational inference techniques are frequently used to find
an approximate posterior qϕ(z|x), which can be represented by an encoder neural net-
work (recognition network) with parameters ϕ. Typically, this posterior is supposed to
be N(µϕ(x), σ2

ϕ(x)), with the neural network optimizing µϕ (x) and σϕ(x) parameters.
As shown in Fig. 3.28, a VAE is composed of an encoder, a latent distribution, and a
decoder. The input x is fed into the encoder (i.e., qϕ(z|x)) to produce the parameters
of the latent distribution (e.g., the mean µ, the standard deviation σ). Then, the la-
tent vector z is produced by performing random sampling from the distribution. The
decoder (i.e., pθ(z|x)) then adopts the latent vector to reconstruct the original input
x. The encoder and the decoder networks are trained simultaneously by maximizing
the objective function which can be expressed as follows [248, 246]:

LV AE(θ, ϕ; x) = Eqϕ(z|x) [log (pθ (x|z))]−DKL [qϕ (z|x) ||pθ(z)] , (3.23)

where pθ(x|z) denotes the likelihood of x given z, and θ and ϕ represent the decoder
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Figure 3.28: Structure of a variational autoencoder (VAE) [242].

and the encoder parameters to be optimized.
The first term of Eq. (3.23) is the reconstruction likelihood, which denotes how well
the decoder learns the training data. The second term of Eq. (3.23) represents the
Kullback-Leibler divergence (DKL) between the probability distribution learnt by the
encoder and the prior distribution of the latent representation z, which acts as a regu-
larization term to make the posterior distribution resemble the prior distribution. the
purpose of training a VAE is to jointly determine the optimal θ and ϕ parameters by
maximizing the objective function (Eq. (3.23)) with respect to both parameters. The
maximization of the objective function with respect to θ maximizes the reconstruction
likelihood (i.e. reducing the reconstruction error between the input and its reconstruc-
tion), whereas maximizing Eq. (3.23) with respect to ϕ minimizes the (DKL) (i.e.
maximizing the similarity between the true posterior pθ(z|x) and its approximation
qϕ(z|x).

Conditional Variational Autoencoder A conditional variational autoencoder (CVAE)
[249, 250] is an extension of the standard VAE by conditioning the encoder and the
decoder with auxiliary covariate information (i.e., additional property of the data such
as label or a class) as shown in Fig. 3.29. The encoder is conditioned on the input x

and the covariates c whereas the decoder is conditioned on the latent representation z

and c. Hence, the objective function of CVAE is expressed as follows [251]:

LCV AE (θ, ϕ; x, c) = Eqϕ(z|x,c) [log(pθ (x|z, c)]−DKL [qϕ (z|x, c) ||pθ (z|c)] (3.24)



3 Predictive Maintenance 71

Figure 3.29: Architecture of a conditional variational autoencoder [242].

Generative Adversarial Network Generative adversarial networks (GANs) [252, 253,
254] are a type of generative models able to create new content such as an image, text, or
audio. The GAN model architecture consists of two sub-models, namely the generator
G and the discriminator D, which are trained and optimized simultaneously while
competing with each other. G is trained to produce realistic samples from a random
noise input z, to fool D, which is trained to distinguish the real samples x from the
fake ones made by G. The objective function of a GAN model (LGAN), whereby G

tries to minimize it and D tries to maximize it, can be formulated as follows [255]:

LGAN = min
G

max
D

[
Ex∼pdata(x)[log (D (x))

]
+ Ez∼pz(z) [log((1−D (G (z))] , (3.25)

Multitask Learning Multi-task learning (MTL) [256] is a learning paradigm in ML
that aims to improve the generalization performance of multiple tasks by learning
them jointly while sharing knowledge across them. It has been widely used in a variety
of fields, including natural language processing and computer vision [4]. The MTL
approaches can be divided into two types: hard parameter sharing and soft parameter
sharing [256]. The hard parameter sharing method involves sharing the hidden layers
with the various tasks (completely sharing the weights and parameters between all
tasks) while preserving task-specific output layers learnt independently by each task
[4]. Whereas for the soft parameter sharing approach, a model with its own parameters
is learnt for each task, and the distance between the parameters of the model is then
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regularized to encourage similarities among related parameters [4].

3.5.5 Performance Metrics

To evaluate the performance of an ML model, several metrics are adopted based on the
type of the problem or task to be solved (e.g., classification or regression problems).

3.5.5.1 Classification Evaluation Metrics

To assess the performance of a classification model (“a classifier”), the following metrics
are commonly used:

• Confusion matrix : it is a performance measurement method summarizing the
prediction results on a classification problem, whereby the number of correct and
incorrect predictions made by the ML method are summarized with count values
and broken down by each class. Figure 3.30 illustrates the confusion matrix for
a binary classification problem. The different elements of a confusion matrix can
be defined as follows:

– True positive (TP) denotes the number of “positive” instances correctly
classified (the predicted class and actual class both are positive).

– True negative (TN) represents the number of “negative” instances correctly
classified (the predicted class and actual class both are negative)

– False negative (FN) denotes the number of “positive” instances misclassified
as “negative” (the predicted class is negative whereas the actual class is
positive)

– False positive (FP) denotes the number of “negative” instances misclassified
as “positive” (the predictive class is positive whereas the actual class is
negative)

• Precision (P) quantifies the relevance of the predictions made by the ML model.
It is expressed as:

P = TP

TP + FP
(3.26)

• Recall (R) provides the total relevant results correctly classified by the ML model.
It is formulated as:

R = TP

TP + FN
(3.27)
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Figure 3.30: Confusion matrix of a classifier [257].

• F1 score score is the harmonic mean of the precision and recall, calculated as:

F1 = 2PR

P + R
(3.28)

• Accuracy (A) can be defined as the total number of correctly classified instances
divided by the total number of test instances. It is calculated as follows:

A = TP + TN

TP + TN + FP + FN
(3.29)

• Receiver operating curve (ROC) is a graphical plot illustrating the performance
of a classification model at all classification thresholds. It plots the true positive
rate (TPR) (the proportion of observations that are correctly predicted to be
positive out of all positive observations) against the false positive rate (FPR)
(the proportion of observations that are incorrectly predicted to be positive out
of all negative observations).

• Area under curve (AUC) measures the degree of separability between the classes
(the ability of a classifier to distinguish between classes). The higher the AUC, the
better the performance of the ML model at discriminating between the classes.
An excellent or perfect model achieves an AUC near to 1.

3.5.5.2 Regression Evaluation Metrics

The most commonly used metrics for evaluating the performance of a regression model
are the following:
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• Mean Squared Error (MSE) is computed as the mean or average of the squared
differences between predicted and actual value. It is given by:

MSE =
∑N

i=1 (yi − ŷi)2

N
(3.30)

where yi denotes the ith expected value, and ŷi represents the ith predicted value.

• Root Mean Squared Error (RMSE) is calculated as follows:

RMSE =

√∑N
i=1 (yi − ŷi)2

N
(3.31)

• Mean Absolute Error (MAE) is calculated as the average of the absolute error
values.

MAE =
∑N

i=1 |yi − ŷi|
N

(3.32)

• Mean absolute percentage error (MAPE) measures the error between actual and
predicted values as a percentage. It is calculated as follows:

MAPE =
∑N

i=1
|yi−ŷi|

|yi|

N
(3.33)

3.6 Use Cases

3.6.1 Equipment Failure Prediction

For this use case, the goal is to predict, if an equipment will fail in a given period (e.g.,
next week, next month) or not. In machine learning terminology, this is referred to as
a binary classification problem (class 1: “equipment will fail”, class 0: “equipment will
not fail”). A labeled dataset including both normal and failure instances/observations
has to be fed to the ML model for the training and learning phase.

3.6.2 Equipment Remaining Useful Life Prediction

In this use case, the purpose is to predict the remaining useful life (RUL) of an equip-
ment, which is defined as the time remaining for a component to perform its intended
function before failing. In machine learning terms, this is considered as a regression
problem (the target/the output is to predict the value of the RUL). A dataset including
the operational behavior of an equipment at different stages of an asset life cycle (e.g.,
normal operation, early degradation phase, 1% remaining life etc.) has to be available
for solving such problem.
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3.6.3 Anomaly Detection in Equipment Behavior

In this use case, the objective is to detect unusual or abnormal behaviors or patterns
(e.g., asset degradation, power issues, failures, etc.) during the equipment operation,
and to trigger an alert as soon as an anomaly is spotted. This use case can be considered
either as a supervised learning problem or most commonly as a unsupervised learning
task. To solve such a use case as a supervised learning problem (binary classification),
labeled data composed of “normal” and “abnormal” instances has to be provided.

3.6.4 Equipment Failure Diagnosis

The goal of this use case is to identify the type of equipment failures or anomalies.
This use case can be considered as a multi-classification problem. A labeled dataset
including instances for each type of failures to be investigated has to be given for the
ML model in order to learn the patterns characterizing each failure type.

3.7 Challenges

Implementing a predictive maintenance program is not trouble-free. Several challenges
may be encountered by deploying such a strategy in industry. Among them, we can
list the following [258, 259]:

• Lack of failure data: As equipment failures do not occur frequently, collecting
enough failure data can be a time-consuming and challenging task. Therefore,
developing accurate and reliable ML models to solve predictive maintenance use
cases can be very difficult due to the lack of sufficient training data.

• Integration: To implement a fully functional predictive maintenance program,
there is a need to establish an IoT network or platform to collect, process and store
the data, and to integrate it with other existing programs such as an ERP system
(Enterprise Resource Planning), an MES (Manufacturing Execution System) or
other supervisory and process control systems. The different systems have to be
connected through newly developed API’s (Application Programming Interfaces).

• Security and privacy concerns: As many data of the production or manufacturing
plant is being collected, processed, and stored somewhere in a database that can
be located in the cloud, there are a lot of concerns about the security of the IoT
network and the privacy of the data.
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• Costs: Implementing a predictive maintenance strategy can be expensive. The
costs include the costs for buying and building new smart sensors, training the
staff to work with the new technologies, building of the IoT platform etc.
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4 Predictive Maintenance for Semiconductor Lasers

Since its inception in 1962, the semiconductor laser has rapidly evolved to meet the
demands of optical networks in terms of high launch power, low linewidth, moderate
electrical power consumption, and wavelength stability [260, 261]. Furthermore, these
applications have stringent requirements for semiconductor laser reliability.
Degradation mechanisms govern the reliability of such lasers. A variety of internal and
external conditions, such as contamination, crystal flaws, ambient temperature, and so
on, can have a negative impact on laser performance[7]. Many of these factors are un-
controllable, and their interaction can result in complex degradation mechanisms that
are difficult to model [262]. Furthermore, the complexity of the laser structures, as
well as the variety of factors causing degradation, make it difficult to fully comprehend
the physical processes governing degradation. Consequently, it is challenging to adopt
physics-based models that make use of explicit mathematical equations to model the
system’s degradation behavior.

Data-driven prognostic approaches, which do not require system specific knowledge or
physical models to conduct the prognostics and health monitoring, have recently gained
popularity. They learn the system behavior by extracting insights from the gathered
data, and thereby predict the future state of degradation, the type of failure modes,
and the remaining useful life. The availability of run-to-failure data sets that indicate
both the behavior for normal operation and the degradation process under various op-
erating conditions is necessary for the development of such prognostic algorithms.

In this chapter, several ML-based data-driven diagnostic and prognostic approaches for
different semiconductor laser predictive maintenance use cases are presented and dis-
cussed. The validation of the proposed ML models is carried out using either synthetic
data or experimental data obtained from accelerated life tests conducted under high
stress conditions (for example, high temperatures) to speed up the degradation and
thereby shorten the time to failure of the device as it takes a long time (many years)
to collect meaningful reliability field data. Section 4.1 discusses the application of an
unsupervised ML approach, specifically the conditional variational autoencoder, to the
use case of early semiconductor laser degradation prediction. Section 4.2 describes the
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use of a supervised learning technique (LSTM) to identify the different types of laser
failure modes. The application of an artificial neural network model to predict the
MTTF of a semiconductor laser is discussed in Section 4.3. Adopting ML techniques
to tackle the semiconductor laser RUL prediction use case is covered in Section 4.4.
Section 4.5 describes a combined ML approach comprised of different ML models for
addressing various semiconductor laser predictive maintenance use cases.

4.1 Degradation Prediction Use Case

The goal of this use case is to predict the degradation behavior that semiconductor
laser devices deployed in optical networks may exhibit during operation, allowing for
the scheduling of maintenance plans to be performed as early and as efficiently as
possible. This section’s content has already been published in [242].

4.1.1 Model Architecture

The proposed approach, referred to as semi-CVAE (SCVAE) in the following, is a
variant of CVAE in which only the decoder is conditioned on both the latent variable
and the operating conditions (auxiliary covariate information), while the encoding is
unaffected by the operating conditions. Figure 4.1 shows the proposed approach for
semiconductor laser degradation prediction. The proposed model is composed of two
sub-models, the encoder, and the decoder. The encoder compresses the input x, com-
posed of a sequence of output power measurements [x0, x1,. . . x5], and outputs the
parameters of the latent space distribution, namely the mean vector µ and the vari-
ance vector σ. After that, the latent vector z is sampled from the distribution N(µ,σ).
The operating conditions (oc) namely the temperature T and the laser current I, which
influence the degradation trend, are combined with z and fed to the decoder to produce
a reconstructed input x̂. The objective function of the SCVAE model is expressed as
follows:

LV AE (θ, ϕ; x, oc) = Eqϕ(z|x) [log (pθ (x|z, oc))]−DKL [qϕ (z|x) ||pθ (z|oc)] , (4.1)

The encoder’s structure includes two GRU layers with 40 and 20 cells, respectively,
that are used to extract the features of the sequential input x. The decoder is inversely
symmetric to the encoder model. Adaptive moment estimation (Adam) is selected as
an optimizer. ReLU is adopted as an activation function for the hidden layers of the
model.
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Figure 4.1: Proposed GRU-based SCVAE architecture for semiconductor laser degra-
dation prediction [242].

4.1.2 Anomaly Detection

The SCVAE model is trained with data modeling the normal operating behavior only
in order to learn the normal pattern. The reconstruction error (i.e., square L2 norm)
is adopted as anomaly score during the inference phase. Reconstructed input data
with a high anomaly score is considered to be abnormal (e.g., sudden degradation,
gradual degradation, etc.) because it is expected that the fully trained SCVAE recon-
structs normal data by yielding very low reconstruction errors, while failing to produce
anomalous data that was not encountered during the training phase. The process of
the classification of an observation as abnormal or degraded (i.e., abnormal) is outlined
in Algorithm 1.
The instance is categorized as "degraded", if the calculated anomaly score is higher than
a threshold "alpha," else it is regarded as "normal". "α" is a parameter to be optimized.
Once an anomaly is detected, the type of degradation Dtype (e.g., sudden or gradual
failure modes) can be determined by establishing a two-threshold system optimized
based on the reconstruction errors achieved by the SCVAE for each degradation type,
as described below.

Dtype =

gradual, if α < er < β

sudden, if er > β
(4.2)

where β is a parameter to be optimized. The SCVAE model is expected to reconstruct
"sudden degradation" samples with higher reconstruction errors than "gradual degra-
dation" samples because the gradual failure mode trend is slower and looks more like
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Algorithm 1 SCVAE based anomaly detection
Input Normal dataset ( x , oc), degraded dataset (x(i), oc(i)), i= 1,. . ., N, threshold
α
Output Reconstruction error
ϕ, θ ← train an SCVAE given the normal data (x , oc) µz(i), σz(i) = fθ(z|x(i) .
z(i) ∼ N(µz(i), σz(i))
er(i) = ||x(i) − x̂(i)||
for i = 1, · · · , N do

if er(i) > α then
x(i) is degraded.

else
x(i) is normal.

end if
end for

normal patterns than the sudden degradation trend, which is faster and looks different.

4.1.3 Experimental Data

Experimental data derived from accelerated aging tests performed on VCSEL devices
operating under various operating conditions is adopted to validate the proposed ap-
proach. The aging tests are performed at high temperatures (70°C or 90°C) to signif-
icantly accelerate laser degradation and thus device failure. Under constant current
operation, the output power (i.e., degradation parameter) is monitored for 15,000 hours.
The device’s failure criterion is defined as a decrease in output power of more than 20%
from its initial value. Figure 4.2 depicts aging test results for several semiconductor
lasers performed under various operating conditions. In total, a dataset of 6,786 sam-
ples composed of sequences of output power measurements monitored for 5,000 hours,
combined with the operating conditions T and I, is constructed. The state of the
device (normal or degraded) based on the aforementioned failure criterion is assigned
to each sample. The data is then normalized and randomly divided into training data
(composed of 80% of the samples) and test dataset (the remaining 20%). The training
dataset contains only samples of normal devices, whereas the test dataset comprises
samples of both, normal (25%) and degraded devices (75%). In order to test the ef-
fectiveness of the ML model in predicting degradation early, only degraded lasers that
failed after 5,000 hours are taken into consideration.
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Figure 4.2: Experimental aging test data of VCSELs conducted under different oper-
ating conditions: (a) T = 70°C, I = 15 mA, (b) T = 90°C, I = 10 mA, (c)
T = 90°C, I = 15 mA [242].

4.1.4 Experimental Results

4.1.4.1 Performance Evaluation

The SCVAE model’s degradation prediction capability is improved by selecting an
optimal threshold α. Figure 4.3 shows the precision, the recall (i.e. sensitivity), and the
F1 score curves as a function of α. If the threshold is set too low, many degraded laser
devices are categorized as normal, resulting in a higher false positive ratio. However,
if the threshold is too high, many healthy devices are classified as degraded, increasing
the false negative ratio. As a result, the optimal threshold that provides the best
precision and recall tradeoff (i.e., maximizing the F1 score) is chosen. For the optimal
chosen threshold of 0.013, the precision, the recall, and the F1 score are 98.6%, 92.2%,
and 95.3%, respectively. The normal and abnormal reconstruction score distributions
appear well separated, as shown in Fig. 4.4, indicating that the SCVAE has efficiently
learned the relevant features characterizing the normal behavior or pattern. The ROC
curve shows that the SCVAE model can discriminate between normal and degraded
classes very well, with an AUC (i.e. degree of separability between classes) of 0.96, and
that the optimally chosen threshold generalizes well for the test dataset.
An unseen test dataset consisting of measurement sequences with 5,000 hours of ran-
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Figure 4.3: The optimal threshold selection based on the precision, recall and F1 scores
yielded by SCVAE [242].

Figure 4.4: (a) Representation of the anomaly score distributions, (b) Receiver operat-
ing characteristic (ROC) curve achieved by the SCVAE [242].

domly selected normal and degraded VCSELs that failed after 5,000 hours is taken into
consideration to assess the early degradation prediction power of the SCVAE model.
As shown in Fig. 4.5, the proposed approach can accurately and early predict the
degraded or failed devices before reaching the failure criterion or the end of the aging
test (i.e., 15,000 hours), demonstrating the usefulness of the SCVAE in early predicting
the failed devices and thus reducing the time and costs of conducting the aging tests
over a long period of time (the aging time can be shortened by 66.6% while achieving
high detection accuracy). Please note that conventional approaches based on a thresh-
old system for laser failure detection fail to predict degraded devices at 5,000 hours
because the decrease in output power for the considered devices at that time does not
meet the failure criterion, whereas the ML model can predict failed devices earlier.
Consequently, it is beneficial to use an ML model to predict degradation early.
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Figure 4.5: Assessment of early degradation prediction capability of the SCVAE model
[242].

4.1.4.2 Comparison of SCVAE with other ML models

The proposed SCVAE model is compared with the following anomaly detection-based
ML algorithms: One-Class Support Vector machine (OCSVM) [263], Local Outlier Fac-
tor (LOF) [264], a standard GRU-based autoencoder (GRU-AE), and a convolutional
based autoencoder (Conv-AE). The hyperparameters of the various ML models men-
tioned above are optimized. OCSVM has a linear kernel with a coefficient of 0.1 and a
parameter of 0.6 that represents an upper bound on the fraction of training errors and
a lower bound on the fraction of support vectors. The tuned hyperparameters of LOF
are a neighborhood size of 100 (which defines the neighborhood for the computation
of local density) and a contamination parameter of 0.5 (which specifies the proportion
of points to be labeled as anomalies). The standard AE is made up of an encoder and
a decoder sub-model with four layers, where the encoder has two GRU layers with 40
and 20 cells, respectively, and the decoder’s architecture is inversely symmetric to the
encoder’s structure. The convolutional autoencoder architecture consists of a 7-layer
encoder and decoder sub-model, with the encoder composed of a series of 3 convolu-
tional layers containing 32, 16, 32 filters of size 31 with a stride of 2, 1, 1, respectively.
The results depicted in Fig. 4.6 prove that the proposed model outperforms the other
ML approaches by achieving the highest F1 and AUC values. In comparison, SCVAE
achieves significant improvements in AUC and F1 scores of more than 5% and 3.3%,
respectively. In comparison to the considered baseline (conv-AE, a recently presented
model for laser anomaly detection [265]), the proposed approach improves prediction
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capability by 7% and 4.98% in AUC and F1 score metrics, respectively. The com-
parison results of the deterministic autoencoders GRU-AE and Conv-AE show that
GRU-AE outperforms Conv-AE in terms of AUC and F1 score, owing to the fact that
GRU is better at processing sequential data and capturing relevant features than the
convolutional layers.

(a)

(b)

Figure 4.6: Comparison of different ML methods in terms of: (a) area under curve
(AUC) score, and (b) F1 score [242].

4.1.4.3 Degradation Type Classification

The capability of SCVAE in categorizing the type of the degradation is optimized by
choosing an optimal threshold β. The precision, recall and F1 score curves as function
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of β are depicted in Fig. 4.7. If β is set too high, many sudden degradation samples
will be classified as gradual degradation, resulting in a low recall score. If β is too
low, several gradual degradation failures will be labeled as sudden degradation failure
modes, leading to a low precision score. As a result, the threshold β that maximizes the
F1 score is chosen as the optimal threshold. The precision, recall, and F1 score for the
optimally chosen threshold of 0.1 are 96.9%, 94.2%, and 95.5%, respectively. Figure
4.8 illustrates that the type of degradation (i.e., sudden or gradual) can be determined
based on the anomaly score (i.e., the reconstruction error) obtained by the SCVAE.
Based on the optimally selected threshold β of 0.1, the anomalous samples (those with
anomaly scores higher than α) can be categorized as "gradual" or "sudden".

Figure 4.7: The optimal threshold selection for degradation type classification based
on the precision, recall and F1 scores yielded by SCVAE [242].

Figure 4.8: Degradation type classification according to the anomaly score [242].
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4.2 Degradation Type Identification Use Case

The goal of this use case is to identify the type of degradation (i.e. failure mode) that
lasers deployed in optical networks may exhibit during operation as early as possible.
The previous section demonstrated how to identify the type of degradation by using
a two-threshold system optimized based on the reconstruction errors obtained by the
autoencoder model (unsupervised learning method). Please note that the optimally
chosen thresholds α and β must be optimized for each of the operating conditions (e.g.
normal operating conditions) that differ from the ones used to select the thresholds
(stressed conditions), using representative data that includes device failures observed
under those operating conditions, because the patterns of the different degradation
types under such operating conditions may differ slightly from the patterns of the fail-
ure models under the operating conditions used to select α and β. However, optimizing
thresholds for each of the operational circumstances can be a time-consuming and inef-
ficient process. That is why, in this section, a different approach (a supervised learning
method) is presented to solving the learning task "early identification of laser degrada-
tion types" under different operating conditions. A meaningful data set with an equal
and sufficient number of samples or examples for each type of degradation observed
under various operational conditions must be available to train such an approach. The
content of this section has already been published in [266].

4.2.1 Model Architecture

The laser failure mode identification task is formulated as a multi-classification prob-
lem, with LSTM as the algorithm of choice because it is well-suited for processing
sequential data (time series data) and capturing relevant features.
Figure 4.9 shows the architecture of the proposed approach for early identifying the
type of degradation. The input of the ML model is composed of the historical cur-
rent measurements ([I1... I100]), combined with the laser parameters influencing the
degradation, namely the current threshold Ith, temperature T , optical power P , and
the wavelength λ. The input is fed to 2 LSTM layers composed of 32, and 16 cells,
respectively. The relevant features extracted by the LSTM layers are then fed to the
output layer that outputs the type of the laser degradation (0: normal, 1: gradual
degradation, 2: rapid degradation and 3: sudden degradation). As the loss function,
a categorical cross-entropy function is used to update the weights of the LSTM model
based on the difference between the predicted and desired output.
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Figure 4.9: Architecture of the proposed ML model for early laser degradation type
identification [266].

4.2.2 Synthetic Data Generation

In the absence of real field data to train the ML-algorithm, synthetic data is generated,
whereby an analytic model is adopted to simulate the patterns of laser failure modes,
including gradual, rapid, and sudden degradation, along with normal laser operation.
Equation (4.3) models the variation of the operational current as a function of the time
under constant power [267, 266].

I(t) = I0 + β exp
(

P n exp
(

µ0 −
Ea

kBT

)
t
)

(4.3)

where the parameter n represents the derating exponent, EA denotes the activation
energy, µ0 is the scale parameter, β denotes the non-radiative current, and T is the
temperature.
The input features, which include the optical power P , the threshold current I0 and the
temperature T , are extracted from real laser datasheets specifications [268], whereas
the underlying coefficients used to create the various degradation patterns are derived
using normal distributions.
Approximately 1,500 samples are generated for each type of laser degradation mode,
as well as for normal laser behavior. In total, a dataset composed of 6,000 samples
modeling the variation of the current as a function of the time under various operating
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conditions is built for the development of the laser degradation type identification
model. The synthetically generated dataset represents the laser degradation modes at
three different time scales: rapid degradation can be observed within the first 100 hours
of operation, gradual degradation can last for many hundreds of hours, and catastrophic
degradation can occur after many hours of normal operation. The aforementioned data
is divided into sequences of length 100. The gradual degradation sequences are averaged
to create a compact 100 sequence that represents this failure mode. Figure 4.10 shows
the different laser failure modes patterns after preprocessing, where the x-axis indicates
different time indices.

Figure 4.10: Laser failure mode patterns: (a) normal, (b) gradual degradation, (c)
sudden degradation, and (d) rapid degradation [266].

After preprocessing, the data is split into a 60% training dataset, a 20% validation
dataset and a 20% test dataset. To simulate real field data, the test dataset is altered
so that only 20 - 40% of the fault pattern is maintained for each failure mode sample,
and prepended with a normal laser operation sequence representing 60% - 80% of the
observation.

4.2.3 Results

The performance of the implemented LSTM model is compared with several classical
ML algorithms namely random forest (RF), KNN and multinomial linear regression
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ML Method Accuracy(%) Recall (%) Precision (%) F1 score (%)
KNN 67.1 67 67 64
LR 89.5 90 91 89
RF 88 88 89 88

LSTM (proposed) 99 99 99 99

Table 4.1: Performance comparison of the different ML models.

(LR), in terms of various metrics including the accuracy, the recall, the precision, and
the F1 score. The LSTM model outperforms the other ML methods in terms of all
evaluation metrics, as shown in Table 4.1, by achieving the highest values because
LSTM is better at processing sequential data and capturing long term dependencies.
The confusion matrix shown in Fig. 4.11 (a) demonstrates that the LSTM model
classifies the various degradation types and normal behavior with a very high accuracy
(more than 98%). The ROC curve shown in Fig. 4.11 (b) proves that the ML model
accurately discriminates between the different types of classes by achieving a very high
degree of separability (AUC higher than 99%).

Figure 4.11: Performance evaluation of the ML model for laser degradation identifica-
tion [266].

The performance of the LSTM-based degradation type identification model is compared
with a conventional method, a multi-threshold system that assigns different thresholds
ranging from 20% to 80% of the current increase based on failures, EOL (end of life)
criteria, and laser specification and design. As shown in Table 4.2, the LSTM model
outperforms the threshold system in terms of fault accuracy, which is defined as the
accurate detection of the degradation or failure, when tested on two unseen test data:
one data containing partial test failure patterns and another data incorporating full
patterns. The LSTM model accurately detects the laser failure by achieving a very
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Data ML Method Conventional method
Partial pattern data 99% 24.41%

Full pattern data 99.6% 79%

Table 4.2: Fault accuracy achieved by the ML model and the conventional method for
different unseen test data sets.

high fault accuracy (≥ 99%) for both test data sets. Tested with the partial pattern
data, the obtained fault accuracy of the conventional method (24.4%) is very low as
the threshold based system could correctly classify only the normal behavior while
failing to detect the different degradation types as the increase of the current of the
partial patterns incorporating the different failure modes is below the failure criterion
threshold.

4.3 Laser Lifetime Prediction Use Case

Previous sections have discussed the application of ML techniques to tackle laser di-
agnostics problems. The following sections go over how to use ML methods to solve
laser prognostics tasks. This section will cover the use case, "laser MTTF prediction
using ML". The goal of this use case is to predict the MTTF of a laser during oper-
ation based on various monitored laser parameters by fully utilizing the power of ML
methods in efficiently learning or modeling the dependency between the laser lifetime
and the impact of various laser characteristics on its reliability. The content of this
section has already been published in [269].

4.3.1 Model Architecture

The architecture of the proposed method for laser MTTF prediction is illustrated in
Fig. 4.12. The ML approach based on artificial neural networks (ANNs) takes as input
several monitored laser characteristic parameters namely the optical power (Pop), the
current threshold (Ith), the conversion efficiency (η), the slope efficiency (SE), the
voltage (V ), the wavelength (λ), and the junction temperature (Tj), and outputs the
MTTF. The ANN model is made of two hidden layers with 200 and 100 neurons,
respectively. A mean square error cross-entropy function is adopted as the loss function
to update the weights of the model based on the error between the predicted and the
desired output.
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Figure 4.12: Architecture of the proposed ML model for laser lifetime prediction.

4.3.2 Synthetic Data Generation

Please note that normally, the ML model would be trained using experimentally derived
MTTF values, however, due to a lack of a large dataset, an analytical approach for
synthetically generating MTTF values is used.
Synthetic data for low power (Pop ≤ 10 mW) InGaAsP MQW-DFB lasers operating
at a λ range from 1.53 to 1.57 µm with the case temperature Tc range of -40 ℃ to
85 ℃ with side mode suppression ratio SMSR of greater than 35 dB is generated.
The different laser electro-optical characteristics namely Ith, SE, V and λ are modeled
using a real laser datasheet [270]. Figure 4.13 depicts the performance curves of the
modeled parameters.
The different laser parameters namely Ith , SE,V , λ , η, and junction temperature Tj are
computed for given values of Tc and Pop, randomly chosen from uniform distributions.
The MTTF2 of the produced parameters is determined using a model for two stress
terms namely temperature and the forward current. It is expressed as:

MTTF2 = MTTF1

(
I1

I2

)2
exp

(
Ea

kB

(
1

Tj,2
− 1

Tj,1

))
(4.4)

where Ea denotes the activation energy for the device in units of eV, kB is Boltzmann’s
constant, T(j,1) and T(j,2) are different junction temperatures in units of Kelvin, I1 and
I2 represent the corresponding operating currents at T(j,1) and T(j,2), respectively. The
aforementioned parameters are assumed to be fixed, and the experimentally deter-
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mined MTTF, denoted by MTTF1 (7 × 105 hours), based on accelerated aging test
under stressed conditions (Pop=10 mW, Tc = 50 ℃), is used. The process of the data
generation described above is illustrated in Fig.4.14.

Figure 4.13: a) Current threshold Ith versus case temperature Tc, b) Slope efficiency
SE versus case temperature Tc, c) Voltage V versus temperature Tc , Pop,
and d) Wavelength λ versus temperature Tc [269].

Figure 4.14: Synthetic Laser Reliability Dataset Generation Process [269].
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4.3.3 Conventional Lifetime Prediction Method

Accelerated aging tests for twenty-five 1.55 µm DFB lasers carried out for 5,000 hours
under constant output optical power of 10 mW at 70 ℃ were performed. The cu-
mulative percent failures versus the failure times of the devices estimated by linear
extrapolating the change of Iop up to 50% are plotted on a lognormal probability scale
yielding 1.8 × 105 hours for median lifetime tm, defined as the point of the fitted line
where 50% of devices failed the test, and 0.4 for the standard deviation σ computed
as ln(tm/t1) where t1 denotes the time corresponding to a cumulative failure of 16%
[269]. With the obtained tm and σ, the MTTF1 is calculated as:

MTTF1 = tm exp
(

σ2

2

)
(4.5)

Given a MTTF1 of 1.9 × 105 hours, the MTTF2 of the same device at a different
junction temperature Tj,2 can be determined using the Arrhenius model.

4.3.4 Results

The accuracy of the model prediction is evaluated by adopting two regression evaluation
metrics namely RMSE and the value of scoring function S, which can be expressed as
function of hi, representing the difference between the ith predicted value and ith true
value, as:

S =


∑N

i=1

(
exp

(
−hi

13

)
− 1

)
for hi < 0∑N

i=1

(
exp

(
hi

10

)
− 1

)
for hi ≥ 0

(4.6)

The scoring function assess the estimation error by penalizing overestimated values
more than underestimated values, as overestimated values fail to predict device failure,
resulting in higher costs.
The proposed model’s prediction accuracy is evaluated using previously unseen test
data. The ANN model achieves a small RMSE of 0.37 years and a low scoring function
value of 19.23. The histogram depicted in Fig. 4.15, which illustrates the distribution
of the prediction errors yielded by the ANN model, shows that the proposed approach
can overestimate the MTTF by up to 0.9 years and underestimate it by up to 1.1 years.
To compare the performance of the ANN model with the conventional laser lifetime
prediction method, a test dataset, including different laser characteristics estimated
under similar operating conditions like the accelerated aging tests (same optical power
Pop=10 mW, different temperatures), is produced and adopted. Table 4.3 shows that
the ANN model outperforms the conventional approach (CM) by achieving lower RMSE
and scoring function values. The prediction error histograms shown in Fig. 4.16
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Figure 4.15: Histogram of laser lifetime prediction errors yielded by the proposed ap-
proach.

demonstrate that the ANN model accurately predicts the MTTF with small prediction
errors of less than 0.8 years, whereas the conventional method overestimates the MTTF
(large prediction errors up to 6.7 years).

Evaluation method ANN Conventional method
RMSE [years] 0.4 5.1

Scoring function 6.71 137.2

Table 4.3: Comparison of ANN model with conventional method.
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Figure 4.16: Predictions errors achieved by ANN model and conventional method.
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4.4 Remaining Useful Life Prediction Use Case

In the previous section, an ML-based approach for MTTF prediction using only the
monitored laser characteristics, was presented. However, the degradation trend over
time, which influences MTTF estimation, is not considered as a feature for the ML
model, which may have an adverse effect on the ML model’s prediction accuracy. As
a result, along with the laser characteristics, information about the variation of the
degradation parameters (e.g., current, output power) as a function of time must be
provided as an additional input to build a reliable laser lifetime ML model. There-
fore, in this section, an ML model for predicting the remaining useful life (RUL) of
semiconductor lasers during operation by taking as input the historical output power
measurements, modelling the degradation trend over time, as well as operating condi-
tions and laser characteristics, is presented to enhance the prediction accuracy. The
content of this section has already published in [271].

4.4.1 Model Architecture

As illustrated in Fig. 4.17, the proposed framework is composed of two parallel models
(one based on CNN and one on LSTM), which are followed by a fully connected neu-
ral network that combines the outputs of each model to perform the RUL estimation
regression task. As CNN is good at extracting local spatial features, the operating con-
ditions are fed into the CNN-based model, which consists of three stacked convolution
layers with 32, 32, and 16 filters, respectively, followed by max pooling layers. Because
LSTM is suitable for capturing dependency in sequential data, the output power mea-
surement sequence is provided to the LSTM-based model, which is composed of three
stacked LSTM layers made up of 40, 20, and 10 memory cells, respectively. The CNN
model’s two-dimensional output is flattened into a one-dimensional vector before being
combined with the LSTM model’s output. The fused output is then fed into the neural
network layer, which consists of 64 neurons and outputs the predicted RUL.

4.4.2 Experimental Data

The proposed ML approach is validated using experimental data derived from different
accelerated aging tests for VCSEL samples with various oxide aperture sizes performed
under several controlled operating conditions, namely the current I, the junction tem-
perature Tj, the current density J and the resistance R. The aging tests are carried
out up to 3,500 hours. The temperature T is varied from 85°C to 150°C in order to
significantly increase laser degradation and thus accelerate device failure. The optical
output power is monitored periodically under constant current operation regime. The
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Figure 4.17: Architecture of the proposed model for laser RUL prediction [271].

device’s time to failure tf is defined as the time at which the output power has dropped
by 1 dB (20%) from its initial value. The output power measurements of the various
devices are recorded from the start of the aging test until the device reaches tf or the
end of the test, if the device does not fail during the test. In total, 239 output power
time series are produced. The time series are split with a sliding window of size 3 in
order to increase the amount of data required to train the machine learning model.
The obtained sequences are then combined with the operating conditions including the
oxide aperture size (OA), Tj, I, T , J and R. Each sequence’s RUL is calculated as the
difference between tf and the time t at which the RUL is predicted. The ML model
can only be trained based on the measurement sequences recorded before the failure
occurred up to a maximum of 5,000 hours since it is difficult to predict the RUL over
a long period of time. In total, a data set of 729 samples is built, normalized, and split
into a training (comprising of 80% of the sequences) and a test dataset (the remaining
20%).

4.4.3 Results

The accuracy of the ML model RUL estimation is evaluated by adopting several evalu-
ation metrics namely RMSE, MAE, and the scoring function S, which can be expressed
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as follows:

S =


∑N

i=1 exp
(
−RULpred(i)−RULi

a1
− 1

)
for RULpred(i) < RULi∑N

i=1 exp
(
−RULpred(i)−RULi

a2
− 1

)
for RULpred(i) ≥ RULi

(4.7)

where N represents the total number of samples in the test data set, and RULi and
RULpred denote the true RUL and the predicted RUL for the test sample i, respectively.
The parameters a1 and a2 are user-defined parameters, which control the asymmetric
preference for underestimated predictions over overestimated predictions. a1 and a2 are
set to 250 and 220, respectively. The RMSE and MAE metrics are adopted to assess
the closeness between the predicted RULs and the true RULs by equally penalizing
underestimated and overestimated predictions. Whereas the scoring metric severely
penalizes cases where the predicted RUL is greater than the actual RUL because over-
estimated values may result in device failure and higher costs. The performance of
the proposed approach CNN+LSTM is compared with different other ML algorithms
including SVR, RF, MLP, CNN, and LSTM. As depicted in Fig. 4.18, the proposed
model outperforms the aforementioned ML methods in terms of all metrics, achieving
the lowest RMSE, MAE, and scoring values. It achieves a notable improvement over
the different ML approaches particularly SVR and RF, by improving the scoring met-
ric by more than 26.8% and yielding significant improvements in the RMSE and MAE
metrics by more than 11.5% and 16%, respectively.

Figure 4.18: Comparison of the results of the proposed model with other methods [271].

The performance of the proposed approach is compared with a conventional laser RUL
estimation technique based on a linear least-squares-fitting (LLSF) method in terms of
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prediction error. The comparison of the results shown in Fig. 4.19 proves that the pro-
posed ML model significantly outperforms the conventional method by achieving lower
prediction errors. The LLSF technique significantly underestimates or overestimates
the RUL, whereas CNN+LSTM estimates are more accurate.
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Figure 4.19: Histogram of prediction errors of CNN-LSTM and LLSF [271].

4.4.4 Discussion

The developed ML model is effective at predicting the RUL of semiconductor lasers
that degrade gradually. However, predicting the RUL for devices exhibiting sudden
degradation is extremely difficult because the degradation mode begins close to the
failure time and accelerates rapidly. Therefore, it is beneficial to implement a dedi-
cated ML model for estimating the RUL in case of sudden degradation failures. Hence,
two ML models have to be adopted to predict the RUL of lasers dependently on the
type of degradation or failure mode predicted (sudden or gradual degradation) as il-
lustrated in Fig. 4.20. The synthetic data presented in Subsection 4.2.2 is adopted to
validate the proposed framework shown in Fig. 4.20, which has been published in [272].
The adopted ML model for laser degradation type identification is the LSTM model
discussed in Subsection 4.2.1. The architecture of the ML-based RUL prediction mod-
els developed for both sudden and gradual degradation is the same, a stacked-LSTM
architecture with two hidden layers as shown in Fig. 4.21. Each ML-based RUL pre-
diction model is trained by a dataset containing multiple run-to-failure data sequences
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Figure 4.20: Laser RUL prediction approach [272].

Figure 4.21: LSTM-based RUL prediction architecture [272].

(i.e., univariate time series in form of X = [ X(t−N) ,X(t−N−1),. . . X(t−1) ,X(t) ] where
each data sample is a vector containing the current value at that sample time as well as
the operating conditions). For each data sample, the LSTM model predicts the RUL at
that sample time. A piece-wise labelling approach assuming that the laser performance
begins to degrade linearly at some point τ is adopted to compute the RUL label for
each data sample. Eq. (4.10), where tf represents the time to failure of the device,
provides the formula used for labeling the RUL in form of normalized life percentage.

RUL =

1, ∀ t ≤ τ

tf −t

tf −τ
, ∀ t > τ

(4.8)

The results show that the LSTM-based RUL prediction model for sudden degradation
accurately predicts the RUL with an RMSE of up to 36 minutes. The RUL prediction
error for the gradual degradation is estimated to reach up to 131 hours. The plots
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shown in Fig. 4.22 demonstrate that the predicted RUL tends to be close to the true
piecewise RUL, particularly at the end-of-life stage.

Figure 4.22: The true and the predicted RUL for randomly selected test samples [272].

4.5 Predictive Maintenance Framework for Semiconductor Lasers

This section describes a combined framework that incorporates various ML methods
for solving the same predictive maintenance tasks (e.g., degradation prediction, RUL
prediction, and so on) discussed in previous sections in order to improve laser reliability.
The content of this section has already been published in [265].

4.5.1 Proposed Framework

The proposed predictive maintenance framework for a semiconductor laser is depicted
in Figure 4.23. Following the deployment of the laser device in an optical network,
the laser current (i.e. degradation parameter) is monitored on a regular basis under
a constant output power operation regime. The laser current measurements that are
collected are then saved in a database. Afterwards, the most recent k monitored current
measurements I(t−k). . . It, are extracted, preprocessed, and fed into an ML model for
real-time prediction of the performance degradation trend. The ML model forecasts
the next value of the laser current I(t+1), which is stored in the database. Finally, the



4 Predictive Maintenance for Semiconductor Lasers 101

sequence of current measurements I(t−k). . . I(t+1) fed into an anomaly detection model to
identify any degradation or abnormal behavior. If a degradation or abnormal behavior
is detected, an RUL prediction model is used to determine the RUL of the device, and
a notification is sent to the maintenance planning unit for root cause analysis. The
maintenance operations are then scheduled based on the predicted RUL.

Figure 4.23: Flow chart of the proposed framework for predictive maintenance of semi-
conductor lasers [265].

4.5.1.1 ML based performance degradation prediction model

The proposed ML model for real-time prediction of performance degradation (i.e.,
increase in laser current) combines the GRU and the attention mechanism, with the
GRU performing a one-step prediction and the attention mechanism assisting the model
in focusing more on relevant features to improve prediction accuracy. As shown in
Fig. 4.24, the attention based GRU model predicts the next current measurement
I(t+1) given a sequence of 9 historical current measurements [ I(t−8), I(t−7),. . . It]. The
proposed model has two GRU layers with 64 and 32 cells, respectively, followed by
an attention layer, and finally a fully connected layer with no activation function that
outputs I(t+1). The GRU layers process the sequential input to capture the temporal
dependency modeling the degradation trend, and outputs the hidden states [ h(t−8),
h(t−7),. . . ht] (i.e. the learned or extracted features). The attention layer then assigns to
each extracted feature hi a weight (i.e. attention score) αi to generate a context vector
ct containing the relevant information. The weighted attention features are then fed
into a fully connected layer with output I(t+1). Using the Adam optimizer, the model
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is optimized by minimizing the MSE (i.e. the cost function) between the predicted and
true current values.

Figure 4.24: Architecture of the proposed attention based GRU model for performance
degradation prediction [265].

4.5.1.2 ML based anomaly detection model

The proposed model for detecting laser anomalies is based on a convolutional autoen-
coder, as shown in Fig. 4.25. The model includes a 7-layer encoder and decoder
sub-model. The encoder takes a current measurement sequence of length 10 as input
and encodes it into low dimensional features using a series of three convolutional layers
each containing 32, 16, 32 filters of size 31 with a stride of 2, 1, 1. respectively. Given
the encoder’s compressed representation output, the decoder reconstructs the original
input. The decoder is made up of four transposed convolutional layers that are used
to up-sample the feature maps, with the last transposed convolutional layer using one
filter of size 31 and a stride of one to generate the output. The cost function is the
MSE, which is adjusted by using Adam optimizer. It should be noted that the model
is trained using normal data that represents the laser device’s normal state in order to
learn the distribution that characterizes normal behavior. Once the model has been
trained, the classification of an instance as anomalous/normal is carried out as shown
in Fig. 4.26. First, an anomaly score that quantifies the error between the input I and
the reconstructed input Î (the output), is computed. MAE is used as an anomaly score
in this study. If the calculated anomaly score is greater than a predefined threshold θ,
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Figure 4.25: Structure of the proposed convolutional autoencoder for laser anomaly
detection [265].

the instance is classified as "anomalous," otherwise it is categorized as "normal". θ is a
hyperparameter that is optimized according to the number of true and false positives.

Figure 4.26: Flow chart of the process of instance classification as anomalous or normal
[265].
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4.5.1.3 ML based RUL prediction

The proposed attention-based deep learning model for RUL prediction is depicted
in Figure 4.27. In order to improve prediction accuracy, the proposed approach fully
utilizes the fusion of the sequential and temporal features learned by the GRU-attention
based layers and the statistical features characterizing the degradation trend, namely
the root mean square (RMS), kurtosis (β), and skewness (δ). The sequential input
[I(t−8), I(t−7),. . . I(t+1)] is fed to 2 GRU layers made up of 64 and 32 cells, respectively,
whereas the statistical features are given to a fully connected layer composed of 32
neurons. The learned features are then transferred to the attention layer to capture
the most important features, which are then merged with the output features of the
fully connected layer. The fused features are then fed into a fully connected layer with
32 neurons, followed by a dropout layer to prevent overfitting, and finally the RUL is
output. The entire network is simultaneously trained by using an Adam optimizer to
minimize the cost function (MSE).

Figure 4.27: Structure of the proposed model for laser RUL prediction [265].

4.5.2 Methodology

The methodology depicted in Fig. 4.28 is adopted in order to validate the proposed
framework. First, accelerated aging tests are performed under stressed conditions to
induce laser degradation and thus accelerate device failure, with the laser current being
monitored periodically under constant optical output power. After that, the collected
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current measurement data is then normalized and divided into fixed length sequences.
The preprocessed data is then fed into a GAN model to train it to synthetically generate
realistic data that is similar to the real data. After training the GAN model, the
generator is used to generate synthetic data, which is then used to train the various ML
models involved in the predictive maintenance framework. Afterwards, each trained
ML model is tested with real experimental data to assess its performance.

Figure 4.28: Methodology for the validation of the proposed framework [265].

4.5.3 Experimental data

Accelerated aging tests are carried out for various tunable laser devices operating at
high temperatures of 90°C to significantly increase laser degradation and thus speed up
device failure. The current is measured on a regular basis at the following times: 2, 20,
40, 60, 80, 100, 150, 500, 1000, 1500, 2000, and 3000 hours. The device’s time to failure
tf is defined as the time when the current has increased beyond 20% of its initial value.
The recorded current measurements of the tested devices are shown in Figure 4.29. A
dataset of 384 samples containing the sequences of monitored current measurements
of the tested devices (i.e., 384 semiconductor lasers) is generated. The RUL computed
as the difference between tf and the time t at which the RUL is predicted, as well as
the device state (normal or anomalous/degraded), are assigned to each sample. Since
the ML-based anomaly detection model is trained exclusively with normal data, only
samples of normal devices are taken into account for training the GAN model. The first
ten current values from each considered sample are then extracted, while the remaining
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current values are kept for testing the ML-based performance prediction model’s short-
term and long-term prediction capability. In total, a dataset composed of 278 samples
is adopted for training the GAN model.
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Figure 4.29: Recorded current measurements of different laser devices conducted at
90°C [265].

4.5.4 Synthetic data

Figure 4.30 depicts the process of generating synthetic laser reliability data using GAN.
The generator attempts to generate realistic data from a random noise input, whereas
the discriminator is trained to differentiate between the generator’s fake data and the
real data. The generator and discriminator are both updated at the same time. The
training procedure is repeated until the generator can generate data samples that the
discriminator cannot distinguish from real data. The generator’s architecture is made
up of one LSTM layer with eight cells, followed by four convolutional layers with 32,
16, 16, 1 filters of size 3×1. The discriminator has 3 convolutional layers with 32
filters of size 3×1. The binary cross entropy serves as the cost function for the GAN
model, with the generator attempting to minimize it and the discriminator attempting
to maximize it.
After the GAN model has been trained, the generator is used to generate synthetic
data. The evaluation metrics percent root mean square difference (PRD), RMSE, and
the Fréchet distance (FD) are used to assess the quality of the synthetic data. PRD is
used to assess the difference between real and generated data and can be expressed as:

PRD =

√√√√∑N
i=1 (xi − x̂i)2∑N

i=1 (xi)2 × 100 (4.9)
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Figure 4.30: Synthetic data generation using a generative adversarial network (GAN)
model [265].

where xi represents the value of the sampling point i of the real sequence, x̂i denotes
the value of the sampling point i of the generated sequence, and N is the length of the
sequence.
The RMSE measures the consistency between the original and synthetic data.
FD quantifies the similarity between the real data and the generated data curves.
Let OR=(u1,u2. . . uR) be the order of points along the segmented real curves, and
OS=(v1,v2. . . vS) be the order of points along the segmented synthetic curves. The
length ∥d∥ of the sequence consisting of couple of points (ua1 ,vb1), . . . (uan ,vbn) is
calculated as:

∥d∥ = maxi=1..nd (uai
, vbi

) , (4.10)

where d denotes the Euclidean distance.
FD is computed as:

FD (R, S) = min{||d||} (4.11)

Please keep in mind that a good or optimal synthetic data generation method should
have very low or near-zero PRD, RMSE, and FD metrics.
Table. 4.4 demonstrates that the various evaluation metrics are very small, indicating
that the synthetic data is very close to the real data.

Evaluation metric PRD FD RMSE
Value 2.87 0.45 0.028

Table 4.4: Assessment of the synthetic data using the metrics PRD, FD and RMSE.

A t-SNE, a technique for visualizing a high-dimensional data into two-dimensional
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space (tSNE1 and tSNE2), is used to qualitatively assess how close the distribution of
the synthetic data is to the distribution of the real data. Figure 4.31 shows that the
distribution of the synthetic data is similar to that of the original experimental data,
demonstrating the generator’s effectiveness in producing realistic data.

Figure 4.31: t-SNE visualization of the synthetic and real data distributions.

In total, a synthetic dataset of 5,600 samples is produced. Based on the defined failure
criteria, the RUL and device state are computed for each sample. The data is then
normalized before being fed into the ML models for training.

4.5.5 Validation results of the performance prediction model

The proposed model is compared to other ML techniques, namely multilayer perceptron
(MLP), CNN, and RNN by using as evaluation metrics the MAPE and the coefficient
of variation of the root mean squared error (CVRMSE), which can be expressed as:

CV RMSE = 100
x̄

√∑N
i=1 (xi − x′

i)
2

N
(4.12)

where N denotes the number of test samples and x̄ represents the average of the true
current values. It should be noted that a lower MAPE and CVRMSE value indicates
a better prediction capability.
The aforementioned ML models are trained on a synthetic dataset and then tested on
a real experimental dataset. The comparison results shown in Fig. 4.32 demonstrate
that the proposed model outperforms the other ML algorithms by achieving the lowest
MAPE and CVRMSE values, indicating that the proposed method produces better
prediction performance.
The ability of the proposed model to predict in the short and long term is evaluated.
It is worth noting that the model is trained with current measurements until 1,000
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Figure 4.32: Results of the comparison of the proposed method with MLP, CNN and
RNN in terms of MAPE and CVRMSE [265].

hours and then tested to forecast current values at 1,500 hours, 2,000 hours, and 3,000
hours. The predicted values of two random samples are shown in Figure 4.33. The
forecasted values are close to the actual values and follow the same degradation trend as
the actual values, demonstrating the effectiveness of the proposed model in predicting
current measurements.

Figure 4.33: Results of laser current prediction for two random test samples: (a) short-
term prediction of the current at 1,500 h, (b) long-term prediction of the
current up to 3,000 h [265].

Validation results of the ML model for anomaly detection The model’s detection
capability is optimized by selecting the optimal threshold θ. Figure 4.34 illustrates the
precision, recall and F1 score curves along with θ. As discussed in Section 4.1, the
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optimal threshold, that provides the best precision and recall tradeoff (i.e. maximizing
the F1 score) is selected. For the optimal chosen threshold of 0.019, the precision, the
recall, the F1 score and the accuracy are 96.72%, 92%, 94% and 94.24%, respectively.

Figure 4.34: The optimal threshold selection based on the precision, recall and F1 score
scores yielded by the autoencoder [265].

Validation results of the ML model for RUL prediction After training with syn-
thetic data, the proposed model for RUL prediction is tested with experimental data
using the RMSE and MAE evaluation metrics. The proposed method’s prediction ca-
pability with the GRU model without attention mechanism and the attention-based
GRU method are compared. Figure 4.35 shows that the proposed model has the low-
est RMSE and MAE scores, demonstrating that adding statistical features and the
attention mechanism helps to improve RUL estimation capability. The addition of the
attention mechanism improves performance by 10.3% and 8% in the RMSE and MAE
metrics, respectively. Whereas incorporating both statistical features and an attention
mechanism improves prediction capability by 32.6% and 18.5%, respectively, in RMSE
and MAE.
The proposed model is compared with other ML techniques, namely RF, SVR, MLP,
RNN, LSTM and CNN, using as evaluation metrics the RMSE and the MAE. The
results shown in Table 4.5 demonstrate that the proposed method outperforms the
other ML models by achieving the smallest scores of RMSE and MAE. The comparison
results of the computational time (inference time) of the proposed model and other ML
methods in Table 4.8 show that the proposed method consumes more time in testing
(inference) due to its deep architecture, and that the shallow ML techniques RF and
SVR are much less time consuming in testing. The proposed method also outperforms
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Figure 4.35: Results of the comparison of the proposed model (GRU+ attention+
statistic features) with GRU model, attention based GRU method, and
GRU + statistic features model using the RMSE and the MAE metrics
[265].

Method RMSE MAE Inference time (55 samples)
RF 1269.37 882.67 0.003 s

SVR 973.8 547.77 0.004 s
MLP 309.38 120.57 0.035 s
RNN 228.12 70.25 0.71 s
CNN 253.26 95.4 0.148 s

LSTM 181.33 93.68 0.49 s
Proposed method 141.9 62.85 0.75 s

Table 4.5: Computational time of proposed model and other methods.

the CNN-LSTM model for laser RUL estimation presented in Section 4.3 (RMSE = 385
hours, MAE = 261 hours) by improving the RMSE and MAE metrics by 63.14% and
75.9%, respectively. The predicted RUL values are compared with the true RULs at
various stages of degradation to further evaluate the proposed model’s RUL estimation
capability. As depicted in Fig. 4.36, the model’s RUL values are very close to the true
RUL values, demonstrating the proposed model’s effectiveness in predicting the RUL
of the laser device.
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Figure 4.36: Results of Predicted RULs by the proposed model vs. actual RULs [265].

4.6 Conclusion

It has been demonstrated that ML can be a promising and efficient tool for improv-
ing the reliability of semiconductor lasers and thereby ensuring more reliable optical
communication systems. Different ML approaches for solving several predictive main-
tenance tasks, including lifetime prediction, degradation prediction, RUL prediction,
and early degradation type identification, have been investigated and validated using
synthetic or experimental laser reliability data comprising either historical current or
output power measurements or several monitored electro-optical laser characteristics.
The presented approaches achieve good performance and outperform the convention-
ally employed methods. The same concepts of the proposed ML approaches are readily
applicable to other optoelectronic devices such as semiconductor optical amplifiers due
to the similarity of their structures.
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5 Fault Management for Optical Fiber Links

Fiber-optic monitoring has mainly been performed using OTDR in the past. Analyzing
OTDR traces, even for experienced field engineers, can be challenging mainly due to
noise overwhelming the signal, resulting in inaccurate or unreliable event detection
and localization. The noise in OTDR signals can be reduced by taking the average of
multiple OTDR measurements. Although averaging can minimize the noise level and
thus improving the performance of OTDR event analysis approaches in terms of event
detection and fault localization accuracy, it is a time-consuming process. The greater
the number of averages, the better the SNR of the OTDR trace becomes, however,
the longer it takes to analyze the OTDR data. Given that real-time detection is the
industry standard, it is crucial to have a reliable automated diagnostic technique that
accurately and quickly locates and identifies faults while processing noisy OTDR data
without the need for extensive averaging or assistance from trained personnel, thereby
lowering operation and maintenance costs. This can be accomplished by fully utilizing
the power of ML methods in solving pattern recognition tasks and extracting insights
from OTDR data.
This chapter presents various ML approaches for optical fiber fault detection, local-
ization, and characterization given noisy OTDR data, for different optical network
architectures. Section 5.1 discusses the use of ML techniques to improve fault manage-
ment in simple point-to-point optical links. Section 5.2 covers the application of the
ML methods for enhancing optical fault diagnosis and localization in passive optical
networks (point-to-multi-point optical links).

5.1 Point-to-Point Optical Links

This section investigates various ML-based optical fiber fault management use cases.
Subsection 5.1.1 covers the use of ML approaches for detecting, localizing, and charac-
terizing reflective faults. In the Subsection 5.1.2, the identification and the localization
of a wide variety of optical fiber faults including not only reflective faults, but also
non-reflective and merged events, using ML methods is explored. Subsection 5.1.3 dis-
cusses the issue of very noisy OTDR data, which can severely impact the performance
of an ML model trained to solve a fiber fault management use case at very low SNR
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levels, and proposes a potential solution to improve ML model performance under such
conditions.

5.1.1 Reflective Fault Detection, Localization and Characterization

The content of the Subsection 5.1.1 has already been published in [4].

Figure 5.1 shows the workflow of the proposed ML based approach for fiber reflective
event detection and characterization. The proposed approach enables: (i) faster de-
tection of faulty fiber links monitored by placing a reflector at the end of each fiber;
and (ii) more quickly detection, localization, and estimation of the reflectance of the
reflective events caused by connectors or mechanical splices in optical fiber links. In
operation, an OTDR trace is divided into fixed length sequences, and the ML model is
then applied to each derived sequence to detect and characterize the reflective events.
Because the position of the reflector is known, only the sequence containing the reflec-
tive peak is fed to the ML method to investigate the link’s integrity.The integrity of
the optical fiber link can be verified by checking the probability of the reflective event
and comparing the reflectance value predicted by the model to the initial reflectance
value of the reflector.Once a faulty link is identified, the ML model is applied to the
remaining OTDR segmented sequences to detect, locate, and predict the reflectance of
events.

Figure 5.1: Typical operation scenario for fiber monitoring with an OTDR device and
receiver end reflectors (right) and estimation flow diagram (left) (Pri

: prob-
ability of the event, xi: position, R: reflectance, N : number of events) [4].
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The following subsections discuss the structure of the adopted ML model, the exper-
imental OTDR data used for training and validating the proposed approach, and the
performance results.

5.1.1.1 Model Structure

As illustrated in Fig. 5.2, the LSTM-based model’s architecture consists of one LSTM
hidden layer with 30 neurons and three layers of 15 neurons for each investigated task:
the event detection T1, the position estimation T2 and the reflectance prediction T3.
The ML model receives a 35-length OTDR trace sequence as input and outputs the
IDclass (0: no reflective event, 1: reflective event), the position index of the reflective
event within the sequence (Pos), and the reflectance R. Fed with input sequences,
the LSTM shared layer extracts the useful information underlying the event pattern
(i.e., learned knowledge), which is then transferred to the layer of each task.Each task
layer improves its generalization performance by combining the information retrieved
by itself with the shared knowledge. The overall loss function, which is used to update
the weights of the model based on the difference between the predicted and desired
output, can be expressed as:

Ltotal = α LT1 + β LT2 + δ LT3 (5.1)

where LT1 , LT2 and LT3 represent the loss of T1, T2 and T3, and the first one denote
the binary cross-entropy loss whereas the others are regression losses (mean squared
errors). The loss weights α, β and δ are hyperparameters to be tuned.

5.1.1.2 Experimental Data

The experimental setup depicted in Fig. 5.3 is used to record OTDR traces that include
reflective faults with small and large peaks. The reflective event is caused by placing a
reflector at the end of the fibers under test [273]. The reflector is a wavelength-selective
reflector with a 95% reflectance that selectively reflects test light pulses sent by the
OTDR at 1650 nm while allowing data transmissions at other wavelengths to pass with
relatively slight attenuation. The experimental setup parameters chosen (small pulse
width, low power, etc.) reduce the dynamic range, weakening the signal in front of the
reflective event by increasing noise relative to the reflected pulse. Given that the signal
in front of the reflective peak is too low due to the chosen parameters, changing the
height of the reflective event would have the same effect as changing the reflectance
of the reflector. In order to generate reflective events with small peaks, the height of
the peak is varied by placing an internal VOA in front of the photodetector in the
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Figure 5.2: Proposed LSTM-based model structure [4].

OTDR device and varying its attenuation settings from 0 to 20 dB. Because OTDR
measurement averaging affects the SNR of the OTDR trace, 62 to 64,000 OTDR records
are collected and averaged. Furthermore, the laser power is varied from 0 to 12 dBm
to influence the SNR. The OTDR configuration parameters namely the pulse width
and the sampling period are set to 50 ns and 8 ns, respectively. Figure 5.4 shows an

Figure 5.3: Experimental setup for a single reflective event [4].

example of an OTDR trace. The reflective event caused by the reflector is represented
by the peak at position 8785 m, which we are looking for (i.e., detecting, locating it and
estimating its reflectance). The noise obscures the reflective event, as seen in the trace.
This makes it difficult to locate and detect the event. The exponential decay cannot be
seen in the trace because the dynamic range is too low due to the parameters chosen
(the pulse width, the laser power, and the attenuation value of the received signals).
The SNR is defined as [4]:

SNR = a

σnoise

(5.2)
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Figure 5.4: OTDR trace including the reflective event [4].

where a denotes the height of the reflective event and σnoise is the standard deviation
of the noise. The event height is estimated as the average of the peak’s roof, defined as
the average of the two highest values between the event position and the event position
plus twice the pulse width length. σnoise can be computed as:

σnoise =

√√√√√ 1
n

N∑
N−n+1

xi
2

−
 1

n

N∑
N−n+1

xi

2

(5.3)

where N is the last sampling point of the OTDR trace, n denotes the number of samples
used for the estimation (1000 for this data), and xi represents the sampling value.
Up to 6,300 traces containing reflective events with SNR values ranging from 2 to 30
dB and various reflectance values are generated.

5.1.1.3 Data Preprocessing

From each OTDR trace, two sequences of length 35 are extracted randomly: one with
no events, one with the entire reflective event pattern or just a portion of it if the
reflective peak is on the edge of the sequence (to ensure that also partial events can
be detected). The IDclass (0: no reflective event, 1: reflective event), the reflective
event position index within the sequence, and the reflectance R are assigned to each
sample. The reflectance can be calculated by comparing the peak height to reference
measurements for various cleaved fiber ends (see Section VI in [274]). In total, a data
set of 12,600 samples is built. The generated data is normalized and divided into a
training (60%), a validation (20%) and a test dataset (20%) using random selection.
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5.1.1.4 Results

Machine Learning Model Overall Performance Several metrics, including accuracy,
precision, recall, and the F1 score for event detection task evaluation and RMSE and
MAE metrics for event position estimation and reflectance prediction task evaluation,
are used to assess the performance of the proposed model. The overall performance of
the model compared to the single task baselines is depicted in Tab. 5.1. For the sake of
comparison, the same architecture as the LSTM-based model is used for the single task
models (one LSTM hidden layer with the same number of hidden neurons, one fully
connected layer with the same number of hidden neurons). For the event detection
task, the improvement in performance (δ) over single task model is computed as the
difference between the evaluation metrics of the proposed model and the single task
baseline. Whereas for the event position and reflection prediction tasks, δ is calculated
as follows:

δ(%) = 1− mmultitask

msingletask

× 100 ∀m ∈ {RMSE, MAE} (5.4)

The experimental results shown in Tab. 5.1 demonstrate that the proposed model
significantly outperforms the single task baselines.

Metric Single task Multitask δ(%)
Task 1: Event detection

Accuracy (%) 92 ± 1.06 93 ± 0.9 +1
Precision (%) 96.5 ± 0.7 96.6 ± 0.7 +0.1

Recall (%) 87.2 ± 1.3 88 ± 1.2 +0.8
F1 score 91.66 ± 1.1 92.1 ± 1.05 +0.45

Task 2: Position estimation
RMSE (m) 4.4 ± 0.13 2.17 ± 0.07 +50.7
MAE (m) 2.2 ± 0.13 1.15 ± 0.07 +47.7

Task 3: Reflectance prediction
RMSE (dB) 5.0 ± 0.13 3.65 ± 0.09 +27
MAE (dB) 3.3 ± 0.13 2.5 ± 0.09 +24.2

Table 5.1: ML model performance evaluation.

Machine Learning Model Performance as Function of SNR Following that, the
performance of the proposed model as a function of SNR is investigated. Figure 5.5
depicts the effects of SNR on the proposed model’s accuracy. The Wilson score [275]
is used to estimate the confidence intervals. The accuracy increases with SNR, as
expected. The accuracy approaches one for SNR values greater than 5 dB. With an
SNR of 2 dB, the accuracy is lower because it is difficult to distinguish the event
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from the noise, and thus the model misclassified the event class as normal (i.e. noise).
Starting at SNR = 3 dB, the model was able to distinguish the event from the noise and
detect it with greater than 90% accuracy. The RMSE of event position estimation as

Figure 5.5: Event detection performance evaluation with confidence interval [4].

a function of SNR is shown in Figure 5.6. The RMSE decreases as the SNR increases.
The RMSE can be greater than 2.5 m for lower SNR values (SNR ≤ 10 dB), but less
than 2 m for SNR values greater than 22 dB, and less than 1 m for SNR values greater
than 30 dB. Figure 5.6 also shows that as SNR increases, the RMSE of the reflectance
prediction for both cases, mixed and whole peak sequences, decreases. RMSE is greater
than 3.5 dB for lower SNR values (SNR ≤ 10 dB) and less than 3 dB for higher
SNR values. The upper blue graph depicts the average reflectance prediction error of
instances of reflective events with small and large peaks, including partial reflective
event sequences. The RMSE could be reduced further, up to 1.1 dB, as shown by the
black graph in Fig.5.6, if segmentation could ensure that only whole reflective event
patterns occur (lower bound).

Experimental Settings for Machine Learning Model Performance The effect of
including information about the experimental setup parameters, specifically the laser
power (Plaser), averaging (Navg) denoting the number of averaged OTDR traces, at-
tenuation (α) of the received OTDR signals, and SNR (γ), during the training of the
ML model to improve performance is investigated. Figure 5.7 depicts the ML model’s
extended architecture, which includes experimental setup features as an additional in-
put. First, the model described in Subsection 5.1.1.1 is trained using only sequences
of signal power levels. To these sequences, the parameters Plaser, Navg and α are then
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Figure 5.6: Event position and reflectance estimation error (RMSE) for the ML model
[4].

added, and the model is retrained again. The same procedure of adding the respective
parameters γ, the tuple (γ, Plaser, Navg, α) and the tuple ( γ, Plaser, Navg) to the initial
training data (i.e. sequences of signal power of length 35), and (re-) training the model
is repeated.

Figure 5.7: Extended ML architecture by adding the experimental setup parameters
[4].

The experimental results shown in Fig. 5.8 demonstrate that adding the experimental
settings Plaser, Navg and α to the training data increases the ML model’s detection
capability by 0.75%. Including only γ improves accuracy by more than 1.5%. This
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result demonstrates that γ is the most important parameter influencing the detection
capability of the ML model, as the other parameters (Plaser, Navg, α)only have an
impact on the SNR. Training the ML model with all of the experimental setup param-
eters (γ, Plaser, Navg, α) does not significantly improve ML model performance when
compared to only including γ during training. This could be explained by the fact
that gamma and alpha are highly correlated. The accuracy is improved by more than
2% by excluding α and re-training the ML model with the sequence of signal power
combined with the remaining settings, namely γ, Plaser and Navg.

Figure 5.8: Accuracy improvement by adding features (experimental settings) to the
initial training data (sequences of signal power levels) [4].

The results shown in Fig. 5.9 demonstrate that including experimental parameters
during ML model training improves event localization accuracy. For high SNR values,
the models trained with experimental settings combined with the initial sequence of
power levels could locate the event with lower RMSE up to reaching the resolution
limit of 0.2 m. Because the sampling is 0.8 m, the resolution limit is estimated to be
± 0.4 m, but as the RMSE of the position error is the average value for each SNR,
the resolution limit is derived to be 0.2 m. Training the ML model with the sequence
of signal power combined with γ only provides the best localization accuracy for SNR
values greater than 8 dB. Including all of the experimental setup parameters (γ, Plaser,
Navg, α) during ML model training does not improve event position prediction because
the experimental setup parameters are correlated and bring redundant information
that hinders the ML model’s ability to generalize.
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Figure 5.9: Event localization accuracy improvement by adding features (experimental
settings) to the initial training data (sequences of signal power) [4].

The study of the effect of including the experimental settings during the training of
the ML model on performance demonstrates that training the ML model with γ only
combined with the sequence of power signals significantly improves the ML model’s
performance in terms of event detection capability and event localization accuracy.

Machine Learning Model versus Conventional Method It should be noted that
the developed ML model was trained using data that included partial and whole peak
sequences, as the model will be applied to arbitrarily segmented OTDR sequences.
For a fair comparison of the developed ML model with a conventional rank-1 matched
subspace detector (R1MSDE) [276], an unseen test dataset, containing only the com-
plete reflective event pattern or no event, is generated. R1MSDE applies the theory of
matched subspace detection and associated maximum likelihood estimation techniques
to discriminate connection splice events from noise and the Rayleigh component in the
OTDR data. As in [276], the reflective event is represented by a rectangular pulse with
prior knowledge of the event’s duration. The length of the test data window has been
optimized to provide the best performance for R1MSDE. As a result, the R1MSDE
performance is assessed using a test dataset of 100 sequences (which turned out to be
the optimum sequence length). The ML model’s performance is evaluated using test
sequences of length 35. The detection probability (Pd) is used to evaluate the detec-
tion capability for fixed false alarm probability (PF A). Pd is the proportion of the total
number of correctly detected reflective events, which is expressed as:

Pd = TP

TP + FN
(5.5)
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where TP denotes the number of true reflective event detections, and FN represents
the number of false negative ones.
PF A is calculated as:

PF A = FP

TN + FP
(5.6)

where FP is the number of false positives, and TN is the number of true negatives.
A comparison of the different detectors in terms of Pd for PF A of 0.1, as shown in
Fig. 5.10, demonstrates that the ML model outperforms the R1MSDE by achieving
higher detection capability particularly for low SNR values. Figure 5.11 depicts the

Figure 5.10: Comparison of the detection probability for R1MSDE and ML model for
a false alarm probability of 0.1 [4].

results of a comparison of the ML-performance model’s with R1MSDE in terms of
RMSE of the event position. The ML model outperforms the R1MSDE for lower SNR
values by achieving an event position error of less than 4 m. The performance of
R1MSDE improves as SNR increases. Figure 5.12 shows the results of the comparison
of the ML model’s accuracy with R1MSDE as function of the averaging time (τ), which
is computed as follows:

τ(s) = 2 Navg L n

c
(5.7)

where L denotes the length of the fibers under test, n is the refractive index and c is
the speed of light.
As illustrated in Fig. 5.12, the ML model requires significantly less averaging of OTDR
measurements (less measurement time) than the R1MSDE to achieve the same detec-
tion capability. This could aid in the detection of events more quickly. The approach
requires less than 0.2 s of averaging time to achieve 93% accuracy, whereas the R1MSDE
requires more than 12 s.



5 Fault Management for Optical Fiber Links 124

Figure 5.11: Event position estimation error (RMSE) for the ML model vs. R1MSDE
[4].

Figure 5.12: Comparison of the accuracy for R1MSDE and ML model as function of
the averaging time [4].

5.1.2 Reflective and Non-Reflective Fault Diagnosis and Localization

The previous subsection discussed an ML approach for detecting and localizing only
reflective events. This subsection investigates the capability of the ML techniques in
recognizing more complex types of optical fiber faults such as non-reflective and merged
events, when analyzing noisy OTDR data. The content of this subsection has already
been published in [277].
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5.1.2.1 Experimental Data

Both the setup discussed in the previous subsection 5.1.1.2 (referred to as experiment
B in the following) and the experimental setup shown in Fig. 5.13 are used to record
OTDR traces containing different types of optical fiber faults with varying character-
istics (e.g., different reflectances and/or losses). To model specific faults in the fiber
link, optical components such as connectors, VOAs, and reflectors are used. To gen-
erate non-reflective faults with only attenuation and no reflection, an APC connector
is placed at the end of the 1 km fiber of the experiment B. Non-reflective faults are
referred to as fiber-bend faults. To produce non-reflective events with abrupt decrease,
an APC connector is placed at the end of experiment B (i.e. the end of the 5 km fiber).
In that case, the non-reflective faults produced are known as tilted fiber-cut faults.By
placing a reflector at the end of the experiment A (after the 1 km fiber), reflective
faults (Fresnel reflection) with small peaks are induced . They are known as longitudi-
nal connector misalignment. As discussed in subsection 5.1.1.2, the reflectance of these
events varies. Reflective events with a sharp peak and abrupt decrease are caused by
inserting a PC connector at the end of experiment B. In such cases, they are referred to
as perpendicular fiber-cut. APC connectors are used to make connections between the
VOA and the coupler shown in Fig. 5.13. Some of the connectors are deliberately dirty.
As a result, merged events (combined), which consist of either two overlapped reflective
faults or two overlapped non-reflective and reflective events, are induced. Changing
the VOA settings affects the attenuation of non-reflective and combined faults.

Figure 5.13: Experimental setup for generating non-reflective and reflective faults [235].

Experiment B employs the same OTDR configuration settings (pulse width of 50 ns,
wavelength of 1650 nm, sampling rate of 8 ns) as experiment A. Figure 5.14 shows
an example of an OTDR trace generated by experiment B, illustrating the different
patterns of the investigated event types.
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5.1.2.2 Data Preprocessing

Five sequences of length 50 are randomly extracted from each OTDR trace generated
by experiment B: one containing no event, two containing the merged events, one
involving the non-reflective fault, and one containing either reflective or non-reflective
events depending on the connector type placed at the end of the setup. In contrast,
for each OTDR trace generated by experiment A, two sequences of length 50 (one with
no event and one with the reflective event pattern) are chosen randomly. The event
type (no event, reflective, non-reflective, merged), the event position index within the
sequence, the event loss and/or reflectance, and the event cause are all assigned to
each sequence. The "no event" cause is referred to as "no fault" (class 0). The causes of
"reflective events" are classified as either longitudinal connector misalignment (class 1)
or perpendicular cut (class 2). The "non-reflective" fault causes are classified as fiber
bend (class 3) or tilted fiber cut (class 4). Dirty connector and/or fiber bend are the
merged event causes (class 5, class 6). In total, a data set of 30,112 samples with SNR
values ranging from 0 to 30 dB is built and normalized.

Figure 5.14: Example of OTDR trace [277].

5.1.2.3 Model Architecture

The structure of the proposed model is shown in Fig. 5.15. Because BiLSTM is well
suited to processing OTDR sequential data and capturing long-term dependency, and
CNN has been shown to be good at local feature extraction, a hybrid deep learning
approach integrating BiLSTM and CNN is chosen as the model’s shared hidden layer
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to improve performance by combining their strengths. A shared hidden layer’s ar-
chitecture consists of one BiLSTM layer with 32 cells, followed by CNN layers with
primarily one convolutional layer with 32 filters and a max pooling layer, followed by
a dropout layer to prevent overfitting. The knowledge acquired by BiLSTM-CNN is
then transferred to the four task-specific layers, which are comprised of 16, 20, 32, and
40 neurons, respectively. The total loss of the model is calculated as the weighted sum
of the four individual task losses, which are set to 1.5, 0.5, 1.8, and 1, respectively.

Figure 5.15: Proposed model architecture [277].

5.1.2.4 Results

Several metrics including the detection rate (i.e. detection probability) for the event de-
tection evaluation, RMSE for the event localization and characterization performance
assessment, and the ROC curves summarizing the trade-off between the true positive
and false positive rates for different threshold settings for the event cause identification
evaluation, are adopted. As shown in Fig. 5.16, the detection probability of various
events at a false alarm rate (FAR) of 0.01 increases with SNR, and it approaches 1 for
SNR values greater than 10 dB. When SNR is more than 20 dB, the RMSE of position
estimation is less than 2 m. The RMSE of position estimation decreases with SNR.
As SNR rises, the RMSE of the loss (RMSEL) and reflectance (RMSER) predictions
gets smaller. For SNR values greater than 20 dB, the RMSEL is less than 0.3 dB,
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whereas the RMSER might be as low as 2 dB. The ROC plotted in Fig. 5.16 demon-
strates that the model is capable of differentiating between the various event causes.
The proposed model is compared to other ML methods, such as CNN, LSTM, and
BiLSTM, using various metrics such as accuracy, F1 score, RMSE, MAE, symmetric
mean absolute percentage error (SMAPE), and AUC. The results in Tab. 5.2 show
that the proposed method outperforms the aforementioned ML techniques in all the
metrics. The proposed framework is compared to R1MSDE on an unseen test dataset

Figure 5.16: Performance of proposed model: a) Fault detection b) Fault localization
c) Fault characterization d) Fault cause identification [277].

that contains reflective, non-reflective, and no event sequences. The results shown
in Fig. 5.17 demonstrate that the proposed approach outperforms the conventional
technique, especially at low SNR values.

5.1.3 Combined Approach

The ML-based approaches for OTDR event analysis discussed in the previous subsec-
tions have demonstrated significant potential to improve event detection and localiza-
tion accuracy while also speeding up analysis. When trained on noisy OTDR data
with SNR levels ranging from 0 to 30 dB, the technique outperformed conventional
techniques in terms of detection and diagnostic capabilities. However, these concepts
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Figure 5.17: ML model vs. conventional method comparison [277].

Metric CNN LSTM BiLSTM Proposed Method
Task 1: Event detection

Accuracy (%) 89.5 91.54 91.93 92.32
F1 score 0.89 0.91 0.92 0.92

Task 2: Position estimation
RMSE (m) 3.31 3.43 2.85 2.73
MAE (m) 2.36 2.46 1.84 1.66

Task 3: Event characterization
(RMSER, RMSEL) (10.38, 1.48) (6.33, 1.03) (6.15, 1.1) ( 4.76, 0.8)

(SMAPER , SMAPEL) (57.43, 60.94) (54.59, 55.44) (55.07, 54) (53.86, 54)
Task 4: Event identification

Accuracy (%) 88 89 90 91
AUC 0.92 0.93 0.93 0.94

Table 5.2: Comparison Results of the proposed model with other ML methods

perform poorly at low SNR values (SNR 5 dB), and their generalization and robustness
abilities, which underpin the ML model’s capability and effectiveness in adapting and
reacting to new unseen data, may degrade even further at SNR values lower than 0
dB. Recently, some techniques including ensemble learning [278], structure enhance-
ment (e.g. probabilistic random forest [279]) and Bayesian neural networks [280] have
been proposed to improve the learning ability of the ML model in presence of noisy
input data. However, these approaches do not completely eliminate overfitting, pre-
venting the model from memorizing the noise patterns. As a result, simply increasing
the robustness of the ML model to noise may not significantly improve the detection
and diagnostic capability of the ML model under noisy data. As a result, an accurate
and reliable event analysis necessitates the removal of noise from the input data while
retaining as many significant details of the desired signal as possible in order to improve
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the ML model’s robust event detection and diagnostic capabilities. The latter requires
learning and extracting relevant information and features from a noisy input in order
to solve fault detection and diagnosis tasks. To address the aforementioned problem,
an approach combining a denoising convolutional autoencoder (DCAE) and BiLSTM is
presented in the following, with the former used for noise removal of OTDR signals and
the latter used for fault detection, localization, and diagnosis with the denoised signal
as input. The method is applied to noisy OTDR signals with input SNR levels ranging
from -5 to 15 dB. More details about the architecture of the combined approach and
the results as well as the experimental data will be given in the following. The content
of this subsection has already been published in [235].

5.1.3.1 Proposed Approach

Denoising Convolutional Autoencoder Model As shown in Fig. 5.18, the DCAE
model for denoising OTDR signals is made up of an encoder and a decoder sub-model
with 11 layers each. The encoder receives a noisy OTDR sequence of length 100 as
input. It encodes the input into low dimensional features using a series of 5 convolu-
tional layers with 64, 32, 16, 64, and 32 filters of size 16 × 1 with strides of 2, 2, 1, 1,
1. The decoder then reconstructs the output based on the encoder’s compressed rep-
resentation output. It is made up of six transposed convolutional layers. The output
is generated by the last transposed convolutional layer with a single filter of size 16
1 and a stride of 1. The DCAE model’s hidden layers have an activation function of
exponential linear units (ELU), whereas the output layer has no activation function.
Batch normalization is applied to each hidden layer.

Figure 5.18: Structure of the proposed DCAE model for OTDR signal denoising, Conv:
convolutional layer, Trans-conv: transposed convolutional layer [235].



5 Fault Management for Optical Fiber Links 131

BiLSTM Model The model takes an OTDR sequence of length 100 as input and
simultaneously outputs the event type (ET ), event position (EP ), and event cause
(Ec). The model’s architecture, as shown in Fig. 5.19, consists of a shared hidden
layer composed of one BiLSTM layer with 32 cells, followed by three task-specific
layers made up of 16, 20, and 16 neurons. BiLSTM is chosen as a hidden shared layer
because it is well suited to processing OTDR sequential data and capturing long-term
dependency.

Figure 5.19: Architecture of the proposed multi-task learning based BiLSTM model for
fault detection, localization and diagnosis [235].

Combined Approach Figure 5.20 depicts the proposed framework, which can be di-
vided into four steps: (1) network monitoring and data collection, (2) dataset creation,
(3) DCAE and BiLSTM model training, (4) combining both models, DCAE and BiL-
STM, and testing the entire framework using unseen noisy OTDR signals (inference
phase). OTDR is used to monitor the fiber optic link by averaging repeated mea-
surements. A noise-free trace is generated for each OTDR setting configuration (pulse
width, laser power Plaser) by first averaging a large number of δ OTDR signals to obtain
a signal with high SNR and then performing wavelet filtering on the trace, whereas a
noisy trace is obtained by averaging a small number of β measurements to obtain a
signal with an SNR level ranging from -5 dB to 15 dB. The noisy OTDR traces and
their corresponding noise-free traces are split into sequences of length 100 and then
normalized. Afterwards, the dataset required for training the DCAE model is pro-
duced by combining the noisy sequences (i.e., the input of the DCAE model) and the
corresponding noise-free sequences (i.e., the desired output of the DCAE model). For
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the training of the BiLSTM model, a dataset containing randomly corrupted noise-free
sequences (i.e., the input of the model) and their event characteristics, namely ET ,EP

and Ec, labeled as the output of the model, is constructed. The random corruption
of the noise-free sequences is carried out by randomly selecting some values of the se-
quence equal to zero in order to enhance the robustness and improve the generalization
capability of the model [280, 235]. The DCAE is then used to denoise the OTDR traces
before feeding the denoised signals to the BiLSTM model, which outputs the fault char-
acteristics. To assess its effectiveness, the proposed method is tested on unseen OTDR
sequences with SNR values ranging from -5 dB to 15 dB.

Figure 5.20: Process for training and testing the combination of DCAE and BiLSTM
models [235].

5.1.3.2 Validation of the proposed Approach

Experimental Data The experimental data derived from the experiment setup shown
in Fig. 5.13, which has been discussed in the previous subsection, is used To validate
the proposed approach. The generated noisy OTDR traces, with SNR values ranging
from -5 dB to 15 dB, and their corresponding noise-free traces are split into sequences
of length 100 and normalized. For each noise-free sequence, the type ET (no event,
reflective, non-reflective, merged), the position EP (defined as the index within the se-
quence), and the class Ec (no event, fiber cut, fiber bend, dirty connector) are assigned.
Two datasets: the first dataset containing the noisy and the noise-free sequences, and
the second one including the randomly corrupted noise-free sequences and the event
characteristics, are built for training the DCAE and BiLSTM models, respectively.
Each dataset, which contains 945,172 samples, is divided into three parts: training
(60%), validation (20%), and test (20%).

Validation of the Denoising Capability The reconstruction error (MSE) and the
SNR of the denoised sequence (SNRout) are used as evaluation metrics to assess the
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performance of the DCAE model. The reconstruction error is defined as the difference
between the noise-free sequence and denoised sequences. Figure 5.21 shows that the
reconstruction error is very small (less than 0.0035) under all SNR conditions, which
demonstrates that DCAE is efficient in noise removal of OTDR signals thanks to its
deep architecture. The results shown in Fig. 5.21 prove that the DCAE achieves signif-
icant SNRimp especially for very low SNR levels. To visually assess the performance of

Figure 5.21: Evaluation of DCAE performance using the reconstruction error and the
output SNR of the denoised signal as metrics under different input SNR
conditions [235].

DCAE, the proposed denoising method is applied to an randomly unseen noisy trace.
Figure 5.22 shows that the trace denoised by DCAE is very close to the noise-free
trace, which demonstrates the effectiveness of DCAE in noise reduction, which can be
very beneficial in improving event analysis. A noisy OTDR sequence incorporating a
reflection peak induced by a reflector is considered for denoising using DCAE to inves-
tigate the impact of denoising on the spatial resolution measured at the fullwidth half
maximum of a reflection event. Figure 5.23 shows that the spatial resolutions of the
noisy and denoised sequences are both 5 m, demonstrating that denoising preserves
and does not degrade spatial resolution.

Validation of the Detection and Diagnosis Capability The proposed combined ap-
proach is compared to the BiLSTM model without applying any denoising technique,
which is trained with noisy OTDR sequences with SNR values varying from -5 dB to 15
dB. The results shown in Fig. 5.24 demonstrate that (i) the combination of DCAE and
BiLSTM achieves better event detection capability compared to the BiLSTM model
without denoising, and that (ii) the denoising step conducted by DCAE helps to sig-
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Figure 5.22: Denoising of a random noisy trace using DCAE. The numbers denote the
corresponding components shown in Fig. 5.32, inducing the faults [235].

Figure 5.23: Comparison of the spatial resolution without and with denoising [235].

nificantly improve the detection accuracy particularly under very low SNR levels (SNR
≤ 0 dB). For example, the accuracy obtained by the combined method is 91.66% for
an input SNR of -1 dB, whereas the accuracy of the BiLSTM model without denois-
ing is only 76.92%, demonstrating that the proposed approach achieves higher event
detection performance even at low SNRs.
The comparison of the event localization estimation accuracy of the "DCAE+BiLSTM"
combination and BiLSTM without denoising shown in Fig. 5.25 demonstrates that
the combined approach achieves smaller event position errors than BiLSTM without
denoising. For example, at an SNR level of -4 dB, the combined method produces an
event position error of 6 m, whereas BiLSTM without denoising yields an error of 11 m.
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The results of the confusion matrices of the event diagnosis for the combined approach
and BiLSTM without denoising under an input SNR condition of 0 dB, are illustrated
in Fig. 5.26. The overall diagnosis accuracy of the “DCAE+BiLSTM” combination
and the BiLSTM model without denoising are 96.37% and 80.13%, respectively. It

Figure 5.24: Detection accuracy of BiLSTM model with and without denoising [235].

can be seen that the BiLSTM model without denoising misclassifies the fiber bend
as a no event because, under low SNR conditions, it is difficult to distinguish the
fiber bend’s pattern from the pattern of a normal signal due to noise. Whereas the
combined method achieves a higher classification rate of a fiber bend, demonstrating
that the DCAE denoising process significantly improves the classification rate of the
fault’s cause, particularly for the fiber bend and no event types.

5.2 Point-to-multipoint Optical Link Predictive Monitoring

Monitoring PON systems using conventional OTDR can be more challenging than the
simple point-to-point links since the backscattered signals from each branch are added
together, making it difficult to distinguish between the branches’ backward signals
[281]. The event analysis becomes more challenging in the case of equidistant branch
terminations because the reflected signals from the same length branches overlap and
add up, making it difficult or even impossible to identify the branches. The number
of fiber links to be monitored increases as the size of the PON system grows, as does
the complexity of the event analysis, leading to a less reliable monitoring [282]. Fur-
thermore, the large splitting loss caused by optical splitters located at the remote node
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Figure 5.25: Event localization error of BiLSTM model with and without denoising
under SNR values varying from -5 dB to 15 dB [235].

Figure 5.26: Confusion matrices of diagnosis results under SNR condition of 0 dB:
(a) the confusion matrix of BiLSTM without denoising, (b) the confusion
matrix of DCAE + BiLSTM [235].

results in a significant drop in the backscattered signal (for example, a 1:32 splitter
results in a 15 dB loss in measured power [282]). Therefore, a high dynamic range at
ODTR and a highly sensitive fault detection method are required for accurate event
detection and localization.

This section presents various ML approaches for improving fault monitoring in PON
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systems given noisy experimental OTDR signals.

5.2.1 Optical Fault Identification, Localization, and Characterization

This subsection discusses a deep learning approach based on GRU autoencoder, referred
to as GRU-AE in the following, for identifying, localizing and fully characterizing a
wide range of optical fiber faults in PON systems. The content of this subsection has
already been published in [283].

5.2.1.1 Experimental Data

The experimental setup shown in Fig. 5.27 is used to record OTDR traces containing
various faults in a PON system. Four splitters are used to simulate a real-world PON
environment. Multiple faults (i.e. events) including fiber tapping, attenuation splice,
dirty connector, fiber bending, fiber break, PC connector and reflector are induced
at different locations in the network. Bend radius values of 10 mm, 7.5 mm, 5 mm,
and 2.5 mm are used for the fiber bending and tapping events to generate faults with
various losses (i.e. different event patterns). To generate various bad splicing fault
patterns, different bad attenuation splices with dissimilar losses are performed. Reflec-
tors, PC and open PC connectors generate reflective events with different reflectances.
By adjusting the attenuation settings of the VOA from 0 to 30 dB, it is possible to
change the height of the reflective peak caused by the reflector. The pulse width, the
wavelength, and the sampling time of the OTDR are set to 10 ns, 1650 nm, and 1 ns,
respectively.

5.2.1.2 Data Preprocessing

The recorded OTDR traces are divided into sequences of length 30. The event type (no
event or one of the aforementioned events), event position index within the sequence,
and event reflectance and/or loss are assigned to each sequence. Given that the SNR
has a significant impact on the event pattern and the amplitude of the signal is an
important characteristic of the reflective event, the SNR (λ) and a feature δ defined as
the maximum of the signal amplitude are computed for each sequence. An equal num-
ber of samples (instances) for each event are randomly chosen in order to balance the
distribution of the event types in the data used to train the ML model. In total, a data
set of 125,752 samples with SNR values ranging from 0 to 30 dB is constructed. The
data is normalized and split into training, validation, and test datasets in a 60/20/20
ratio.
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Figure 5.27: Experimental setup for generating OTDR data incorporating several faults
at different locations in a PON [283].

5.2.1.3 Model Architecture

The architecture of the GRU-AE model is shown in Fig. 5.28. The input of the model
is composed of a sequence of power levels (of length 30) combined with the features δ

and λ. The shared GRU based encoder, which comprises two GRU layers containing 30
and 15 cells, respectively, is used to extract the relevant features modelling the event
pattern given the input sequences. The learned representation (extracted features) by
the shared encoder is then transferred to several decoders for fault diagnosis, and event
localization and characterization. Each decoder is made up of two GRU layers with
15 and 30 cells, respectively, followed by a fully connected layer with 16 neurons. The
model’s overall loss is calculated as the weighted sum of the four individual decoder
losses, which are set to 1, 1.5, 1, and 1, respectively.

5.2.1.4 Results and Discussion

Several metrics including the confusion matrix displaying the misclassification rates,
the detection probability (Pd), and the false alarm rate (PF A) are adopted to assess
the event detection capability of the GRU-AE model.
The GRU-AE model detects the various faults with high diagnostic accuracy (greater
than 93%), as shown in Fig. 5.29. The accuracy for bending and broken fiber events is
lower than for other faults because the event patterns of the aforementioned faults are
very similar, especially for low SNR sequences, and thus the GRU-AE model misclas-
sified these events. The PC connector is misclassified rarely as either reflector or dirty
connector due to the similarity between these reflective events. The GRU-AE model
mis¬classified the reflector sometimes as either dirty connector or open PC connector
particularly for high SNR sequences because of the high reflection characterizing these
events. For sequences with low SNR values, the height of the reflection is significantly
reduced due to the high attenuation set by the VOA, making the pattern of that event
look similar to non-reflective events in such cases. As a result, the GRU-AE model
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Figure 5.28: Proposed GRU-AE architecture composed of an encoder transferring the
learned knowledge to different de¬coders for fault diagnosis, localization,
and characterization [283].

incorrectly classified the reflector as bending, tapping, or bad splice events.

Figure 5.29: Confusion matrix of the GRU-AE model [283].

As shown in Fig. 5.30, the detection probability Pd of the various events increases with
SNR, and approaches one for SNR values greater than 10 dB. For lower SNR values
(SNR ≤ 10 dB), Pd is lower owing to noise that influences the event pattern and causes
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it to resemble random noise spikes (no event pattern). As a result, distinguishing
between the events is difficult for the GRU-AE model. The false alarm rate PF A for
the different faults decreases with SNR and is generally low, as shown in Fig. 5.31. The

Figure 5.30: Detection probability of the different faults as function of SNR [283].

GRU-AE model’s ability to locate the event and characterize it in terms of reflectance
and/or loss as a function of SNR is also investigated. The event position error is less
than 0.33 m and can be less than 0.17 m for high SNR values, as shown in Fig. 5.32.
The loss prediction error is less than 1.4 dB and can reach up to 0.5 dB for high SNR
values. The reflectance estimation error is less than 3.5 dB. It can even be reduced to
0.4 dB for high SNR values.

Figure 5.31: False alarm rate of the different faults as function of SNR, false alarm rate
of the dirty connector at SNR 0 dB is 0.25 [283].
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Figure 5.32: Event position, reflectance, and loss estimation error for the GRU-AE
model [283].

The GRU-AE approach is compared to a conventional OTDR event analysis method
that is based on combining matched templates with typical reflective and non-reflective
event patterns, and setting event thresholds, using an unseen test dataset. Please note
that the adopted test dataset differs slightly from the training dataset (different laser
powers, averaging and SNR values, modified bending radius of the tapping and bending
events, different attenuation, slightly changed PON network (one of the splitters is
removed) and thus different position of the reflector event). Given that the conventional
method detects the event without identifying the type of fault, only the ability of both
approaches to detect the fault regardless of the event type is evaluated. The results
in Table 5.3 show that the GRU-AE model outperforms the conventional technique in
terms of accuracy and RMSE.

Method Accuracy(%) RMSE (m)
ML model 99.9 0.8

Conventional method 70 1.43

Table 5.3: Comparison of the GRU-AE approach and conventional method on unseen
test dataset using the fault accuracy and the event position error metrics.

5.2.2 Anomaly Detection in Optical Fiber Monitoring

An ML model for event recognition, localization, and characterization in PON systems
was presented in the previous section. This section discusses a different approach, a
combined framework that includes an autoencoder model to detect fiber anomalies and
another ML method to recognize and localize the detected fiber faults. The content of
this subsection has already been published in [239].
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5.2.2.1 Proposed Approach

As shown in Fig. 5.33, the proposed framework for fiber monitoring is divided into
five major stages: (1) optical fiber network monitoring and data collection, (2) data
processing, (3) fiber anomaly detection, (4) fiber fault diagnosis and localization, and
(5) mitigation and recovery from fiber failures. OTDR (i.e fiber monitoring unit) is
used to monitor the optical fibers deployed in the network infrastructure on a regular
basis. The generated OTDR traces (i.e. monitoring data) are sent periodically to the
software-defined networking (SDN) controller managing the infrastructure. The data is
then normalized and divided into fixed length sequences. To detect fiber anomalies or
faults, the processed data is fed into an ML-based anomaly detection model. If a fiber
anomaly is detected, a fault diagnosis and localization ML model is used to diagnose
and localize the fault. In order to mitigate the identified fault, a set of recovery rules
is applied. When a failure occurs, the SDN controller notifies the network operation
center, which notifies the customer about the type of detected fault and its location,
as well as the maintenance and repair service in the event of a fiber cut. .

Figure 5.33: Overview of the ML-based fiber monitoring process [239].

Anomaly Detection Model The architecture of the proposed autoencoder model for
fiber anomaly detection is illustrated in Fig. 5.33. The model is composed of an encoder
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and a decoder sub-model with 4 layers. The encoder takes as an input a sequence of
length 30 derived from an OTDR trace[P1, P2,. . . P30], combined with the SNR (λ)
computed for that sequence. The encoder, which is composed of two GRU layers
of 64 and 32 cells, compresses the input into a low-dimensional representation that
captures the relevant sequential features modeling the normal state at different SNRs.
Afterwards, the decoder reconstructs the output, given the compressed representation.
The decoder is inversely symmetric to the encoder part. The cost function is set to
MSE, and the Adam optimizer is used to adjust it.

Figure 5.34: Structure of the proposed model for fiber anomaly detection [239].

Fault Diagnosis and Localization Model The proposed framework’s architecture is
made up of shared hidden layers that distribute knowledge across the tasks of fault
diagnosis T1 and the fault position estimation T2 followed by a specific task layer. The
shared hidden layers use a BiGRU network and attention mechanisms. The BiGRU is
used to capture the sequential features that characterize each fault’s pattern, whereas
the attention mechanisms assist the model in focusing more on the relevant features
to improve fault diagnosis and localization accuracy. As shown in Fig. 5.35, the input
(i.e., the abnormal sample detected by the GRU-based autoencoder) is first fed to
two BiGRU layers comprised of 64 and 32 cells, respectively, to capture the relevant
sequential features [h1,h2. . . h31]. The attention layer assigns to each extracted feature
hi a weight (i.e., attention score) αi. The different computed weights αi are aggregated
to generate a weighted feature vector c that captures the relevant information. c is then
transferred to two task-specific layers dedicated to solving the tasks of fault diagnosis
(T1) and fault localization (T2), respectively, by leveraging the knowledge extracted by
the attention-based BiGRU shared layers. The model is trained by minimizing the loss
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function, which is expressed as:

Ltotal = λ1 lT1 + λ2 lT2 (5.8)

where lT1 and lT2 denote the loss of T1 and T2, and the first one is the cross-entropy
loss whereas the second one represent the regression loss (MSE). The loss weights λ1

and λ2 denote hyperparameters to be tuned.

Figure 5.35: Structure of the proposed attention-based bidirectional gated recurrent
unit model for fiber fault diagnosis and localization [239].

5.2.2.2 Validation of the Proposed Approach

Data Preprocessing To validate the proposed framework, the same experimental
setup shown in Fig. 5.27 and discussed in Subsection 5.2.1.1 is used to record OTDR
signals incorporating the patterns of the different investigated anomalies. The gen-
erated OTDR traces are divided into sequences of length 30 and normalized. λ is
computed and assigned for each sequence. Only normal state sequences with no fault
or normal events induced by optical components are considered for training the GRU-
based autoencoder (GRU-AE), whereas normal samples and faulty sequences including
an anomaly are used for testing. For training GRU-AE, a dataset of 47,904 samples
is created and divided into a training (70%) and a test (30%) dataset. Only faulty
sequences are used to train the attention-based BiGRU model. The fault type (fiber
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eavesdropping, bad splice, fiber cut, dirty connector) and fault position (defined as the
sequence index) are assigned to each sequence. A dataset of 61,849 samples is used for
training the fault diagnosis and localization ML model. The said data is split into a
training (60%), a validation (20%) and a test dataset (20%).

Fault Detection Capability The anomaly detection capability of GRU-AE is opti-
mized by choosing an optimal threshold θ. The precision, recall, and F1 score curves
as a function of θ are depicted in Fig. 5.36. If the threshold is set too low, many faults
are classified as normal, resulting in a higher false positive ratio. When the thresh-
old is set too high, many "normal" sequences are classified as "faulty," resulting in a
higher false negative ratio. As a result, the optimal threshold is chosen to ensure the
best precision/recall tradeoff (i.e., maximizing the F1 score). The precision, recall, and
F1 scores for the optimally chosen threshold of 0.008 are 96.9%, 96.86%, and 96.86%,
respectively.

Figure 5.36: The optimal threshold selection based on the precision, recall and F1 scores
yielded by GRU-AE [239].

Comparison of GRU-AE with other ML models The GRU-AE model is compared
to other unsupervised anomaly detection techniques namely isolation forest (IF), LOF,
and OCSVM, in terms of F1 score and AUPRC metrics. Like the GRU-AE model,
IF, LOF, and OCSVM are trained with normal data and tested with unseen data that
includes both normal and abnormal data. The results in Tab. 5.4 show that the GRU-
AE model outperforms the other ML methods by yielding the highest F1 and AUPRC
scores. In comparison to the tested ML algorithms, GRU-AE improves AUPRC and
F1 scores by more than 5.5% and 6.36%, respectively.
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Method F1 score (%) AUPRC (%)
OCSVM 49.8 94.1

IF 86.9 71.5
LOF 90.5 61.7

GRU-AE 96.86 99.6

Table 5.4: Comparison of different anomaly detection ML methods in terms of area
under the precision recall curve (AUPRC) and F1 score.

Fault Diagnosis Capability The confusion matrix shown in Fig. 5.37, demonstrates
that the attention based BiGRU model (A-BiGRU) diagnoses the different faults with
an accuracy higher than 97%. Because the patterns of eavesdropping and bad splice
faults in low SNR sequences appear similar, the ML model misclassified these classes
slightly. The same applies for dirty connector and fiber cut patterns under low SNR
conditions, resulting in low misclassification rates. Figure 5.38 shows the effects of SNR

Figure 5.37: The confusion matrix of A-BiGRU model [239].

on the diagnosis accuracy of A-BiGRU. For SNR values greater than 10 dB, accuracy
approaches 100%. When the SNR is less than 2 dB, the accuracy is worse because
it is difficult to distinguish between different faults, owing to noise that disrupts the
patterns of the faults, which may appear similar under low SNR conditions. A-BiGRU
could discriminate different types of faults with a good accuracy of more than 90% for
input sequences with SNR greater than 2dB.

Fault Localization Capability To evaluate the A-BiGRU model’s fault localization
accuracy, two evaluation metrics are used: prediction error (the difference between the
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Figure 5.38: The diagnosis accuracy of the A-BiGRU model [239].

predicted and actual position of the fault) and RMSE. Figure 5.39 demonstrates that
A-BiGRU achieves very small prediction errors, with a mean of 0.05 m and a standard
deviation of 0.2, proving that the ML model accurately localizes the faults. The fault
localization estimation performance of A-BiGRU is examined as a function of SNR.
A-BiGRU accurately localizes faults with an average root mean square error (RMSE)
of 0.19 m, as shown in Fig. 5.40. The RMSE can be higher than 0.35 m for lower SNR
values (SNR ≤ 10 dB), but less than 0.1 m for SNR values greater than 27 dB.

Figure 5.39: Histogram of position prediction errors yielded by A-BiGRU model [239].
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Figure 5.40: Fault position estimation error (RMSE) for the ML model [239].

5.3 Conclusion

It has been demonstrated that ML can be an effective tool for optical fault management
in optical communication systems. The use of ML for improving fault monitoring in
simple point-to-point links and passive optical networks, by leveraging OTDR moni-
toring data has been investigated. Several ML-based approaches for optical fiber fault
detection, localization, characterization, and identification have been proposed and
experimentally validated using OTDR data incorporating fault patterns observed at
various SNR levels. Each presented ML model takes as input a sequence of an OTDR
trace and outputs the fault or event characteristics (i.e., type, location, loss, reflectance,
cause, etc.). The proposed approaches achieve good detection and diagnosis capability
and high localization accuracy even for low SNR levels, and outperform the convention-
ally employed techniques. They could help to reduce the measurement time required
(less averaging of OTDR measurements) to achieve high detection and localization ac-
curacy Including the experimental settings, particularly the SNR, as additional input
features or performing OTDR signal denoising prior to event analysis could significantly
improve the ML model’s performance, especially under very low SNR conditions.
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6 Conclusions and Future Work

In this chapter, research challenges and results of this thesis are concluded. Research
limitations are presented to showcase the overall applicability and boundaries of the
proposed approaches. Lastly, few potential areas and extensions for future research are
given.

Conclusion

The main focus of this thesis was to develop efficient proactive fault management
schemes for optical networks, by making full use of the power of the ML techniques
in extracting the useful insights from the monitored data and thus to effectively solve
the investigated problems, in order to boost the reliability, the surviability and the
resilience of such complex networks. To achieve this goal, several use cases for predic-
tive maintenance in optical communication systems have been investigated with ML
methods and validated using either synthetic or experimental data. To this end, it has
been worked on the following two questions:

[RQ1] Could machine learning techniques early and accurately predict the
degradation and the lifetime of optical components deployed in an optical
communication system?

[RQ2] Could machine learning techniques quickly and accurately detect,
localize, and identify the faults in optical fiber links?

It has been shown that ML is a powerful tool to boost the reliability of semiconductor
lasers (one of the most critical optical components in an optical communication sys-
tem) deployed in optical networks. Several ML-based approaches have been presented
for solving different predictive maintenance use cases for semiconductor lasers includ-
ing early degradation prediction, RUL prediction, anomaly detection, and early failure
mode identification. The different ML models have been applied to reliability data
for various types of semiconductor lasers including VCSELs, DFBs, and tunable edge
emitting lasers. Dependently on the investigated use case and the availability of the
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reliability data, the input to be fed to the ML model could be historical current (con-
sidered degradation parameter) measurements collected under constant output power
or output power (regarded as degradation parameter) measurements monitored under
constant current operation regime combined with operating conditions or monitored
laser characteristics. The presented approaches outperform the conventional methods
by achieving better prediction accuracy and earlier detection capability. They enable
early and efficient maintenance plan scheduling and thus help to minimize the down-
time, and to reduce the maintenance costs.

It has been shown that training the ML model with synthetic data similar to real data,
could help to overcome the challenge of lack of reliability data due to the lengthy time
required to generate a meaningful data set, which might severely impact the perfor-
mance of the ML model trained with that small amount of data. To generate synthetic
data that has similar properties to real data, it has been demonstrated that the GAN
is able to produce laser reliability data that is close to the real experimental data, and
that the ML model trained with the synthetic data generated by GAN performs well
when tested with experimental real data.

It has been proven that autoencoders could help to deal with the challenge of highly
unbalanced laser reliability data (the number of the normal laser behavior samples is
higher than the number of the failure modes particularly the number of sudden degra-
dation types). Trained only with normal data modelling the normal laser behavior,
the autoencoder model reconstructs the normal instances very well by achieving small
errors, while it fails to reproduce the faulty observations (unseen during the training
phase) by yielding much greater reconstruction errors. The fault classification thresh-
old to discriminate between the normal laser operation and failure is optimized given
the data including both normal and faulty samples. Whereas to distinguish between
the different failure modes, another threshold has to be selected given data incorporat-
ing sudden and gradual degradation types.

It has been demonstrated that including the operating conditions or specific laser pa-
rameters, or some statistical features characterizing the laser degradation trend as ad-
ditional features combined with the historical current or output power measurements
during the training phase could boost the performance of the ML model as such addi-
tional features could help the ML model to capture more relevant features underling
the patterns under different conditions.
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The presented work in this thesis related to laser predictive maintenance could serve
as a great motivation for laser manufactures to adopt ML in their business in order to
enhance the reliability of their products and reduce costs. Adopting ML approaches
could help them to reduce the time and the costs of carrying out the burn-in or accel-
erated aging tests for a long time (the aging time can be shortened by 66.6%).

It has been demonstrated that ML methods accurately and quickly detect, diagnose,
localize and characterize fiber faults in optical fiber links. Different ML models have
been proposed for optical fiber management in different optical communication sys-
tems including point-to-point links and passive optical networks. The ML approaches
have been validated using experimental noisy OTDR data incorporating different fiber
events. The ML models typically take as input a sequence of an OTDR trace combined
with SNR and output the type of fiber fault, its location and/or its characteristics in
terms of reflectance and/or loss. Such models outperform the state-of-the-art baselines
in terms of event detection and localization accuracy particularly under low SNR con-
ditions.

It has been shown that denoising OTDR signals using ML methods before perform-
ing event analysis could significantly enhance the performance of the ML model under
very low SNR conditions varying from -5 dB to 15 dB. Removing the noise from OTDR
traces using an ML method (e.g. convolutional denoising autoencoder) before carrying
out event analysis using another ML model could provide an improvement of 13.74% in
event detection and diagnosis accuracy compared to the performance of the same ML
model trained with noisy OTDR signals, which demonstrates the importance of the
denoising step to achieve accurate fault analysis under noisy SNR conditions. It has
been proven as well that ML methods are efficient in reducing the noise from OTDR
signals without causing loss in the signal information.

It has been demonstrated that adding the experimental settings and particularly the
SNR as additional inputs combined with the OTDR sequence during the learning phase
could improve the performance of the ML model. For example, including SNR could
lead to up 5% increase in the event detection accuracy. Adding event characteristics
(e.g., the height of the event) as additional features could help the ML model to dis-
criminate between similar event patterns such as open PC connector, dirty connector,
or reflector.

Adopting the proposed ML models for optical fiber fault management given OTDR
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signals could help optical network operators to enhance the monitoring of their infras-
tructures and to reduce the mean time to repair by quickly discovering and pinpointing
the link faults, including fiber cuts and thus meeting service level agreements more
easily, and improving the customer satisfaction by minimizing the downtimes and en-
hancing the network quality.

Our main conclusion in this thesis is that machine learning is an efficient tool for en-
hancing the proactive maintenance in optical networks and could accelerate the path
towards a self-healing optical network with high reliability, survivalibity and resilience.

Research Limitations

This research has some limitations. The experimental data adopted for the validation
of the ML approaches for enhancing the semiconductor laser reliability is derived from
accelerated aging tests conducted under stressed conditions due to the prohibitively
long time required to obtain device failure data under normal operating conditions.
However, the degradation trend and the failure patterns in the field under normal con-
ditions might look different to those at extreme conditions, and the performance of the
ML models may be adversely affected. Therefore, the ML approaches to be adopted
in field during operation have to be re-trained with field monitoring data from the
operating devices, incorporating historical measurements of either the current or the
output power values.

The experimental OTDR data is generated for specific OTDR configuration settings
(e.g. fixed pulse width). Therefore, the proposed ML approaches for fault management
in optical links might not perform well, if a test data set produced for different OTDR
configuration settings is given, as the patterns under such settings might look different
to the those under the considered settings (e.g. the shape and the width of the faults
might look different). Hence, the need to re-train the ML models for distinct OTDR
configuration settings. Furthermore, as it can be prohibitively expensive and cumber-
some to obtain data representing all types of faults or anomalies generated for different
scenarios or settings, the ML model for fault identification has to be re-trained by
providing new data incorporating the new patterns for the investigated faults or com-
pletely new events to be considered. Generally, the proposed ML approaches have to be
continually evolved to adapt to changing network conditions by performing a periodic
re-training.
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Future Work

Future work could aim to perform the interpretability and the explainability of the
proposed ML approaches in this thesis in order to demystify the black-box ML models
and try to better understand the outputs of the model as well as the impact of the
features or the input on the results.

Further future research work could be to investigate the use of the ML techniques
to boost the reliability of other optical components such as optical amplifiers and op-
tical receiver (particularly the photodiode device). The same concepts of the proposed
approaches for the different use cases for semiconductor laser predictive maintenance
could be readily applicable to the other optoelectronic devices (particularly semicon-
ductor optical amplifiers) due to the similarity of their structures.

Another important research could be to explore the adoption of the ML methods for
solving the problem of faulty branch identification in passive optical networks for the
cases of equidistant terminations (very challenging scenarios). Another interesting re-
search could aim at automating the OTDR trace analysis for different optical network
architectures by making full use of the power of the ML in performing event recognition
tasks.
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