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Abstract

In this thesis, the design, validation and implementation of nonlinear control strategies for
aerial manipulators –i.e. aerial robots equipped with manipulators– is studied, with special em-
phasis on the internal coupling of the system and its resilience against external disturbances. For
the �rst, di�erent decentralised control strategies –i.e. using di�erent control typologies for each
one of the subsystems– that indirectly take into account this coupling have been analysed. As a
result, a nonlinear strategy composed of two controllers is proposed. A higher priority is given
to the manipulation accuracy, relaxing the platform tracking, and hence obtaining a solution im-
proving the manipulation capabilities with the surrounding environment. To validate these results,
thorough stability and robustness analyses are provided, both theoretically and in simulation.

On the other hand, a signi�cant e�ort has been devoted to improving the response and ap-
plicability of robot manipulators used in �ight via control. In particular, the design of controllers
for lightweight �exible manipulators –that reduce the consequences of incidents involving unfore-
seen contacts– is analysed. Although their inherent nature perfectly �ts for aerial manipulation
applications, the added �exibility produces unwanted behaviours, such as second-order modes and
uncertainties. To cope with them, an adaptable position nonlinear control strategy is proposed.
To validate this contribution, the stability of the approach is studied in theory and its capabili-
ties are proven in several experimental scenarios. In these, the robustness of the solution against
unforeseen impacts and contact with uncharacterised interfaces is demonstrated.

Subsequently, this strategy has been enriched with –multiaxis– force control capabilities thanks
to the inclusion of an outer control loop modifying the manipulator reference. Accordingly, this
additional application-focused capability is added to the controlled system without loosing the
modulated response of the inner-loop position strategy. It is also worth noting that, thanks to the
cascade-like nature of the modi�cation, the transition between position and force control modes
is inherently smooth and automatic. The stability of this expanded strategy has been theoretically
analysed and the results validated in a set of experimental scenarios.

To validate the �rst nonlinear approach with realistic outdoor simulations before its implemen-
tation, a computational �uid dynamics analysis has been performed to obtain an explicit model of
the aerodynamic forces and torques applied to the blunt-body of the aerial platform in �ight. The
results of this study have been compared to the most common alternative nowadays, being high-
lighted that the proposed model signi�cantly surpasses this option in terms of accuracy. Moreover,
it is worth underscoring that this characterisation could be also employed in the future to develop
control solutions with enhanced rejection capabilities against wind conditions.

Finally, as the focus of this thesis is on the use of novel control strategies on real aerial manip-
ulation outdoors to improve their accuracy while performing complex tasks, a modular autopilot
solution to be able to implement them has been also developed. This general-purpose autopilot al-
lows the implementation of new algorithms, and facilitates their theory-to-experimentation transi-
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tion. Taking into account this perspective, the proposed tool employs the simple and widely-known
Simulink® interface and the highly reliable PX4 autopilot as backup, thus providing a redundant
approach to handle unexpected incidents in �ight.
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Resumen

En esta tesis se ha estudiado el diseño, validación e implementación de estrategias de control
no lineales para robots manipuladores aéreos –esto es, robots aéreos equipados con un sistema
de manipulación robótica–, dándose especial énfasis a las interacciones internas del sistema y a
su resiliencia frente a efectos externos. Para lo primero, se han analizado diferentes estrategias
de control descentralizado –es decir, que usan tipologías de control diferentes para cada uno de
los subsistemas–, pero que tienen indirectamente en consideración la interacción entre manipu-
lación y vuelo. Como resultado de esta línea, se propone una estretegia de control conformada
por dos controladores. Estos se coordinan de tal forma que se le da prioridad a la manipulación
sobre el seguimiento de posiciones del vehículo, produciéndose un sistema de control que mejora
la precisión de las interacciones entre el sistema manipulador y el entorno. Para validar estos re-
sultados, se ha analizado su estabilidad y robustez tanto teóricamente como mediante simulaciones
numéricas.

Por otro lado, se ha buscado mejorar la respuesta y aplicabilidad de los manipuladores que se
usan en vuelo mediante su control. Dentro de esta tendencia, la tesis se ha centrado en el diseño
de controladores para manipuladores ligeros �exibles, ya que estos permiten reducir el peso del
sistema completo y reducen el riesgo de incidentes debidos a contactos inesperados. Sin embargo,
la �exibilidad de estos produce comportamientos indeseados durante la operación, como la apari-
ción de modos de segundo orden y cierta incentidumbre en su comportamiento. Para reducir su
impacto en la precisión de las tareas de manipulación, se ha desarrollado un controlador no lineal
adaptable. Para validar estos resultados, se ha analizado la estabilidad del sistema teóricamente y se
han desarrollado una serie de experimentos. En ellos, se ha comprobado su robustez ante impactos
inesperados y contactos con elementos no caracterizados.

Posteriormente, esta estrategia para manipuladores �exibles ha sido ampliada al añadir un bucle
externo que posibilita el control en fuerzas en varias direcciones. Esto permite, mediante un único
controlador, mantener la suave respuesta de la estrategia. Además cabe destacar que, al contar esta
estrategia con un diseño en cascade, la transición entre los segmentos de desplazamiento del brazo
y de aplicación de fuerzas es �uida y automática. La estabilidad de esta estrategia ampliada ha sido
analizada teóricamente y los resultados han sido validados experimentalmente.

Para validar la primera estrategia mediante simulaciones que representen �elmente las condi-
ciones en exteriores antes de su implementación, ha sido necesario realizar un estudio mediante
mecánica de �uidos computacional para obtener un modelo explícito de las fuerzas y momentos
aerodinámicos a los que se efrenta la plataforma en vuelo. Los resultados de este estudio han
sido comparados con la alternativa más empleada actualmente, mostrándose que los avances del
método propuesto son sustanciales. Asimismo, es importante destacar que esta caracterización po-
dría también usarse en el futuro para desarrollar controladores con una respuesta mejorada ante
perturbaciones aerodinámicas, como en el caso de volar con viento.
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Finalmente, al ser esta una tesis centrada en las estrategias de control novedosas en sistemas
reales para la mejora de su rendimiento en misiones complejas, se ha desarrollado un autopiloto
modular fácilmente modi�cable para implementarlas. Este permite validar experimentalmente
nuevos algoritmos y facilita la transición entre teoría y práctica. Para ello, esta herramienta se
basa en una interfaz sencilla ampliamente conocida por los investigadores de robótica, Simulink®,
y cuenta con un autopiloto de respaldo, PX4, para enfrentarse a los incidentes inesperados que
pudieran surgir en vuelo.

x



Contents

Abstract vii

Resumen ix

Contents xi

Abbreviations and acronyms xv

Notation xvii

1 Introduction 1
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Centralised approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Decentralised approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Funding data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Motivation and contributions 9
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Design mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Research line . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Characterisation of outdoor aerial manipulators 15
3.1 Kinematics and dynamics of the aerial manipulator . . . . . . . . . . . . . . . . . . 16

3.1.1 Multi-rotor platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 Robot manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Aerial manipulation system . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Blunt-body aerodynamics of a multi-rotor UAV . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 Simpli�ed static model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 Rotatory-wing propulsion model . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.4 Explicit aerodynamic model . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.5 Comparison with constant aerodynamic coe�cients model . . . . . . . . . 28
3.2.6 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Summary of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

xi



4 Adaptive position control of lightweight �exible manipulators 35
4.1 Control rationale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Contact model and equivalent manipulator kinematics . . . . . . . . . . . . . . . . 37
4.3 Control design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.4.1 Undisturbed scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.2 Impact scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4.3 Contact scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.5 Summary of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Adaptive force control of lightweight �exible manipulators 45
5.1 Contact model and equivalent manipulator kinematics . . . . . . . . . . . . . . . . 46
5.2 Control design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.3.1 Unperturbed scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3.2 Contact force scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3.3 Mixed scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.4 Summary of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6 Robust decentralised control of aerial manipulators 57
6.1 IDA-PBC control rationale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 PBC redesign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3 iCLIK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.4 Cascade nonlinear control strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.6 Numerical validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.6.1 Comparison with integral backstepping . . . . . . . . . . . . . . . . . . . . 71
6.6.2 Collision avoidance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.6.3 Compensation of forces on the EE . . . . . . . . . . . . . . . . . . . . . . . 75

6.7 Summary of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7 Hardware, software & middleware solutions for aerial robotics 77
7.1 MASÞ

PX4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.1.1 Autopilot architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.1.2 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.2 Robot manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2.1 Jormungandr Mk. 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.2 Jormungandr Mk. 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7.3 Summary of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

8 Conclusions and future work 93
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

8.2.1 Control strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2.2 Novel aerial manipulation applications . . . . . . . . . . . . . . . . . . . . . 97

A Relative-pose optimisation for decentralised control of aerial manipulators 99
A.1 Optimisation criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A.2 Recommended poses depending on the environmental conditions . . . . . . . . . . 102

xii



B Command-�ltered backstepping with RM disturbance rejection capabilities 105
B.1 Command-�ltered backstepping rationale . . . . . . . . . . . . . . . . . . . . . . . . 106
B.2 Redesign of the command-�ltered backstepping disturbance rejection . . . . . . . . 108
B.3 Numerical validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

List of Figures 113

List of Tables 117

List of Propositions 119

Bibliography 121

Index of terms 133

xiii



xiv



Abbreviations and acronyms

AM Aerial manipulator
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Notation

In this notation chapter, the general1 nomenclature and conventions used throughout the thesis
are presented. These can be divided into four categories: i) calligraphic symbols, ii) Greek symbols,
iii) Latin symbols and iv) general comments.

Calligraphic symbols

B Platform body-�xed reference frame.
I Inertial reference frame.
R Rotation matrix from B to I .

Greek symbols

ᾱ Orientation of the EE, rad.
αr Angle of attack of the rotors, rad.
β Sideslip angle, rad.
γ Actuated angles of the RM, rad.
γh Climb angle, rad.
δ De�ection of the �exible joints of the RM, rad.
δ Flexible de�ections of the RM, rad.
δr Air�ow de�ection angle, rad.
η Error of the generalised forces applied by the EE, N or N m.
Θ UAV attitude in Euler angles roll, pitch and yaw, rad.
θ Pitch angle, rad.
θ0 Blade pitch angle, rad.
λ Total in�ow ratio.
λc Climb in�ow ratio.
λi Induced rotor in�ow ratio.
λi0 Induced rotor in�ow ratio in hover.

1Note that terms de�ned for a very speci�c purpose, such as a theoretical demonstrations, are in here omitted to avoid
overextending the focus of the notation chapter. Regardless of this omission, these speci�c symbols are explicitly de�ned
as close as possible to the place in which they are used.
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µr Rotor advance ratio.
ρ Air density, kg m−3.
σr Rotor solidity factor.
τ Control torques of the UAV in B, N m.

τ aero Aerodynamic torques on the UAV in B, N m.
τd Demanded reaction torque, N m.
τRM Control torques of the RM in the joint-space, N m.
φ Roll angle, rad.
ψ Yaw angle, rad.
ψ∞ Wind direction angle, rad.
Ω UAV attitude rates in B, rad s−1

Ωr Rotor angular speed, rad s−1.

Latin symbols

a Speed of sound, m s−1.
Ar Area of the actuator disk of the rotors, m2.
br Number of rotor blades.
cr Blade chord, meter.
CLα Blade lift coe�cient slope, rad−1.
CT Thrust coe�cient.
F Generalised control input of the AM, N or N m.

Faero Aerodynamic forces on the UAV in B, N.
fEE Generalised forces applied by the EE, N or N m.
g0 Gravity acceleration vector in I , m s−2.
hB Multi.rotor body height, m.
L Platform span from rotor hub to opposite rotor hub, m.
m RM masses vector, kg.
mB Total RM mass, kg.
mQ Platform mass, kg.
M Passive (�exible) DoF of the RM.
Mtip Mach number at the blade tip.
n Total number of DoF of the AM, including passive ones.
N Number of actuated DoF of the robot manipulator.
Nr Number of rotors.
p Generalised position of the EE in I , m.
p̄ Cartesian position of the EE in I , m.
q Generalised coordinates of the AM, m or rad.

qRM Joint-space con�guration of the RM, rad.
qUAV Generalised coordinates of the UAV, m or rad.
Rb Blade radius, m

s Generalised momenta of the AM, kg m s−1 or kg m2 rad s−1.
S Total size of the manipulation task-space.
Sα Size of the orientation task-space of the manipulation system.
Sf Front area of the UAV for parametrisation of the aerodynamic model, m2.
Sp Size of the position task-space of the manipulation system.
T Thrusts of the Nr rotors expressed as a column vector, N.
T Total thrust of the platform, N.
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t63% Time constant of a �rst-order system, s.
U Virtual control force of the UAV in I , N.
v UAV speed in I , m m−1

v Air�ow total rotor speed, m s−1.
vc Climb speed, m s−1.
vi Air�ow induced rotor speed, m s−1.
vi0 Air�ow induced rotor speed in hover, m s−1.
Vg Ground velocity, m s−1.
Vw Wind velocity, m s−1.
V∞ Air velocity, m s−1.
V∞ airspeed, m s−1.
wA Dimension of the platform arm section, m.
wB Multi-rotor body width, m.
WF Weight scale factor.
x UAV position in I , m.

General comments
• All the infographics in this thesis share a common colour pattern: red for the robot manipu-

lation, blue for the unmanned aerial platform, and violet –the result of combining them– for
the coupling of these two subsystems.

• Vectors are denoted in bold, in contrast to matrices –regular font weight in capital letters–
and scalars –regular font weight as well, but minor case–. The dimensions of the these
elements is clearly indicated within the text, close to their �rst use.

• eAv identi�es the unitary vector with direction v expressed in the frameA. Accordingly, the
unitary vector of direction b belonging to the reference frameA is denoted eAb , e.g. eAz with
direction z, and the component of a vectorial variable c in the axis b is written cb. For the
sake of simplicity, when any equation is fully expressed in the same reference frame, the
super-indexes are omitted, e.g. ez = [ 0 0 1]>.

• M† refers to the Moore-Penrose pseudoinverse of the generic matrix M .

• When writing arrays as arranged expressions, matrix are displayed using parentheses and
vectors in brackets.

• The steady-state value of a generic variable a(t) is denoted a∞ := a(t→∞).

• In denotes the identity matrix of size n, ∅n×m the empty matrix of size n×m (omitting the
repetition for square matrices), and ∅∅∅n the empty vector of length n.

• Operator col(·) stands for a column concatenation; and |·|P , ‖·‖P for vector and matrix
norm, respectively, weighted by matrix P.

• While diag(v) identi�es a matrix whose main diagonal is given by the vector v and whose
non-diagonal terms are empty, diag(A) returns a matrix whose main diagonal coincides with
that of A and discards the other elements.

• The Kernel –also named nullspace–, range and rank of any matrix are –in what follows–
written as ker(·), ran(·) and rank(·), correspondingly.
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Chapter 1

Introduction

UAV Control Solutions

Rigid/Compliant RM
Control Solutions

Aerial manipulation 
context

AM Control 
Solutions

Highlights:

• Context of aerial manipulation and its typical applications.

• State of the art of the control of aerial manipulators.

• Structure of the thesis.
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Chapter 1. Introduction 2

1.1 Context

In the last decades, the �eld of aerial robotics –i.e. robots that can �y– has emerged mainly
owing to the advance of mechatronics and aerodynamics [1]. The interest on research and devel-
opment works concerning this technology has increased substantially, as evinced by the number of
recent publications in the main robotics journals and conferences [2]. As fully discussed in [3, 4],
advances in this �eld are not only having a signi�cant impact in the research community, but also
among other sectors, such as e.g. in [5, 6, 7, 8]. After the initial advances within the defence sector
made this technology known to the wide public [2], its popularity1 has even reached the private
sphere, being recreational drones common in most developed countries.2 The wide range of possi-
ble applications of aerial robotics –together with this interest– has led to a signi�cant investment
by public and private entities, thus enabling the development of solutions whose focus goes beyond
the mere monitorisation of the environment. Among these cutting-edge applications, this thesis is
focused on aerial manipulation –i.e. unmanned aerial systems equipped with manipulators capable
of physically interacting with the environment–, and more speci�cally on aerial manipulators with
multirotor platforms.

This interesting technology combines the 3D range, manoeuvrability and mechanical simplicity
of multirotors with the versatility coming from the use of robot manipulators, making tasks such
as joint transportation of loads, assembly/disassembly, contact inspection/measurement, grasping,
perching, cleaning, capturing other UASs for security reasons, etc. achievable while �ying. This
is especially useful in those industrial or service applications that are considered hazardous for
human operators, either for the proximity of dangerous elements (such as high-voltage lines in
[13], as shown in Fig. 1.1c) or for the height at which the operation takes place (as in [12, 14], Figs.
1.1a, 1.1b and 1.1d). Moreover, aerial manipulators can also replace and/or collaborate with human
operators in large-scale facilities, such as in [15, 16] –as shown in Figs. 1.1e and 1.1f– or in [13,
17]. Apart from these direct industrial applications, aerial manipulators can be also used for joint
transportation of loads [18, 19, 20], collaborative tasks [21], assembly [22, 23], physical interaction
with the environment or grabbing objects with a UAV during �ight [24, 25, 26, 27], perching on
rods or beams to allow UAVs to increase their endurance [24], and lightweight manipulation tasks
under severe weight limitations [28, 29, 30, 31, 32].

Although these applications constitute a considerable step forward, some of the challenges of
this �eld are still hindering a generalised implementation of these solutions. Among them, the
most relevant for autonomous outdoor applications are:

• The sensitivity of the platform to the coupling with the mission subsystems, both when
interacting with its environment or while recon�guring their relative-pose. The movement
of any of these directly a�ects the stability of the whole system and the accuracy of the
manipulation, hence demanding advanced controllers.

• Unlike other mobile manipulation systems, the e�ciency and stability of the �ight plat-
form is signi�cantly a�ected by environmental conditions [33, 34] –typically aerodynamic
disturbances–, hindering the systematic use of aerial manipulators outdoors. These distur-
bances can be dominant close to structures –such as walls, ground, ceilings, etc.–, as dis-
cussed in [35, 36], or in the presence of wind.

• To avoid limited �ight times, the weight of any element onboard must be reduced, being
discarded the use of industrial dexterous manipulators to increase the success ratio. Instead,
lightweight manipulation systems –usually including �exible modes– are employed. Conse-
quently, controllers with advanced capabilities are required to compensate the lack of hard-
ware robustness via control algorithms.

1For a detailed analysis of the aerial robotics sectors in the European Union and United States, [9] and [10] are respec-
tively recommended.

2As an example of this tendency, please read specialised newspaper article in [11].
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(a) AEROARMS project [12] demonstration, per-
forming inspection tasks in a refinery.

(b) Alexandros dual manipulation system for the
AEROARMS project [12].

(c) AM-operator collaboration concept close to a
power line in the AERIAL-CORE project [13].

(d) Inspection of bridges in the AEROBI project
[14].

(e) Logistic operations in an final assembly line
plant in the ARCOW project [15].

(f) Valve tuning task in the ACROSS project [16].

Figure 1.1: Some applications of aerial manipulation.

To overcome the limitations associated to these challenges, most integrated solutions tend to
be demonstrated in well-conditioned settings –e.g. without signi�cant wind, light conditions max-
imising the dynamic range of the visual sensors, and adequate GNSS signal– or even indoors.
Moreover, the dynamic coupling between the manipulation and transportations systems is gener-
ally reduced by design, hence limiting their possible applications.

1.2 State of the art

Once the context of aerial manipulation has been discussed, a succinct state of the art of the ap-
plicable control strategies –including robust solutions centred on autonomous platforms and robot
manipulators– is in here included. According to the classi�cation in [3], these approaches can be
divided –on the base of their control structure– into centralised and decentralised solutions. While
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Figure 1.2: Concept map with the main trends in what respects to the nonlinear control of aerial manipulators,
omi�ing minor branches –although being mentioned in the body of the text– for simplicity, highlight-
ing the techniques used in this thesis in bold, and using the colour pa�erns of this thesis: red for RM,
blue for UAV, and violet for their coupling in an AM.

the centralised approaches account both the platform and the mission system as a single complex
entity, being accordingly controlled; in decentralised solutions these are treated independently, be-
ing the coupling either addressed with ad-hoc extensions or by enhancing the rejection capabilities
of their respective controllers. However, as the main focus of this section is not on a complete
survey of these �elds, just the most representative approaches (see Fig. 1.2) are discussed.

1.2.1 Centralised approaches

As mentioned above, a single strategy is used to control both the platform and the robot manip-
ulation system in centralised approaches. This results in computationally heavy solutions capable
of explicitly handling the coupling of the subsystems. However, this comes at the cost of control
specialisation and �exibility. As the platform and robot manipulator are very di�erent in terms
of system typology, centralised control solutions –i.e. strategies compatible with the nature of
both systems– might not leverage their respective potentials. Moreover, the complexity of these
makes theoretical stability analyses signi�cantly more di�cult –than decentralised approaches–,
and application-focused modi�cations more involved. Among the current centralised approaches
for autonomous aerial manipulation, it is worth highlighting the adaptive SMC in [37]; the com-
plete backstepping strategy in [32, 38, 39]; the backstepping-based approach using a coupled full
dynamic model with an admittance controller in [40]; the solution exploiting stable zero dynamics
in [41]; the approach combining gain-scheduling and MRAC in [42]; the hierarchical controller
with a IK layer in [43]; the impedance-based solution relying wrist sensor feedback and IK in [44];
and the di�erential �atness-based solution to control AMs tethered by cables [45, 46].
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1.2.2 Decentralised approaches

However, this thesis is focused on decentralised approaches –i.e. using di�erent strategies to
control the platform and the mission subsystem, either exchanging information between each other
or not– due to their reduced computational load and their inherent �tting with the hybrid nature
of aerial manipulation systems. These approaches can be divided, in turn, into UAV controllers
with disturbance rejection capabilities –but unaware of the manipulation mission–; robust strate-
gies for robot manipulators; and solutions for the control of the platform that are aware of the
presence of the manipulation system indirectly –i.e. by a simpli�ed model or estimation–. For
instance, a strategy in which the UAV controller is enriched with an adaptive law based on generic
disturbances –e.g. constant forces applied to the platform– would be classi�ed in the �rst category.
Nonetheless, this same approach, but being the adaptive add-on focused on the e�ects of the centre
of gravity of the RM on the platform, would be included in the third one. It is also worth noting
that RM controllers without moving bases have not been excluded from this state of the art. This
is due to the fact that most aerial manipulation applications are designed so that the most accuracy
demanding manipulation phases are performed with the platform in hover (or as close as possible).
Accordingly, robust manipulation controllers designed for �xed-base implementations but capable
of handling oscillations and/or impacts are commonly used in aerial manipulation systems.

UAV control

The most common tendencies for the nonlinear control of autonomous unmanned aerial ve-
hicles [47] are: backstepping techniques, SMC, MPC and geometric control. Backstepping [48],
corresponds to a cascade approach where discrepancies between levels are carried out from the
inner level to the outer one –in an iterative manner–, until they �nally concur at the exterior level,
where they are addressed. To cope to the high sensitivity to mistuning and delays of this base
backstepping approach, it is usual to reformulate the controller into a command-�ltered variant
[49], or a command-�ltered incremental form [50], hence �ltering the interactions between levels.
In contrast, SMC is based on shaping the nominal behaviour of the vehicle and applying discontin-
uous control signals to reject uncertainties. This makes the system slide along the boundaries, as
in the incremental SMC with e�ectiveness loss in actuators in [51], the terminal SMC to reduce the
power consumption in [52], or fractional order SMC with a varying mass in [53]. Nonlinear MPC
solutions –such as [54]–, on the other hand, take into account future timeslots in the optimisation
of the system response via a dynamic model. However, these models tend to be unreliable in aerial
manipulation, hence shortening the prediction horizon. For instance, in [55] a robust nonlinear
MPC was validated in simulation, being real experiments also performed in [56, 57, 58, 59, 60].
Finally, geometric control avoids problems due to singularities by being formulated in their inher-
ent manifolds, instead of projecting them on a local representation. Subsequently, these control
solutions tend to end up having rather compact formulations. Uses of geometric control include,
among others, missions demanding high manoeuvrability [61, 62, 63], to cope with con�gurable
tilting rotors [64], to handle their actuation constraints [65] and to avoid obstacles [66].

Additionally, some other solutions not belonging to these trends –or bridging them– are also
worth mentioning, such as the linear matrix inequalities approach in [67], the combination of back-
stepping and sliding mode techniques in [68] and [69], the approach focused on actively rejecting
disturbances in [70], the vision-based solution relying on a port Hamiltonian approach in [71], and
the solutions based on estimating the external actions to control the platform in [72, 73]. Further-
more, some of the presented techniques can be enriched with adaptive update laws to cope with
parametric uncertainties. Nonetheless, this comes on the cost of parametric drift if no robust add-
on –such as the σ-modi�cation– is included in the formulation. Among these cases, it is worth
highlighting [74] –in which adaptive control is used to cope with thrust saturation–, [75] –coping
with attitude saturation–, and [76] –using adaptive incremental nonlinear inversion–.
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Control strategies for robot manipulation

The most common approach for manipulation control is the inverse kinematics technique [77].
Among IK solutions, there are, in turn, two main trends: �rst-order approaches –where the con-
trol output is the speed of the servomotors, like in this thesis–, and second-order ones –where
this is given as servo accelerations, which can be assimilated to generalised forces–. For instance,
�rst-order solutions include general solutions for redundant manipulators [78, 79], an analysis of
the closed-loop stability for redundant systems [80], online approaches to cope with self-imposed
joint saturations [81], a general technique to simplify the problem by using a coordinate transfor-
mation [82], and approaches for �exible manipulators in which the sti�ness of the links is known
interacting with a compliant surface –also with known mechanical behaviour–, as in [83, 84].

On the other hand, some second-order solutions are highlighted, such as [85] –where damping
is added to the inversion of the Jacobian to handle large control outputs close to singularities– and
[86] –which, as happened with some �rst-order solutions, is focused on redundant manipulators–.
Additionally, other control techniques are also used for robot manipulation, such as the adaptive
approaches to address uncertainties in [87, 88, 89, 90] (which include backstepping solutions), SMC
solutions [91, 92], safe force/impedance compliant controllers [93, 94, 95, 96, 44, 90], and approaches
focused on the collision detection rather than in the EE tracking [97, 98].

RM-aware UAV control solutions

Finally, there are solutions for the platform control that include a simpli�ed estimation of the
manipulation system to improve their –already robust– behaviour. These constitute a half-way
point between centralised and decentralised approaches (as indicated in Fig. 1.2 with a semitrans-
parent link), relaxing the limitations of both. On the one hand, their computational loads are only
slightly higher than robust solutions not considering the RM. On the other hand, their RM aware-
ness implies that they avoid choosing behaviours that, due to the con�guration of the RM, can lead
to oscillatory –if not divergent– regimes. In summary, they can be considered as an evolution of
the generic approaches focused on disturbance rejection in which a speci�c aerial manipulation-
focused formulation has been introduced.

Among these solutions, it is worth mentioning the application of the passivity-based control
(PBC) concept in aerial robotics, such as in [99, 100]; the solution taking into account the interac-
tion by employing dual quaternions in [101]; the use of an adaptive SMC with super-twisting for a
quadrotor with a 2 degree-of-freedom non-redundant manipulator in [102]; the approach employ-
ing feedback linearisation with a double integrator to reject parametric uncertainties and external
disturbances in [103]; the quaternion-based backstepping approach compensating the disturbances
due to the movement of the RM in [104]; the adaptive fuzzy logic approach in [105], capable of
achieving acceptable tracking capabilities; and the aerial payload transport with multiple agents
considering decentralized strategies by tensegrity muscles in [106].

1.3 Structure of the thesis

To clarify the underlying line of reasoning behind this thesis, it is essential to present its struc-
ture. Firstly, Chapter 2 describes the main motivations of the current research line in the context
of an aerial manipulation design mission, and brie�y presents the most signi�cant contributions
obtained during the doctoral studies. Among them, peer-reviewed journal publications are high-
lighted, but without omitting conference papers and journal contributions yet in the peer-review
process. Secondly, Chapter 3 is devoted to the characterisation of the system. It is worth noting
that, among the elements discussed in this chapter, there is an explicit blunt-body aerodynamic
model of the forces and torques applied to the UAV that constitutes a completely novel tool whose
full potential is discussed in Section 2.3.
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Then, the major contributions of the thesis are presented in Chapters 4, 5, and 6. On the one
hand, in both Chapters 4 and 5 the design of a novel adaptive control strategy for robot manip-
ulation is presented. This new paradigm is proven to be capable of dealing with uncharacterised
external conditions ranging from unforeseen impacts –in Chapter 4–, to force control with para-
metric uncertainties –in Chapter 5–. To validate these strategies, full theoretical and experimen-
tal results are reported. On the other hand, Chapter 6 is focused on the study of a complete –but
decentralised– aerial manipulation strategy based on prioritising the manipulation task on the cost
of the platform tracking capabilities. This is achieved thanks to a passivity-based approach for the
control of the platform, obtaining a compliant-like accommodation of this system to the main goal
of the mission: the manipulation task. To validate this approach, a theoretical analysis of stability
and a set of realistic simulations –including the use of the aerodynamic model in Chapter 3 as a
key factor– is included.

Additionally, it is essential to outline the tools and settings used to obtain the experimental
results for the adaptive manipulation controllers and other future implementations. This is done
in Chapter 7 from the perspective of the hardware, software and middleware solutions employed.
Among them, it should be noted that the fast prototyping solution MASÞ

PX4 is also a notable con-
tribution obtained during this thesis.

Finally, the document is wrapped up with the conclusions of the thesis along with some pos-
sible future research lines, in Chapter 8. Furthermore, two appendices are added to succinctly
include: a criterion to optimise the relative-pose of the platform with respect to the manipula-
tion target according to the control approach in Chapter 6 –in Appendix A–; and the redesign
of a command-�ltered backstepping UAV controller to enhance its robustness capabilities against
signi�cant oscillations of a robot manipulation attached to the platform –in Appendix B–.

1.4 Funding data

The research activities of the author have been supported by the V Plan Propio de Investigación
de la Universidad de Sevilla, under a full-time PIF (Personal Investigador en Formación) fellowship.
This includes additional funding for a 4-months-stay with Prof. Tarek Hamel in the I3S group of
the Université Côte d’Azur, CNRS (France). Moreover, some of the publications of the thesis have
been supported by the following projects of the European Commission and the Spanish Ministerio
de Economía, Industria y Competitividad3:

• AEROARMS, from the EU Horizon 2020 Research and Innovation Programme under grant
agreement number 644271.

• AERIAL-CORE, from the EU Horizon 2020 Research and Innovation Programme under grant
agreement number 871479.

• GRIFFIN ERC Advanced Grant 2017, from the European Research Council under action 788247.

• HYFLIERS, from the EU Horizon 2020 Research and Innovation Programme under grant
agreement number 779411.

• ARM-EXTEND, from the Spanish Ministerio de Economía, Industria y Competitividad under
grant agreement DPI2017-89790-R.

• AEROMAIN, from the Spanish Ministerio de Economía, Industria y Competitividad under
grant agreement DPI2014-59383-C2-1-R.

3The denomination of the Spanish Ministry that conceded the grants for some of these projects has changed since those
assignations. For the sake of simplicity, the original name of the Ministry is kept.
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The main motivations of the current thesis are here presented with respect to the context of
aerial robotics in Section 1.1 and a typical aerial manipulation mission. Moreover, the research line
followed during this thesis is clearly outlined, being the most signi�cant publications of the author
–together with their associated contributions– speci�cally indicated. It is worth underlining that
the ongoing works and future ideas introduced in this chapter are further delineated in Chapter 8.

2.1 Motivation

The promising applications presented in Chapter 1 take place inside unstructured environments
–where accurate positioning and state estimation are challenging and disturbances are noticeable–.
This implies that the system should be granted a high level of accuracy and repeatability to ensure
the safety of the operators, robotic systems and facilities. Moreover, this is even more challenging
due to the role of the mission subsystems, i.e. application-focused add-ons attached to the vehicle
to perform a speci�c task. These essential elements –providing real-life application capabilities
to otherwise "empty" platforms– tend to add further uncertainty and disturbances to the system.
Although some of the latter could be even explicitly calculated using model-reference approaches,
the associated computational cost is very signi�cant. Accordingly, aerial manipulation systems
undoubtedly bene�t from using robust decentralised and explicit nonlinear techniques.

Furthermore, it is also essential to analyse the use of aerial manipulators from a validation
perspective. When demonstrating autonomous aerial robotics solutions outdoors –and especially
in real industrial environments–, these speci�c challenges are particularly dominant. To cope
with them, the validation experiments are generally accepted to be held either indoors –for lower
TRLs or to demonstrate solutions which are not supposed to be signi�cantly a�ected by outdoor
di�culties– or in a well-conditioned outdoor scenario –e.g. with light breezes and acceptable GPS
signal–, and the design of prototypes tend to involve reducing the interaction between subsys-
tems. Nonetheless, to make these solutions work on real-world scenarios –where they are being
demanded increasingly complex tasks–, it is essential to leave these constraints behind. For that
purpose, two main problems should be solved independently:

i) the estimation of the state variables of the aerial robots from several sources, e.g. using visual
odometry or IoT approaches; and

ii) the development of robust solutions against external –such as wind gusts, or estimation
error in GPS-denied zones–, and internal disturbances –for instance, mechanical coupling or
opposed goals between subsystems–.

This thesis is focused on the latter.

2.2 Design mission

To contextualise the contributions of this thesis, it is essential to delimit the mission for which
these are designed. Among the di�erent possibilities formulated in Section 1.1, a standard bench-
mark mission for inspection/repair/sensor installation in an industrial facility is proposed (Fig. 2.1).
From a general point of view, this mission can be divided into three operational phases:

P1. Navigation, including take-o�, landing, payload release and RM-locked �ight far from the
operation point, all considered relatively low complexity tasks. For this phase, it can be con-
sidered that the system is a UAV with a constant disturbance in the form of a �xed arm.
Accordingly, the focus of the control strategies for navigation should be in the robust capa-
bilities of the solutions implemented against external disturbances-.

P2. Accommodation, with the RM executing a smooth transition from/to navigation without con-
tact, being this task categorised as medium-high complexity. In contrast to Phase 1, the focus



11 2.2. Design mission

Phase 1

NAVIGATION
Phase 2

ACCOMMODATION

Phase 3

OPERATIONApproaching1

Manipulation2

Take‐off and

RM‐locked flight

0

Return flight3

Payload release

and landing

4
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Figure 2.2: Steps of the operation phase in the installation of a sensor on a rigid interface or its inspection
through contact with force control in several axes.

here should be in the disturbance rejection capabilities against internal disturbances or, al-
ternatively, in shaping these according to a manipulation-aware criterion that improves the
stability of the whole system.

P3. Operation, where the focus is set on the force/impedance control of the EE during contact,
including gripping and payload grasping, thus involving high complexity tasks. Correspond-
ingly, in this phase the platform is expected to maintain its position or, even more interest-
ingly, to comply with the manipulation tasks.

To further delineate the accommodation and operational phases, in Fig. 2.2 the di�erent steps
of within them are detailed. The aerial manipulation system is expected to smoothly deploy the
manipulator close to the operation point, perform the dexterous interaction with the target envi-
ronment –including contact and force/impedance control– and return to the safe position without
signi�cant risks that could end up in a �ight incident.
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Figure 2.3: Schematic depiction of the research line divided into contributions to the manipulation-aware
control of UAVs and to the adaptive control of flexible manipulators, with the associated publi-
cations labelled according to the list of publications and the ongoing research shown below the
line representing the current state.

2.3 Research line
The research line is here presented in terms of two converging research branches –associated

to the AM and �exible RM control– and as a detailed chronological list. While the �rst is focused
on introducing the line of reasoning behind the author’s research and highlighting its evolution,
the second one o�ers a detailed account of the publications associated to the thesis.

From a thematic point of view, the end goal of the current research line (see the schematic
depiction in Fig. 2.3) is to improve the manipulation capabilities and broaden the range of envi-
ronmental conditions in which aerial manipulation missions can be performed. For that purpose,
two main branches have been studied. On the one hand, signi�cant e�orts have been devoted to
the development of adaptive nonlinear controllers for �exible lightweight manipulators (see the
right rami�cation in Fig. 2.3). This branch is focused on obtaining solutions capable of handling
scenarios with uncertainties –e.g unforeseen impacts and force control against uncharacterised
interfaces–, such that the aerial manipulator safely performs complex tasks. On the other hand,
control solutions to improve the rejection capabilities of UASs have also been thoroughly studied
(see the left branch in Fig. 2.3). These include a decentralised strategy for aerial manipulators that
prioritises the manipulation mission on the cost of relaxing the UAV reference tracking, in a compli-
ant manipulation-aware approach. Associated to this idea, the rejection capabilities of the platform
ought to be enhanced. For this purpose, an explicit parametric model of the �ight aerodynamics
of a multirotor –i.e. the external forces applied to the vehicle due to its displacement in a viscous
�eld, indirectly considering the propulsion– is obtained. To connect this approach with the �rst
branch, nonetheless, two additional contributions are essential: i) the modular autopilot solution
MASÞ

PX4, which has been speci�cally designed for the fast prototyping of novel complex algorith-
mia directly from Simulink®; and a geometric estimator of the internal reactions transmitted by the
robot manipulator to its platform without using heavy F/T sensors or computation-intensive full
model-based calculations.
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Moving to a chronological perspective of the research line, a series of core publications1 are
reported:

[C1] J. Á. Acosta, C. R. de Cos, and A. Ollero, “A Robust Decentralised Strategy for Multi-Task
Control of Unmanned Aerial Systems. Application on Underactuated Aerial Manipulator,”
in 2016 IEEE International Conference on Unmanned Aircraft Systems (ICUAS), Arlington, VA,
USA, 2016, pp. 1075–1084.

[C2] C. R. de Cos, J. Á. Acosta, and A. Ollero, “Relative-pose optimisation for robust and nonlinear
control of unmanned aerial manipulator,” in 2017 IEEE International Conference on Unmanned
Aircraft Systems (ICUAS), Miami, FL, USA, 2017, pp. 999–1005.

[C3] C. R. de Cos, J. Á. Acosta, and A. Ollero, “Command-�ltered backstepping redesign for aerial
manipulators under aerodynamic and operational disturbances,” in Iberian Robotics confer-
ence. Seville, Spain: Springer, 2017, pp. 817–828.

[C4] J. Á. Acosta, C. R. de Cos, and A. Ollero, “Accurate control of Aerial Manipulators outdoors. A
reliable and self-coordinated nonlinear approach,” Aerospace Science and Technology, vol. 99,
p. 105731, April 2020.

[C5] C. R. de Cos, J. Á. Acosta, and A. Ollero, “Adaptive Integral Inverse Kinematics Control for
Lightweight Compliant Manipulators,” IEEE Robotics and Automation Letters, vol. 5, no. 2, pp.
282–289, April 2020.

[C6] C. R. de Cos and J. Á. Acosta, “Explicit Aerodynamic Model Characterization of a Multirotor
Unmanned Aerial Vehicle in Quasi-Steady Flight,” Journal of Computational and Nonlinear
Dynamics, vol. 15, no. 8, 2020.

[C7] C. R. De Cos, M. J. Fernandez, P. J. Sanchez-Cuevas, J. Á. Acosta, and A. Ollero, “High-Level
Modular Autopilot Solution for Fast Prototyping of Unmanned Aerial Systems,” IEEE Access,
vol. 8, pp. 223 827–223 836, December 2020.

[C8] C. R. de Cos, J. Á. Acosta, and A. Ollero, “Adaptive Integral Force Control for Lightweight
Flexible Manipulators,” Preprint submitted to IEEE Robotics and Automation Letters (Under re-
vision) (October 2020), 2020.

[C9] C. R. de Cos, M. D. Hua, J. Á. Acosta, T. Hamel, and A. Ollero, “Nonlinear estimation of the
reactions induced by a robot manipulator on an aerial manipulator using distributed sensors,”
University of Seville and Université Côte d’Azur, CNRS, Seville, Spain, and Biot, France, Tech.
Rep., December 2020.

The main contribution from each one of them is here detailed, as well as the chapter in which
these are included in the thesis. Firstly, in [C1] (Chapter 6), a control strategy focused on the com-
pliant cooperation of decentralised robust controllers for UAV and RM subsystems via subordinate
tasks was presented. As this left an extra degree of freedom associated to the relative-pose be-
tween the vehicle and the manipulation system, in [C2] (Appendix A) the author studied the best
con�gurations to improve the performance of the system under external disturbances. Concur-
rently, the possibility of redesigning a common nonlinear controller for UAVs –a command-�ltered
backstepping– to enhance its rejection capabilities against RM oscillations was considered in [C3]
(Appendix B). The same concept was then applied to the aerial manipulation strategy in [C2],
leading to the more advanced approach in [C4] (Chapter 6). This included a robust modi�cation
of the manipulation-aware core –dumping the assumption of perfect RM tracking in [C2]– and
an in-depth validation of the controller within the design mission in Section 2.2. At the same

1Please note that when citing these manuscripts, the format [Cn] is used –instead of the standard [n], with n an Arabic
numeral– to emphasise their importance and to di�erentiate them from non-core references.
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time, a robust IK solution to reduce the negative impact of introducing �exible modes into light-
weight RMs –with special emphasis in unforeseen impacts– was under development, being �nally
reported in [C5] (Chapter 4). Similarly, the explicit aerodynamic characterisation of the aerody-
namic forces and torques applied to the platform in �ight in [C6] (Chapter 3) –that had already
been used in [C1, C2, C3, C4]– was �nally accepted for publication. As a sine qua non condition to
experimentally validate the results obtained, a highly-customisable autopilot solution based on the
Simulink® environment was then developed and tested with real controllers, being its associated
results reported in [C7] (Chapter 7). Finally, an extension to force control of the position controller
in [C5] in a cascade approach to perform mixed contact/non-contact tasks was submitted in [C8]
(Chapter 5). Furthermore, the estimation of the reactions induced by the RM on the aerial platform
via lightweight lowcost sensors was studied during the short stay with Prof. Tarek Hamel –I3S
group, Université Côte d’Azur, CNRS (France)– leading to the ongoing contribution [C9]. This
approach transforming raw data collected from a set of distributed sensors into a theoretically
convergent estimator will be reported after the thesis dissertation.
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As a foundation on which the contributions to the two research branches in Section 2.3 are
built, the models of the di�erent systems to be controlled are here presented. For that purpose,
several standalone sub-models –corresponding to the adaptive RM control and some UAV control
contributions– and an integrated representation –to be used for the manipulation-aware branch–
are employed. It is worth mentioning that, although these formulations shown notable structural
di�erences depending on the subsystem, they always share an interconnection bond that comes
from the coupling between the platform and the manipulation system. As an interesting addi-
tion to these models, a novel explicit characterisation of the �ight aerodynamics of UAVs –not to
be confused with rotating-wing propulsion aerodynamics– is included to enhance the numerical
validation for outdoor aerial manipulation in next chapters.

3.1 Kinematics and dynamics of the aerial manipulator

To represent the system with kinematic and dynamic models, the aerial manipulator is divided
into its two main subsystems: the platform and the manipulator. Accordingly, the whole system is
presented as a combination of both and the interconnections terms.

3.1.1 Multi-rotor platform
Taking into account that the kinematic con�guration of a multirotor is trivial, its dynamic

equations �ying in a 3D space can be directly written using the Newton-Euler formalism as

ẋ = v, (3.1a)
Θ̇ = WΩ, (3.1b)

mQv̇ = mQg0e
I
z − TeBz + FaeroI , (3.1c)

IQΩ̇ = −Ω× IQΩ−Ga + τ aero + τ (3.1d)
Irω̇r = τ r −Qaero. (3.1e)

with the state of the platform given by its position and speed, namely x,v ∈ R3, attitude and
angular rates, denoted respectively Θ,Ω ∈ R3, and the speed of its rotors ωr ∈ RNr ; and being
T ∈ R+ the total thrust, τ ∈ R3 the attitude control input, and the aerodynamic model for
Faero, τ aero ∈ R3 discussed in Section 3.2. Moreover, the matrix relating attitude rates and Euler
angles derivatives, W ∈ R3×3, reads

W :=


− sin θ 0 1

cos θ sinφ cosφ 0

cos θ cosφ − sinφ 0

 ;

the UAV and rotor inertias, IQ ∈ R3×3 and Ir ∈ RNr×Nr , respectively; and the electric torque
transmitted to the rotors and the rotation drag –correspondingly–, τ r,Qaero ∈ RNr . Then, by
neglecting the gyroscopic terms Ga ∈ R3 and using the rotation matrix from the body frame to
its inertial counterpartR ∈ SO(3) reading

R :=


cos θ cosψ sin θ cosψ sinφ− sinψ cosφ sin θ cosψ cosφ+ sinψ sinφ

cos θ sinψ sin θ sinψ sinφ+ cosψ cosφ sin θ sinψ cosφ− cosψ sinφ

− sin θ cos θ sinφ cos θ cosφ

 , (3.2)

these equations can be �nally expressed in common reference frames (I for the position dynamics
and B for the attitude one), respectively becoming (3.1c)-(3.1d)

mQv̇ = mQgez − TRez +RFaero, (3.3a)
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IQΩ̇ = −Ω× IQΩ + τ aero + τ . (3.3b)

As it is common practice, the rotor dynamics in (3.1e) are considered much faster than its
translation and rotation counterparts, hence being neglected in what follows1. Accordingly, the
total thrust and induced torque, T and τ , respectively, are chosen as control inputs for the platform.
Associated to this simpli�cation, it should also be highlighted that, depending on the number of
rotors and their con�guration, the transformation of the chosen control inputs into the thrust
commanded to each rotor varies. In here, this control allocation is considered accurate, i.e. the
force and torque commands can always be met.

Finally, the characterisation of the aerodynamic e�ects, i.e. Faero and τ aero in (3.1c)-(3.1c),
is addressed in Section 3.2. These contributions –generally oversimpli�ed in articles focused on
control design– are here studied using CFD simulations to improve the robustness of the solution
against external disturbances, as e.g. wind. In this analysis, remarkably, the aforementioned trans-
formation between our control inputs and the rotor thrust has some in�uence on the results, thus
being considered.

3.1.2 Robot manipulator

Moving to the manipulation system, two di�erent typologies solely including revolute joints2
are considered in this thesis: rigid and �exible robots. In order to reconcile them, a harmonised
formulation is proposed.

Rigid manipulators

Let us consider a robot manipulator comprised by N rotation DoF, each one associated to a
separate joint actuated by a servomotor. The con�guration of this RM can be then either described:
i) in the joint-space, by γ ∈ RN the angles of the actuated joints; and ii) in the task-space, as
p := col(p̄, ᾱ) ∈ RS , with p̄ ∈ RSp and ᾱ ∈ RSα the Cartesian position and orientation of the
EE, respectively. Accordingly, the direct kinematics of the system reads

ṗ = Jγ γ̇ =

(
J tγ

Jrγ

)
γ̇, (3.4)

where J tγ ∈ RSp×N and Jrγ ∈ RSα×N stand for the Jacobian matrices with respect to the Cartesian
DoF –denoted by the super-index t– and to the orientation ones –super-index r–, respectively.
Then, by using the Euler-Lagrange formalism, the dynamics of the system becomes

Bγ γ̈ + Cγ γ̇ = τRM + τRMext + gγ ,

withBγ , Cγ ∈ RN×N the inertia and Coriolis terms matrices; τRM ∈ RN the servomotor torques;
and τRMext ∈ RN the torques produced by the external forces applied to the EE –denoted as fEE ∈
RSp–, and gγ ∈ RN the gravitational terms, reading these

τRMext := J tγ
>

fEE ,

gγ := J>B,γmBg0,

where JB,γ ∈ RS×N is the Jacobian of the centre of gravity of the RM, i.e. ṗB := JB,γ γ̇.
1An exception to this consideration is made in Appendix B, where the rotor response is shown in the numerical validation

as part of a main contribution of the associated publication.
2In aerial manipulation, prismatic joints are not generally used due to their larger weights and dimensions, thus dis-

agreeing with the low inertia/mass design requirements of �ying robots.
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Figure 3.1: Definition of the DoF of the flexible manipulator, including the dynamic parameters used.

Flexible manipulators

Let us then modify this rigid formulation by incorporating M �exible rotation DoF in between
the actuated ones, as depicted in Fig. 3.1. The con�guration of this �exible RM can be, in turn,
described: i) in the joint-space, by qRM := col(γ, δ) ∈ RN+M , with γ the previously-de�ned
angles of the actuated joints and δ ∈ RM the �exible link de�ections; and ii) in the task-space,
with the same form given for rigid manipulators. Hence, the direct kinematics of this system can
be written in a block-wise form given by

ṗ = Jγ γ̇ + Jδδ̇ =

(
J tγ J tδ

Jrγ Jrδ

)
q̇RM = JRM q̇RM , (3.5)

with J tδ ∈ RSp×M , Jrδ ∈ RSα×M the Jacobian matrices of the �exible (passive) modes of the
system. Consequently, by using the Euler-Lagrange formalism again, the dynamics of the �exible
system can be generically formulated as

BRM q̈RM + CRM q̇RM +∇VRM = τ̄RM + τ̄RMext ,

withBRM , CRM ∈ R(N+M)×(N+M) the inertia and Coriolis terms matrices of the complete system;
τ̄RM := col(τRM ,∅∅∅M ) ∈ RN+M the control input; τ̄RMext := col(J tγ

>
fEE , J

t
δ
>

fEE) ∈ RN+M the
external forces applied to the EE; and∇VRM := KqRM − gRM ∈ RN+M the potential terms. The
latter includes the �exible modes of the manipulator through the sti�ness matrix K ∈ RM×M ,
reading

K :=

(
∅N×N ∅N×M
∅M×N Kδ

)
,

representing Kδ ∈ RM×M the sti�ness of the passive �exible modes; and the gravitational in�u-
ence, namely

gRM := J>BmBg0,

where JB ∈ RS×(N+M) stands for the Jacobian of the centre of gravity of the RM, i.e. ṗB :=
JBq̇RM . Note that, as done with the EE Jacobians, this matrix can be written block-wise as

JB :=
(
JB,γ JB,δ

)
,

denoting JB,δ ∈ RS×M the Jacobian matrix of this point with respect to the �exible modes.

3.1.3 Aerial manipulation system
Taking into account these models, the dynamic formulation of the whole aerial manipulation

system is in here studied under the Euler-Lagrange formalism. As done with the RM, the di�erent
typologies of the manipulation system result in two models, but with a homogeneous formulation.
To obtain this formulation, nonetheless, the coordinates of the system, q ∈ Rn, must be classi�ed
with respect to
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• The division of the aerial manipulator into its vehicle and manipulation subsystems, becom-
ing q := col(qUAV ,qRM) –with qUAV := col(x,Θ) the state of the platform and qRM the
join-space con�guration of the RM (as already indicated in the Section 3.1.2)–. This approach
is used to describe the system dynamics from the point of view of the coupling and to for-
mulate most of the solutions.

• The nature of the DoF, into Cartesian, x, and angular, ζ := col(Θ,qRM), reading the AM
state q := col(x, ζ). In contrast, with this approach the problem can divided into translations
and rotations, thus allowing simpler calculations both in simulation and when implementing
the solutions.

Accordingly, consider the direct kinematics of a rigid manipulator (see Section 3.1.2) mounted
in an aerial platform, reading

ṗ = JUAV q̇UAV︸ ︷︷ ︸
:=−vUAV

+Jγ γ̇, (3.6)

denoting JUAV ∈ RS×(n−N) the Jacobian matrix associated to the platform position and orienta-
tion, and vUAV ∈ RS the speed of the inertial frame from the point of view of the UAV, i.e. minus
the speed of the UAV in the inertial frame. Then, by making use of the Euler-Lagrange formalism,
the dynamics of the whole rigid system can be described block-wise as(

BUAV BUAV
γ

BγUAV Bγ

)
︸ ︷︷ ︸

B(q)

[
q̈UAV

γ̈

]
+

(
CUAV CUAV

γ

CγUAV Cγ

)
︸ ︷︷ ︸

C(q,q̇)

[
q̇UAV

γ̇

]
−

[
gUAV

gγ

]
︸ ︷︷ ︸
∇V (q)

=

[
fUAV

τRM

]
︸ ︷︷ ︸

u

+

[
faero

τRMext

]
︸ ︷︷ ︸

uext

withB,C ∈ Rn×n the inertia and Coriolis terms matrices of the whole system –with its associated
sub-matrices–; ∇V the potential terms –here limited to gravitational contributions, including the
one associated to the platform, gUAV –; u ∈ Rn the control input, where fUAV := col(U, τ ) stands
for the control input of the UAV –considering the underactuation in U–; and uext ∈ Rn the
generalised external forces, denoting faero := col(Faero, τ aero) the external aerodynamic e�ects
on the position and attitude of the platform discussed in the next section.

On the other hand, in the case of using a �exible manipulator, the number of DoF of the system,
n, is modi�ed to include theM �exible de�ections. Accordingly, the direct kinematics of the system
becomes

ṗ = JUAV q̇UAV︸ ︷︷ ︸
:=−vUAV

+JRM q̇RM , (3.7)

with JUAV ∈ RS×(n−N−M), being the new M �exible modes included into n s.t. n − N −M
is kept constant with respect to the rigid case. Analogously to the case of rigid manipulators, the
result of applying the Euler-Lagrange formalism to obtain the dynamic equations reads(

BUAV BUAV
RM

BRM
UAV BRM

)
︸ ︷︷ ︸

B̄(q)

[
q̈UAV

q̈RM

]
+

(
CUAV CUAV

RM

CRM
UAV CRM

)
︸ ︷︷ ︸

C̄(q,q̇)

[
q̇UAV

q̇RM

]
+

[
−gUAV

∇VRM

]
︸ ︷︷ ︸
∇V̄ (q)

=

[
fUAV

τ̄RM

]
︸ ︷︷ ︸

ū

+

[
faero

τ̄RMext

]
︸ ︷︷ ︸

ūext

with B̄, C̄ ∈ Rn×n the inertia and Coriolis terms matrices of the �exible aerial manipulation
system –with its associated sub-matrices–, ∇V̄ the potential terms including the �exible modes,
ū ∈ Rn the complete control input –also underactuated due to the presence of �exible DoF–, and
ūext ∈ Rn the generalised external forces for this �exible system.
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3.2 Blunt-body aerodynamics of a multi-rotor UAV

In both these formulations, the aerodynamic e�ects are introduced as generic terms to be mod-
elled. It is in order, thus, to analyse the impact of the aerodynamic forces and torques on the
dynamics and to propose a model to include them. In this section, two models will be discussed
and compared: the well-known constant aerodynamic coe�cients model, and the speci�c approach
for multi-rotor UAVs proposed in [C6]. However, before focusing on the modelling, it is essential
to put the problem into context.

Multi-rotor UAVs do posses some practical capabilities that are useful for many applications,
such as the ones described in Chapter 1. Nonetheless, these come on the cost of a complex na-
ture. Apart from their aforementioned lack of dynamical stability, the aerodynamic �eld around
them is deeply a�ected by their blunt-body shape (as thoroughly explained in [107]) and the cou-
pling between their propulsive system and the airframe (as analysed in the rotorcraft performance
chapters in [108]). This results in the presence of turbulences –i.e. chaotic changes on the �uid
motion whose e�ects have to be studied statistically–, making the accurate dynamic characterisa-
tion of the system challenging. This di�culty is, in fact, worsen by the propulsive coupling, as not
only does it imply turbulences, but it also results in a diallelus: the aerodynamic e�ects depend on
the variations of the �uid �eld produced by the propulsion and, in turn, the propulsive regime is
conditioned by the non-trivial aerodynamic response. To overcome these di�culties, two possi-
bles alternatives are considered: i) analysing the system as a whole; or ii) decoupling both problems
–by assuming that we are in an equilibrium point– into its propulsion and blunt-body aerodynamic
contributions, and then iteratively combining them.

Let us �rst consider the case of a complete solution. To implement it, a CFD environment must
be used, being a preliminary time consumption estimation essential. As the whole �uid dynamics
of the UAV is analysed, its rotors –spinning at di�erent speeds– ought to be included. By doing so,
however, two of the most important time-saving tools generally used by CFD software have to be
discarded: i) the limitation of the �uid �eld to be contemplated due to the symmetry of the problem,
and ii) the consideration of an assimilable time-independent solution. While the �rst obstacle is
trivial due to the non-symmetry of the thrusts, the second should be discussed. In general, rotating
blades can be studied in a time-independent manner by using the cylindrical symmetry of the
problem, thus choosing a rotating reference frame attached to the blade. For that, accordingly, the
contour conditions must respond to that symmetric structure. However, in the case of having more
than one rotor the contour conditions are not axisymmetric, hence becoming the solution time-
dependant –i.e. needing transient solutions–, and being the mean e�ects calculated a posteriori.
Altogether, the CFD simulations must cover all the platform and include transient algorithms, thus
demanding important computation times for every single simulation.

Note 1. To illustrate this point, let us use the computation times of a similar problem solved via
CFD simulations in the GRVC Robotics Laboratory. This study, focused on the ground e�ect when
�ying a multi-rotor over an industrial pipe, demanded about 54 hours to simulate 10 revolutions of
the blades at 5600 RPM with a mesh of 2.6 · 106 elements. For the sake of completeness, we should
clarify that the computer used to obtain these CFD results mounted an Intel® Xeon® CPU E5-2620
v4 at 2.10 GHz with 32 threads, 128 GB of RAM and an NVIDIA Quadro GPU.

However, the study of this problem does not only involve a single simulation but a batch of
them. Therefore, the time to obtain an accurate model depends on the numbers of simulations
considered. To determine a signi�cant sample for this problem, we ought to identify the degrees
of freedom of the problem and try to reduce their number by using Buckingham Π theorem [109].
As a result, a minimal representation of the model to avoid unnecessary simulations is obtained,
with Nr + 2 parameters (two orientations –not considering the e�ects of the roll angle– and Nr
rotor speeds). Nonetheless, the total simulation time needed to complete this analysis would still
be excessive even by assuming a relatively small number of con�gurations per parameter.
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Moving back to the second option, two decoupled solutions must be obtained, together with
a proper methodology for their posterior combination. For the propulsion problem, the author
opts for a simplistic Blade Element Momentum Theory (BEMT) approach. By simply deriving the
equations of this formulation, the relation between thrust, rotation speed and induced speed is
calculated from the �ight conditions within milliseconds. Then, for the blunt-body aerodynamics,
this information is used to obtain the contour conditions for the CFD simulations. Moreover, as
no rotating parts are included in this numerical analysis, a time-invariant solution can be used,
with the subsequent simulation time reduction. De�nitely, the accuracy of this second approach
is discussed. As indicated in [110, 111], the coupled BEMT-CFD estimations are not signi�cantly
di�erent from the results of integrated CFD simulations, thus con�rming the second alternative as
the research paradigm.

However, before obtaining the aforementioned contour conditions to run the CFD simulations,
some lessons from a preliminary study [112] can be learned. First of all, the need for a cross-
validation analysis to assure the concurrence of the results and to prevent counter-intuitive be-
haviours for extrapolated results. Secondly, some simpli�cations are needed to obtain a solid model
and to reduce the time of simulation up to 45 minutes:3

S1. The platform dynamics are considered quasi-steady to allow the calculation of the propulsion
conditions as a function of the �ight conditions. To do so, the rotor speeds are chosen so that
the rotor thrusts compensate both the external torques and forces. Additionally, neither the
propulsion forces components in the plane of rotation nor the UAV rotations are considered.

S2. The e�ects of external contour conditions, such as ground or ceiling e�ects, are not consid-
ering for this section.4 This is due to the need for additional degrees of freedom to include
them and their limited impact on what is intended to be a general-purpose solution. Addi-
tionally, yaw torques are neglected for the propulsion equilibria, i.e. the yaw components of
all the rotors are already compensated.

S3. As usually done in CFD, a delimitation of the studied �uid �eld is essential. In this case, the
control volume is a cube ensuring that each element of the vehicle is at least 5 times the
platform span away from the nearest face of the cube. Accordingly, the contour conditions
are applied with inlet/outlet surfaces to assure the conservation of the air�ow.

S4. Finally, sharp elements –such as corners– have been either simpli�ed or softened to limit
the size of the CFD mesh (see Fig.3.2). Although this assumption can be questionable, the
associated reduction of the simulation time is completely essential to carry out the batch of
simulations within the time scope devoted to this model in the thesis.

3.2.1 Simpli�ed static model

Before addressing the decoupled models, it is worth analysing the quasi-steady �ight conditions
of the UAV. To do so, a formulation of the static equilibrium equations directly derived from (3.3a)-
(3.3b) is used, namely

mQgez +RFaero − TRez = 0, (3.8a)
τ aero +DT = 0, (3.8b)

with D ∈ R3×Nr the matrix that transforms the thrusts of the Nr rotors into the generalised
torques expressed in the body reference frame. Using the form of the rotation matrix in (3.2), a

3According to the author’s experience in [112], 45 minutes is enough to achieve the desired degree of convergence.
4For those interested in aerodynamic e�ects close to surfaces, [36] –a thesis dedicated mainly dedicated to these e�ects–

is highly recommended.
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Figure 3.2: Characterisation of the studied multi-rotor reference frame, highlighting the reference face –
chosen a priori for consistency–, the rotor enumeration order and the rotation direction criteria.

succinct formulation of (3.8a) is obtained, namely
0

0

T

 = mQg


− sin θ

cos θ sinφ

cos θ cosφ

+ Faero,

thus becoming the attitude and thrust references that counterbalance the aerodynamic forces

sin θ =
F aerox

mQg
, (3.9a)

sinφ = −
F aeroy

mQg cos θ
, (3.9b)

T = mQg cos θ cosφ+ F aeroz . (3.9c)

Nonetheless, these forces depend on the air velocity, de�ned as V∞ := Vg−Vw , thus coupling
the aerodynamic model and the attitude of the UAV. To solve this, an iterative approach –which will
be discussed in detail in Subsection 3.2.3– is proposed: for each wind condition de�ned in I –i.e.
as measured in the real world–, the aerodynamic disturbances are obtained for an initial attitude;
then, a stable attitude reference is obtained, thus closing the loop. However, to use this solution,
an explicit form of the air velocity in both the body and the inertial reference frames is needed. For
that purpose, the relation between their respective directions is written as eIV∞ = ReBV∞ , being

eIV∞ =
[
cosψ∞ cos γh sinψ∞ cos γh − sin γh

]>
,

eBV∞ =
[
cosβ cosαr sinβ cosαr − sinαr

]>
.

Having this approach provided a solution to counteract the aerodynamic forces, the cancella-
tion of the aerodynamic torques becomes trivial. Using (3.8) and that the total thrust, T , is the sum
of the rotor thrusts, these can be obtained for a general number of rotors with

T =

(
D

1 · · · 1

)† [
−τ aero

T

]
, (3.10)

where –in a general case withNr > 4–, there would be a kernel associated with the pseudoinverse
of this extended matrix, thus allowing us to shape the distribution of thrust among the rotors.
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3.2.2 Rotatory-wing propulsion model

Once the rotor thrusts are obtained, the air�ow rotor speeds and the rotor angular speeds should
be determined to provide accurate contour conditions for the CFD simulations –with the �rst ones–,
and to set apart unachievable �ight conditions from the region of study –using both speeds–. With
that purpose in mind, a mixed approach is proposed: i) forward �ight and ascent are modelled
with a simplistic formulation based on BEMT, while ii) axial descent is incorporated through a
continuous empirical regression curve formulated dimensionless-wise. Consequently, the resulting
propulsion model covers most of �ight conditions without increasing its complexity, thus indirectly
enriching the aerodynamic characterisation of the platform.

Firstly, for the simpli�ed BEMT formulation, the well-known actuator disk technique [108, 114]
is used. This consists in representing the rotor as a permeable disk through which the air �ows
with continuous speeds and discontinuous pressures. Accordingly, the streamtube passing over the
perimeter of the disk is chosen as the lateral boundary of the control volume, while far upstream
and far downstream disks are used as the inlet and outlet for the air�ow, respectively, as depicted
in Fig. 3.3. Then, applying the conservation of mass, momentum and energy in this control volume
leads to the estimation of the disk load given by

Tk
Ar

= 2ρvik

√
(V∞ sinαr + vik)

2
+ (V∞ cosαr)

2 (3.11)

where the sub-index k refers to the kth rotor values. This equation can be straightforwardly trans-
formed into a quartic in the air�ow induced rotor speed given by

vi
4
k + 2V∞ sinαrvi

3
k + V 2

∞vi
2
k −

(
Tk

2ρAr

)2

= 0, (3.12)

whose real positive root is the parameter needed to calculate the speeds on the actuator disks, the
propulsion contour conditions for the CFD simulations.
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Figure 3.4: Deviations of the BEMT in forward flight and axial descent.

Remark 3.1. The quartic in (3.12) is solved using Ferrari’s method [115], consistently leading to the
following distribution of roots for the complete region under study: two complex roots –which are
not of interest in this analysis–, a negative solution –that disagrees with the formulation and, thus, is
considered a merely mathematical solution without physical meaning–, and a positive root. The later
is used to evaluate (3.11), being in all cases the conditions in this equation met. Consequently, the
algorithm used is validated practically, not being within the scope of this thesis the demonstration
of the general validity of this approach.

However, the actuator disk approach presents signi�cant estimation deviations for certain �ight
regimes. To identify these, three parameters are studied: i) the rate between the rotor advance ratio
and air�ow induced rotor speed in hover, µr/λi0 = V∞ cosαr/vi0; ii) the climb velocity ratio in
axial descend �ight, λc/λi0 = vc/vi0; and iii) the blade tip Mach number,Mtip = ΩRb/a. The �rst,
associated to estimation issues when studying forward �ight with descent –i.e. γh ∈ (−pi/2, 0)–,
indicates signi�cant deviations when µr/λi0 < 1 (see Fig. 3.4a), as deeply studied in [116].
Nonetheless, this limitation is considered too strict for the studied problem and, thus, it is relaxed
to µr/λi0 > 0.7, as discussed in Remark 3.2.

Remark 3.2. Initially, the theoretical value was directly applied in a preliminary study, being it
found to signi�cantly reduce the regimes covered by the subsequent CFD simulations. Accordingly,
this requisite for forward �ight with descent was relaxed as a trade-o� solution to improve the sim-
ulation sample on the cost of slightly reducing the accuracy of the contour conditions for these
regimes.

Secondly, the parameter λc/λi0 is used to identify �ight con�gurations within the well-known
vortex ring state inconsistency of the BEMT for axial descent �ight, as depicted in Fig. 3.4b. This
deviation results from the dominance of turbulent air�ow recirculation for intermediate descend
speeds, thus reducing rotor e�ciency and invalidating the control volume chosen for BEMT, as
thoroughly explained in [116]. Accordingly, a curve-�tting solution [117] is generally used to solve
this issue in simplistic problems, such as the one studied in this section, namely

v

vi0
= 1.15− 1.125

(
vc
vi0

)
− 1.372

(
vc
vi0

)2

− 1.718

(
vc
vi0

)3

− 0.655

(
vc
vi0

)4

. (3.13)

5Source: vectorised and colourised from [116, p. 130].
6Source: vectorised and colourised from [117, p. 88].
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Figure 3.5: Recursive methodology to obtain the blunt-body aerodynamic model of a multi-rotor UAV, where feq1,...,eqn
denotes the use of the equations in the sub-index –e.g. if f8,11−13 is indicated in within a step, the equations
(3.8), (3.11)-(3.13) are needed for that particular step– and the particular nomenclature used for this methodology
is defined in the associated text.

Finally, it is also worth studying the blade tip Mach number due to the impact of air compress-
ibility on the foundations of the BEMT: the conservation of mass, momentum and energy. As these
are formulated –for the sake of simplicity– using the incompressible �uid hypothesis, high Mach
numbers could invalidate the results. Moreover, this parameter is also used to disqualify exces-
sively fast rotation speeds that would not be possible for a lightweight rotor such as the used in
aerial robotics. Considering these two goals, a limitation of Mtip < 0.55 is imposed. Nonetheless,
as this parameter cannot be directly obtained from the previously presented formulation, its exten-
sion is in order. For that purpose, we will make use of the blade element theory within the BEMT.
By supposing that the rotor blades are rectangular and that their twist is constant [108, 114], the
thrust coe�cient becomes

CT k =
σrCLα

2

(
θ0

3

(
1 +

3

2
µ2
r

)
− λk

2

)
, (3.14)

which, by multiplying by Ω2
k > 0, can be rewritten as

Ω2
k −

3vk
2Rbθ0

Ωk +
3

2

(
V∞ cosαr

Rb

)2

− 6Tk
ρArR2

bσrCLαθ0
= 0. (3.15)

Then, the positive root of this second order equation correspond to the rotation speeds, Ωk , and
the associated Mach numbers are �nally obtained from Mtip := ΩkRb/a. It is also worth noting
that, in the case of vortex ring state, (3.15) still holds particularising Tk = T/4 and αr = −π/2.

3.2.3 Methodology

The approach chosen is based on decoupling the propulsion and blunt-body aerodynamics
problems and then iteratively coupling them. However, this inner loop only provides the solu-
tion for a certain con�guration, being a signi�cant sample of these �ight conditions essential to
enrich the aerodynamic results. After updating the associated model, the same �ight conditions
can be evaluated again to further improve the results, thus re�ning the solution until an accurate
solution is obtained. This recursive methodology is thoroughly explained in this section, being
recommended to follow its detailed explanation the use of Fig. 3.5.
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Firstly, an initialisation of the coe�cient of determination of the batch of results, ∆R2, the con-
vergence criteria, ε := (ε1; ε2), and the aerodynamic model, M, is in order. For the latter, a sim-
plistic aerodynamic formulation, the well-known constant-coe�cient solution, is chosen. Then,
considering the limitations of the aforementioned BEMT formulation, a preliminary set of ns sim-
ulation points in the inertial frame, ΣI , is selected. Afterwards, this set of simulation conditions is
transformed into the body frame, ΣB , which is used to write the aerodynamic model. However, for
each simulation condition, here denoted by the index j, this transformation depends on the plat-
form attitude, Θj , and the aerodynamic perturbations estimation, RM

j , thus demanding an inner
loop. With the resulting conditions, in turn, the rotor thrusts, Tj , are then calculated, leading to
the estimation of the complete contour conditions for the CFD simulations, ccj .

Their implementation, nonetheless, demands the use of both CATIA® V5R19 –the standard
CAD software tool in aerospace applications– and Autodesk® Simulation CFD 2015 –a reliable CFD
tool with favourable license terms for students–. The �rst is used to include the UAV dimensions
and platform attitude with respect to wind, easily exporting this geometry to the second. In this, in
turn, the CFD simulations are performed, being the propulsion-related contour conditions applied
beforehand. The force and torque estimations of these (which are also obtained after an internal
iterative algorithm) are �nally stored as RCFD

j . After collecting data from the ns simulations to
form a simulation set, post-processing is needed to identify a new model that �ts better the results,
namely Mnew . For that purpose, an extensive study of possible support functions under cross-
validation considerations is conducted using the Curve Fitting tool of MATLAB®[118], being the
optimisation criterion the aforementioned coe�cient of determination. Moreover, these results are
also employed to modify the set of simulations so that the sample for the iteration of the model is
as dimensionlessly diverse and representative as possible.

Finally, the method concludes when the improvements in terms of coe�cient of determination
are below the criterion ε1. In the case studied, for instance, after 3 iterations of the aerodynamic
model –with ns = 150– the results were so close to R2 = 1 that the �nal convergence was assumed
(see Table 3.3), resulting in the accurate aerodynamic model presented below.

3.2.4 Explicit aerodynamic model

Using the proposed methodology for the aerial platform described in Table 3.1, an explicit aero-
dynamic model in quasi-steady �ight conditions is obtained. For the sake of clarity, this model is
divided into two sub-models: one for the aerodynamic forces and another one for aerodynamic
torques –where their vertical contributions are neglected, as previously explained in depth–. As-
sociated to the support functionals of these two sub-models –which can be initially generalised for
similar platforms, as later discussed–, a set of parameters is proposed, being its particularisation
for the studied platform shown in Table 3.2.

Mass,
kg

Length, m
Surface,

m2
Angle,
rad

Dimensionless
parameters

m L Rb wB hB wA cr Sf θ0 Nr br CLα

9.5 0.550 0.203 0.225 0.400 0.020 0.025 0.100 0.141 4 4 5.7

Table 3.1: Simulated multi-rotor parameters, corresponding to the AMUSE platform used in the early stages
of the AEROARMS project [119].

Kxy Kh Kz Km

K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11

−1.490 52.55 75.50 7.500 8.053 1.218 −2.300 0.286 1.610 0.340 0.540

Table 3.2: Parameters of the final blunt-body aerodynamics model for the platform (see Table 3.1).
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Aerodynamic forces

The proposed aerodynamic forces sub-model resulting from this study can be expressed in the
body reference frame as

Faero

1

2
ρSf

=

(
Φxy(αr, β, V∞) ∅2×3

0 Φz(αr, β, V∞)

)
︸ ︷︷ ︸

Varying support functionals

[
Kxy

Kz

]

︸ ︷︷ ︸
Aerodynamic drag

+

[
∅∅∅2

Kh

]
︸ ︷︷ ︸

Thrust losses

, (3.16)

where the formulation is divided into: an aerodynamic drag contribution –dependant on a series
of varying support functionals, similarly to the classic aerodynamic coe�cients model–; and the
thrust losses –not yet considered in any aerodynamic model for multi-rotor UAVs, to the best of
the author’s knowledge–. The support functionals for this model read

Φxy(αr, β, V∞) =

(
1−

(
αr
π/2

)4
)
V 2
∞

[
cosβ

sinβ

]
,

Φz(αr, β, V∞) = sinαr

[
V∞ V 2

∞ V 2
∞|cos 2β|

]
,

and the aerodynamic parameters (see Table 3.2) for the force sub-model are given by

Kxy = K1,

Kh =

{
K3 ΣI ∈ axial descend
K2 otherwise

,

Kz =

{
[K5 K7 0 ]> ΣI ∈ axial descend
[K4 K6 K8]> otherwise

.

It is worth noting that, among the vertical forces model, some parameters can be interpreted as
follows: K6,K7 can be seen as aerodynamic coe�cients due to the form of their associated support
functional –as happens with Kxy–; K8 is assimilable to a wind-direction-dependant disturbance
in forward �ight; andK4, K5 describe the dominance of the linear dependency with respect to the
airspeed during the transition between hovering and cruise �ight.

Aerodynamic torques

Correspondingly, the aerodynamic torques sub-model in the same body frame reads

τ aero

1

2
ρSfL

= Φτ (αr, β, V∞)Kτ , (3.17)

being the associated support functional given by

Φτ (αr, β, V∞) =

(
1−

(
αr
π/2

)2
)
− sinβ

cosβ

0

[V∞ V 2
∞ sinαr V∞|sin 2β|

]
,

with the torque model parameters (see Table 3.2)

Kτ =
[
K9 K10 K11

]>
.
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Analogously to the interpretation of the force parameters, K10 can be understood as an aerody-
namic coe�cient whose support function changes its sign at null values of the angle of attack of
the rotor plane, and K9,K11 as linear dependencies with the airspeed –a prevalent term in the
transition from low speeds to cruise �ight, as in 3.16–.

Remark 3.3. To be best of the author’s knowledge, this is the �rst explicit blunt-body aerodynamic
characterisation of a multirotor platform. While most aerial robotics works include oversimpli�ed
visions of this complex problem and override the consequences of neglecting this complexity by
employing general-purpose robust algorithms, this model presents a realistic –but challenging– de-
piction of the environmental conditions confronted by aerial robots in outdoor applications, hence
enriching numerical validations based on dynamic simulations.

Remark 3.4. Moreover, not only is the proposed model useful as an advanced dynamic simulation
add-on, but it is also a key step for outdoor multirotor model-based control techniques –such as
robust/adaptive nonlinear control or model predictive control– that can be also used as a pre-training
dataset for machine learning algorithms.

Remark 3.5. To obtain this functional solution with broad application capabilities, the explicit and
accurate aerodynamic model must include two additional elements: i) signi�cant improvements in
terms of accuracy when compared to well-known simplistic models, and ii) the possibility of using
it in other multi-rotors –directly or �ne-tuning it with a limited number of CFD simulations–. The
ful�lment of these two properties is discussed in depth in the two following subsections.

3.2.5 Comparison with constant aerodynamic coe�cients model
To analyse the improvements of the proposed model, it is compared to the well-known constant

aerodynamic coe�cients approximation (CAC henceforth) for simple geometries (see [120, 121,
122, 123, 124] and references therein), which is the most common option when these e�ects are
considered. The form of this approach is given by

Faero|CAC
1

2
ρSf

= KCAC
f V 2

∞


cosβ cosαr

sinβ cosαr

sinαr

 ,
τ aero|CAC

1

2
ρSfL

= KCAC
τ V 2

∞

−1

2
sinβ sin 2αr

1

2
cosβ sin 2αr

 ,
where KCAC

f ∈ R3×3 and KCAC
τ ∈ R2×2 are the diagonal constant coe�cient matrices for

forces and torques, respectively, and the torque support functions are formed multiplying their
homologue forces ones by a rotation matrix only dependent on the wind angles. It is worth
noting that the constant coe�cients have been tuned using the same CFD simulation results to
avoid discrepancies with other platforms, thus becoming KCAC

f = diag([−1.49 − 1.49 2.1]) and
KCAC
τ = diag([0.55 0.55]). However, due to the nature of the comparison –i.e. a vectorial result

dependant on 3 variables–, a trade-o� solution for the representation of its results is needed. The
option chosen is to illustrate the form of both alternatives for a representative value of β –analysing
their di�erences in Fig. 3.6 and 3.7–; and then sum up the complete comparison in Table 3.3. For
the �rst, β = 33.75◦ is chosen, thus including valuable data of all the sub-models away from
symmetries, and illustrating the in�uence of the wind direction.
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Figure 3.6: Structure of the proposed flight aerodynamics model for multi-rotors compared to the CAC approach for β =
33.75◦ as a function of αr and V∞.
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Figure 3.7: Comparison in terms of error with respect to CFD simulation results between the proposed aerodynamic model
(black segments) and the CAC solution (white segments) as error bars (see their graphical definition on the
bo�om right corner), being only considered points within the simulable region. Note: error bars in light gray
indicate cases in which both solutions show errors below 1 N, for forces, or 0.05 N m, for torques.

Subsequently, the general form of both alternatives is shown in Fig. 3.6, being worth noting
that their structures are similar. Although this resemblance might induce the idea of not having
obtained a signi�cant advance, this should be discussed in depth before reaching this conclusion.
To do so, both models are directly compared using error bars, as shown in Fig. 3.7 (see Error bar

and De�nitions in the bottom right corner). With this alternative point of view, it becomes clear
that the subtle changes of the proposed model match the patterns of the CFD results signi�cantly
better than the CAC approach in many regimes. For instance, the aerodynamic torque estimation
of the proposed solution outperforms this alternative in all �ight regimes, with limited cases where
both show similar errors. Similarly, the vertical force estimation is generally more accurate than
the standard solution used nowadays. On the other hand, the di�erences with the CAC solution are
not appreciable in the case of horizontal forces for this value of β, being needed additional results
to determine if the model is more accurate than CAC in these components.
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Component
in {B}

CAC
model

Proposed
model

Di�erence
Variation

(%)

Coefficient of
determination R2

Fxy 0.991 0.994 0.003 0.3%

Fz 0.636 0.982 0.346 54.4%

Mxy 0.601 0.983 0.382 63.6%

Root-mean-
sqare error
RMSE [N] or [N m]

Fxy 1.252 1.035 -0.217 -17.3%

Fz 3.655 0.819 -2.836 -77.6%

Mxy 0.380 0.079 -0.301 -79.2%

Table 3.3: Comparison between the CAC model and the proposed solution for the whole spectrum of vari-
ables, i.e. αr, β, V∞, highlighting the significant improvements achieved.

Accordingly, the results of both alternatives for the complete β-spectrum are compared. For
that purpose, a set of signi�cant metrics ought to be decided, being �nally chosen the coe�cient
of determination R2 and the root-mean-square error RMSE. The results of this comparison are
then shown in Table 3.3, being evinced that the advances found in the case of β = 33.75◦ could
be extended to the whole spectrum. In particular, the characteristic error of the proposed model
for vertical forces and torques is a quarter of its equivalent for the CAC approach. Moreover, the
advances in the horizontal forces modelling –that were initially thought to be limited according to
the results for β = 33.75◦–, reach a 15% reduction in RMSE. Altogether, the results in Fig. 3.7 and
Table 3.3 highlight the weaknesses of the CAC approach –directly related to its oversimpli�cation of
the blunt-body aerodynamics–, being the proposed formulation in (3.16)-(3.17) proven to overcome
these without substantially increasing the computational complexity of the solution.

3.2.6 Implementation
Finally, the focus of this section is displaced to the implementation of the proposed aerodynamic

solution in three cases: i) non-simulable �ight conditions, where inter/extra-polation is needed; ii)
other platforms assimilable to uniformly scaled vehicles; and iii) multi-rotors with other propulsion
con�gurations, thus a�ecting the disk load and thrust losses, among others.

Non-simulable �ight conditions

Due to the consideration of cross-validation requirements during the selection of support func-
tions, the �nal aerodynamic model does not provide implausible estimations in those regions not
directly covered by CFD simulations. Nonetheless, as these estimations are obtained after either
interpolating or extrapolating the results from the simulations, their validity should be initially
called into question. The motivation of this subsection, then, is to discuss when these results are
recommended and when the estimation should only be used as a last option.

As shown in Fig. 3.8, the simulated region can be divided into two separate cases depending on
the propulsion model employed –the general one in (3.12), here denoted as Forward Flight, or the
empiric axial descent one in (3.13), identi�ed as Vertical Descent–. Logically, the region between
them –labelled as Slow descent– is a perfect candidate for a trade-o� solution based on interpo-
lation and its use is recommended for any application in which the region to be covered is not
exclusively within the Slow descent regimes. Similarly, the Hovering regimes, i.e. �ight conditions
close to the collapsed hover model with small speeds in any of the possible directions, correspond
to another interpolation case and, as happens with the previous case, its use is recommended in
the vast majority of cases. On the other hand, both Fast ascent and Fast descent extrapolations
should be generally avoided as their reliability decreases as the condition considered distances
from the simulated results. Nevertheless, these regimes correspond to uncommon �ight regimes,
either faster-than-sedimentation descent or very aggressive ascent, and they are not expected to
be needed except in some punctual cases related to aggressive manoeuvring.
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Figure 3.8: Simulable and non-simulable regions based on the aforementioned propulsion limitations –being
indicated interpolated solutions with straight arrows and extrapolated ones with curved lines–
with the model for hover collapsed. Note: these regions can also be identified in Fig. 3.7.

Uniformly scaled platforms

To extend the use of the aerodynamic model in other similar platforms, a �rst analysis of the
impact of the scale of the vehicle in the validity of the solution is conducted. Although this size has
been parametrised using the reference face area, Sf , some other factors that are not proportional to
that parameter must also be considered. Firstly, the rotor disk load in (3.11) changes linearly with
the platform dimensions: the thrust compensates the weight of the platform –which, for constant
density, is a�ected cubically– while the rotor disk area dependency is quadratic–. This implies
that the induced �ow speeds needed are a�ected, thus impacting –among others– the thrust losses
and the �nal de�ection of the streamtube. On the other hand, aerodynamic forces and torques
directly associated with the platform body should evolve linearly with the reference face area. This
di�erence of tendencies between both terms induces deviations from the nominal case that must be
analysed. For that preliminary analysis, let us assume that the thrust losses can be modelled as the
drag force of four square-section cylinders of the same width of the platform arms under uniform
wind with a speed equal to the air�ow total speed of the rotors (see [107] for the aerodynamic
coe�cients). Considering this, an estimation of support arms a�ected by thrust losses is carried
out on the base of the CFD simulation results, leading to an interval of between 90% and 110% of
the rotor diameter. Accordingly, we assume for our analysis that the same estimation is still valid
for scaled platforms with di�erent induced speeds. Moreover, the de�ection of the streamtube, δr ,
is directly considered from the BEMT theory.

The results of this analysis are presented in Fig. 3.9 as a function of the weight scale factor
–i.e. the ratio between the simulated platform and the nominal case, denoted asWF– for di�erent
percentiles of the set of simulation conditions. Considering that the sensitivity of the module and
direction of the aerodynamic e�ects can be respectively de�ned as

F

Fn
:= 1 +

∆T (WF )

Fn
,

δr
δnr

:= 1 +
∆δr(WF )

δnr
,

with F := ||Faero|| and the super-index n identifying the nominal case, it becomes clear that the
e�ect of the weight factor on these is signi�cantly di�erent. For instance, while the percentile 90
of the module reaches a deviation of 10% when the scaled platform weight is 140% of the nominal
case, the de�ection with the same percentile for this platform is below 2%. This identi�es the force
module as the most a�ected element, thus being this applicability analysis focused on it.
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Figure 3.9: Influence of the weight factor on the aerodynamic model validity for percentiles 50, 75 and 90
of the simulation configurations.

As previously indicated, the main goal of the study is to extend the applicability of the proposed
solution to the widest range of platforms possible. Therefore, we make use of the results of Fig.
3.9 to deduce a limit in weight for the application of the aerodynamic model. The metric chosen
for this purpose is the percentile 90 of the module of the forces, being the maximum deviation
allowed a 10%. Accordingly, a conservative range would be WF ∈ [0.7, 1.4], corresponding to
platforms from approximately 7 kg to 14 kg. This condition, indeed, includes the vast majority of
medium-sized multirotors, thus being the solution extendible to all of them. Moreover, by relaxing
the standards to a maximum deviation of 20%, it can be estimated that the model is still acceptable
for platforms ranging between 5 and 18 kg. This second interval includes most platforms equipped
with advanced sensor/mission systems, hence providing the solution with a fast-to-tune estimation
of the blunt-body aerodynamic e�ects for these. Finally, it is worth noting that those platforms
not included in these ranges can also be modelled with the proposed solution after retuning the
parameters with a limited set of simulations, thus counterbalancing the e�ects of the scale.

Other rotor con�gurations

Additionally, the in�uence of the rotor con�gurations on the aerodynamic model is also studied
for platforms with the same weight. If the simplistic BEMT is considered a good indicator of the
importance of the di�erent parameters, we can deduce that the rotor con�guration mainly a�ects
the disk load in (3.11), thus altering the induced �ow speed. Accordingly, con�gurations with simi-
lar disk loads –or equivalently similar total rotor area, NrAr– should have similar induced speeds.
To meet this condition, however, the radii of the rotors should change with Rb =

√
Nn
r /NrR

n
b ,

where the super-index n identi�es the nominal case. Moreover, if the study of the thrust losses
in the previous section is considered, these are proportional to total radii of the rotors, given
by NrRb = Nn

r R
n
b

√
Nr/Nn

r . Therefore, in con�gurations with di�erent rotor settings but the
same disk load, the parameter associated to thrust losses is recommended to be readjusted as
Kh =

√
Nr/Nn

r K
n
h .

Furthermore, it is also worth analysing the in�uence of coaxial rotor solutions on the validity
of the proposed model. As profoundly studied in [125], these can be assimilated to conventional
rotors with the same radius, twist, airfoil sections, root cutout, and total number of blades. By
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applying this result to the induced speed calculations, we can ensure that the deviations from the
nominal case should be small. Nevertheless, the strict conditions needed to study this problem
with a conventional rotor can also be relaxed taking into account the low sensitivity of the induced
speed to the rotor solidity. Subsequently, coaxial rotors with a di�erent number of blades or root
cutout could also be accepted for this study without additional CFD simulations.

3.3 Summary of the chapter

In this chapter, the characterisation of the systems to be controlled has been presented. Kine-
matic and dynamic models for the aerial manipulation system –and its main subsystems– are pro-
vided. Among them, a special e�ort has been devoted to the aerodynamic characterisation of
the �ight platform to enhance the simulations for outdoor missions in next chapters, for which
a methodology based on CFD simulations has been employed. Altogether, these models constitute
the foundations on which the control contributions are later built.
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Chapter 4

Adaptive position control of
lightweight �exible manipulators

Actuated DoF

Flexible joints

EE target
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Highlights:

• Novel adaptive nonlinear controller, independent of the sti�ness of the �exible modes.

• (Globally) asymptotically stable �rst-order-like closed-loop response.

• Resilience against unforeseen impacts and contact.
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The most common approaches to reduce the impact of oscillations produced by manipulation
tasks on aerial missions –such as the one presented in Section 2.2– are: i) to change the mechanical
design of RMs in a trade-o� solution between compliant oscillations and EE convergence times, or
ii) to improve the disturbance rejection capabilities of the controller without downgrading these.
The potential of the �rst, however, is limited in �exible manipulators due to their high sensitiv-
ity and inherent delayed response. The latter approach, on the other hand, is studied within the
adaptive manipulation control branch outlined in Section 2.3.

As a �rst step, this chapter is devoted to improving these disturbance rejection capabilities
with the adaptive position controller presented in [C5]. This is based on a well-known inverse
kinematics approach for compliant manipulators [84], but enhancing it with integral action and an
update law for the a priori unknown sti�ness of the �exible links. As a result, these �exible modes
are indirectly taken into account via an equivalent Jacobian matrix. For the sake of comparison,
the base approach is succinctly presented with the notation of this thesis in Section 4.1, being the
changes with respect to this highlighted in red throughout Sections 4.2 and 4.3.

4.1 Control rationale

A brief summary of [84], which is essential for the adaptive control laws in Chapters 4 and 5,
is included here –but with the notation of this thesis–. Consider the �exibility of the manipulator
with an elastic contact model, reading

Kδδ = J tδ
>

fEE + J>B,δmBg0, (4.1)

being fEE = keN (p̄ − p̄s) the force applied by the EE, N := nn> the projection matrix on
the outward contact normal n ∈ RSp , p̄s ∈ RSp the initial contact point, and ke ∈ R+ the
known elastic constant of the contact surface (see Fig. 4.1). This model is then used to compute the
de�ection speeds by deriving (4.1) under the hypothesis of small de�ections, thus becoming

δ̇ = −Jfg(γ)γ̇, (4.2)

where Jfg ∈ RM×N denotes the Jacobian taking into account the impact of the external forces
applied on the EE on the �exible modes given by

Jfg := K−1
δ

(
ke
∂J tδ
>

∂γ
N̄ + J tδ

>NJ tγ −
∂JB,δ

>

∂γ
mBḠ

)
,

n

O
p̄s

p̄N+M

p̄r

Figure 4.1: Definition of the contact parameters using a undeformed/deformed superimposed plot, where
the undeformed is in light gray and the deformed in dark grey.
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with the extended derivative Jacobian matrices in the derivation de�ned block-wise as

∂J tδ
>

∂γ
:=

(
∂J tδ
>

∂γ1
· · · ∂J tδ

>

∂γN

)
,

∂J>B,δ
∂γ

:=

(
∂J>B,δ
∂γ1

· · ·
∂J>B,δ
∂γN

)
,

and the contact and gravity extended matrices, N̄ , Ḡ ∈ RNSp×N , as

N̄k := col(∅∅∅(k−1)Sp ,N (p̄− p̄s),∅∅∅(N−k)Sp),

Ḡk := col(∅∅∅(k−1)Sp ,g0,∅∅∅(N−k)Sp).

Then, by introducing this computed model into the direct kinematics in (3.5), this kinematic
formulation can be rewritten as

ṗ = JT (qRM)γ̇,

with JT ∈ RS×N the equivalent Jacobian introduced to take into account the �exible nature of the
compliant RM into the control design, given by JT := Jγ − JδJfg. Subsequently, de�ning the EE
tracking error as e := pr − p ∈ RS , the �exible manipulator error kinematics reads

ė = ṗr − JT γ̇, (4.3)

being chosen to track the reference pr a transpose scheme reading

γ̇ = KγJ
>
T e,

with Kγ ∈ RN×N a positive de�nite gain matrix. Finally, using a Lyapunov argument –as stated
in [84]– it can be obtained that tracking error in (4.3) asymptotically tends to the trivial solution if
e is not in the kernel of J>T .

4.2 Contact model and equivalent manipulator
kinematics

In order to take into account the �exibility of the manipulator, the elastic contact model in (4.1)
is employed, as in Section 4.1. However, this approach yields a pseudo-static assumption whose
capabilities in aerial manipulation applications –i.e. robustness against high frequency corrections
and interaction with unforeseen external elements– ought to be enhanced. To do so, this model is
used to obtain an initial estimation of the de�ection speeds depending on a linear set of parameters
and then proposing an adaptive update law for these. Firstly, this initial estimation is achieved by
deriving (4.1), thus obtaining

˙̂
δ = −Θ̂>KJ

s
fgγ̇, (4.4)

where ΘK ∈ R2M×M is the parametric uncertainty matrix –to be later updated via an adaptive
law– given by

Θ>K :=
(
keK

−1
δ K−1

δ

)
,

and Jsfg ∈ R2M×N is a Jacobian taking into account the impact of the external forces applied to the
EE on the �exible modes –but having separated the parameters taking into account the sti�ness of
the interface and the manipulator, unlike Jfg in (4.2)– given by

Jsfg :=


∂J tδ
>

∂γ
N̄ + J tδ

>NJ tγ

−∂JB,δ
>

∂γ
mBḠ

 ,
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where the extended derivative Jacobian matrices coincide with the ones in Section 4.1.
Then, upon respectively de�ning the error of the uncertain matrix and de�ection estimations

as Θ̃K := ΘK − Θ̂K and δ̃ = δ − δ̂, (3.5) can be rewritten as

ṗ =
(
ĴT (qRM , Θ̂K)︸ ︷︷ ︸

Estimate

− JδΘ̃>KJsfg︸ ︷︷ ︸
Uncertain

)
γ̇, (4.5)

being ĴT ∈ RS×N an estimate of equivalent Jacobian introduced to take into account the �exible
nature of the compliant RM into the control design, given by

ĴT := Jγ − JδΘ̂>KJsfg = JRM ĴΘ, (4.6)

with

ĴΘ :=

(
IN

−Θ̂>KJ
s
fg

)
. (4.7)

Subsequently, using the de�nition of the EE tracking error –both including position and orientation–
given by e := pr − p ∈ RS , the manipulator error kinematics reads

ė = ṗr − ĴT γ̇ + JδΘ̃
>
KJ

s
fgγ̇. (4.8)

4.3 Control design

Taking into account the form of the error kinematics in (4.8), a nonlinear adaptive control
strategy with integral-like action is proposed (see Fig. 4.2), reading

ξ̇ = KI ĴTKγ Ĵ
>
T KPe−Kξξ, (4.9a)

γ̇ = Kγ Ĵ
>
T (KPe +KIξ) , (4.9b)

where Kξ,KI ,KP ∈ RS×S and Kγ ∈ RN×N are symmetric and positive de�nite gain matrices,
with the associated adaptive update law given by

˙̂
ΘK = ΓΘJ

s
fgγ̇e>KPJδ, (4.10)

and ΓΘ ∈ R2M×2M is also a positive de�nite gain matrix.

Contact
Module

γ̇

Direct
Kinematics

Σ
+

−

N̄ γ, γ̇, δ, Ḡ

γ̇

γ, γ̇, δ

e

ke

pr

p

Adaptive Control

ĴT

Θ̂

(control input)

Figure 4.2: Close-loop control schematic, including the flexibility-aware actuation (in blue), the adaptive
modules (in orange) and the direct kinematics with flexible feedback (in green).
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Remark 4.1. Due to the formulation of ξ in (4.9a), this integral-like term clearly shows a nonlinear
nature. This behaviour is found to be essential to enhance the robustness capabilities of the strategy
and to guarantee the zero steady-state error of the proposed approach when using the interlaced
Jacobian in (4.5).

Proposition 4.1. Consider the uncertain system in (4.8) for any N ≥ S, and assume that
rank(JRM) = S, along with the control laws in (4.9) and its associated adaptive update law in
(4.10). Then, upon de�ning the extended system error as χ := col(ξ, e) ∈ R2S , the closed-loop
inverse kinematics of the complete system for ṗr = 0 becomes

χ̇ = Â(qRM , Θ̂K)χ + B̃(qRM , Θ̃K)γ̇, (4.11)

with

Â =

(
−Kξ KI ĴTKP

−ĴTKI −ĴTKP

)
,

B̃ =

(
∅S×N

JδΘ̃
>
KJ

s
fg

)
,

and ĴT := ĴTKγ Ĵ
>
T ∈ RS×S . Moreover, the zero equilibrium of χ in (4.11) is (globally) asymptot-

ically stable.

Proof. The �rst claim is straightforward recalling the de�nition of the EE error in (4.8) and combin-
ing it with (4.5) and (4.9). For the second one, let us introduce the radially unbounded and positive
de�nite Lyapunov function candidate given by

V :=
1

2
χ>Kχ +

1

2
Tr(Θ̃>KΓ−1

Θ Θ̃K), (4.12)

with

K =

(
IS ∅S
∅S KP

)
> 0.

Accordingly, the derivative of (4.12) along the system trajectories reads

V̇ = χ>Kχ̇ + Tr(Θ̃>KΓ−1
Θ

˙̃ΘK)

= χ>KÂχ + χ>KB̃γ̇ + Tr(Θ̃>KΓ−1
Θ

˙̃ΘK).

Due to the skew-symmetry of the product KÂ, this derivative becomes

V̇ = −ξ>Kξξ − e>KP ĴTKP e + χ>KB̃γ̇ + Tr(Θ̃>KΓ−1
Θ

˙̃ΘK)

= −ξ>Kξξ − e>KP ĴTKP e + e>KPJδΘ̃
>
KJ

s
fgγ̇ + Tr(Θ̃>KΓ−1

Θ
˙̃ΘK)

= −ξ>Kξξ − e>KP ĴTKP e + Tr
[
Θ̃>K

(
Jsfgγ̇e>KPJδ − Γ−1

Θ
˙̂
ΘK

)]
,

where the last term is cancelled out with (4.10). Therefore, the derivative of the Lyapunov candidate
reads

V̇ = −ξ>Kξξ − e>KP ĴTKP e ≤ 0.

Then, since the candidate function is positive de�nite and the closed-loop system is autonomous,
LaSalle’s Invariance Principle is invoked. For that purpose, the largest invariant set included in the
residual set given by V̇ = 0 is analysed, namely

ΩV :=
{
χ ∈ R2S : χ ∈ R2S+Sp : ξ = 0, Ĵ>T ē = 0

}
,
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Figure 4.3: Experimental se�ing for the validation of the proposed strategy, including both the experimental layout of
the 3 scenarios considered –with or without an elastic interface– and the mechanical characterisation of this
element.

with ē := Kpe, thus becoming evident that the residual dynamics in this problem are trivial. Accor-
dingly, only �xed points belong to the largest invariant set and the analysis is reduced to determine
all non desired equilibria. Since Ĵ>T ē = 0 is equivalent to ē ∈ ker(Ĵ>T ), Ĵ>T ē = 0 has the unique
trivial solution if and only if rank(Ĵ>T ) = S. Recall from (4.7) that rank(Ĵ>Θ ) = N , by assump-
tion that rank(J>RM) = S and –by design– N ≥ S. Therefore, rank(Ĵ>T ) = rank(Ĵ>ΘJ

>
RM) ≤

min{N,S} = S, concluding the proof.

Remark 4.2. Proposition 4.1 relies on the full-rank assumption on the Jacobian JRM , achievable
by design as in our benchmark application and in other alternative systems [77].

Remark 4.3. It should be noted that the whole mathematical derivation in Proposition 4.1 results
in an algorithm that does not involve any matrix inversion, thus avoiding unbounded responses near
singularities.

4.4 Experimental results

To validate this adaptive strategy, the planar RM1 in Subsection 7.2.1 is employed (see the ex-
perimental setting in Fig. 4.3). The gains used in this experiments are shown in Table 4.1, except
for Kγ which is chosen equal to the identity. Moreover, it is worth mentioning that due to the
limitations of the low-cost board –as its lack of memory–, the inclusion of gravitational terms be-
comes infeasible and reduces the e�ective control frequency to 27 Hz (± 2 Hz). Nonetheless, this
last challenge allows us to evaluate the robustness of the solution when implemented in discrete
time, for which the strategy was not designed.

1The planar design is chosen to reduce the matrix calculations, being a preliminary analysis of the computational load
for 3D con�gurations provided in Remark 4.4.
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KP KI Kξ Γ

K p̄
P Kᾱ

P K p̄
I Kᾱ

I Kξ Γ1 Γ2 Γ3

98.40 2.40 0.35 0.30 20.00 0.04 0.07 0.12

Table 4.1: Control gains of the benchmark application.

Remark 4.4. In order to determine the best experimental conditions that could be achieved with
the aforementioned computer board, a preliminary computational load analysis based on the com-
plexity of the algorithms was conducted. The main conclusions of this study can be divided into:

• a RM with a 6D manipulation space, i.e. S = 6 would approximately double the load;
• for the �nal con�guration, an algorithm with damped least-squares (DLS) inverse that does

not consider any �exible mode would roughly halve the computational cost of the proposed
solution;

• and for a realistic 6D RM (N = 7, M = 4), the computational load would only scale with a
factor 4 in comparison to the benchmark application, being in this case the di�erence with a
DLS solution reduced to a 30%.

Accordingly, we can deduce that although a 6D con�guration is infeasible in the current board, the
scalability of the approach is promising and its loads are comparable to a well-known solution that
does not speci�cally counteract the �exible modes.

Once the system is presented, let us introduce the validation scenarios. The purpose of all of
them is to show the rejection capabilities of the proposed approach when facing di�erent distur-
bances. According to these, the three scenarios are:

1. A position tracking mission is commanded to the RM without any interference, thus illustrat-
ing its nominal behaviour and providing a reference for comparison. As this mission is easily
replicable, several consecutive experiments are commanded to obtain an average response
and its variability.

2. The same mission is commanded to the RM, but including unforeseen impacts –in time, in-
tensity and direction–. The response against these impacts is then studied to determine if the
approach is capable of recovering to its nominal response and track its reference successfully.

3. The RM is commanded to interact with the elastic interface and converge to a waypoint inside
it, thus having to overcome the nonlinear response of the foam (see Fig. 4.3b). Nonetheless,
as the characterisation of this element is unknown to the control algorithm, it must comply
to reach its reference.

Apart from the material included in this thesis, a complete video of these experiments –with
link https://youtu.be/fP3HrJ0x37k– has been uploaded to the GRVC Robotics Laboratory Youtube
Channel.

4.4.1 Undisturbed scenario

Firstly, the results of the undisturbed scenario are presented in Fig. 4.4 for 13 consecutive ex-
periments. As it is clearly visible in the depiction of the mean experiment, the response of the
RM controller to step reference changes is similar to a �rst-order system, but with a slight over-
shoot in some cases. Considering the ill-conditioning of the system in terms of sti�ness, we can
conclude that the oscillatory behaviour of the system for fast displacements has been signi�cantly
softened. Moving to the adaptive parameters, their mean variation is more subtle. Nonetheless
changes of tendency can be appreciated for the moments in which the reference is given one of the

https://youtu.be/fP3HrJ0x37k
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Figure 4.4: Results for the repeatability scenario with mean EE position and orientation on the le�, mean adaptive param-
eters on the centre, and XY representation of the mean experiment using black arrows to indicate both position
and orientation and targets, with annuli of 1 cm and reference orientation as black radii, for the waypoints on
the right. To illustrate the variability in the experimental set, both the position and adaptive parameter plots
include their maximum deviations from the mean, here denoted as (·)∆.

steps. On the contrary, the variability of the EE positions within the experimental sample is very
limited while the adaptive parameters (stimulated via white noise) show signi�cant di�erence be-
tween experiments. Finally, a XY representation of the mean experiment is added to Fig. 4.4, thus
illustrating the convergence of the solution in both position and orientation from a more intuitive
perspective.

4.4.2 Impact scenario

As previously indicated when presenting the scenarios, the response of the solution to impacts
enriches our understanding of its disturbance rejection capabilities. As shown in Fig. 4.5, the ma-
nipulator faces 7 impacts during the same mission presented in the previous scenario, achieving a
full recovery of its �rst-order-like behaviour after all of them. To do so, the adaptive capabilities
of the proposed solution are employed, as demonstrated by the signi�cant peaks in their values
just after each main disturbance. Additionally, it is also worth mentioning that this response is
achieved even when the impact occurs during a transient due to reference changes, such as in the
last impact, or after a previous disturbance not yet dissipated by the solution, as in in the �fth one.

4.4.3 Contact scenario

Finally, the results of the contact scenario are shown in Fig. 4.6. As happened before, the solu-
tion provides a �rst-order-like response when demanded to push into an elastic interface (direction
Y), no matter the mechanical behaviour of the material. Obviously, the convergence of the solu-
tion is signi�cantly faster in the directions without disturbances. After that, the reference in the
pushing direction is tracked, showing the other components of the manipulation space a compliant
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Figure 4.5: EE position and adaptive parameters for the impact scenario, where these disturbances are indicated with dark
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its interpretation, a detail of the third impacts is included on the right.
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Figure 4.6: End-e�ector position and orientation for the contact scenario, including the variation of the
adaptive parameters.

behaviour with some error peaks during this process. Meanwhile, the parameters of the adaptive
law evolve to compensate the external disturbance, being their steepest change when the RM is
stalled in the Y direction at around 5s.
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4.5 Summary of the chapter

In this chapter, a position controller for �exible manipulators under uncertainties has been
proposed. Due to its robust formulation relying on adaptive control, this novel strategy has been
proven to modulate the oscillations produced by the �exible modes. Furthermore, the proposed
strategy has been tested in scenarios including unforeseen impacts and slow contact, maintaining
a �rst-order-like closed-loop response in all cases.
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Actuated DoF

Flexible joints

EE target

Force sensors

Highlights:

• Adaptive force/position controller maintaining the position �rst-order-like response.

• Automatic force/position reference transitions with the same strategy/tuning.

• (Globally) asymptotically stable closed-loop response and bounded force control capabilities
against uncharacterised interfaces.
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Following the research branch focused on adaptive manipulation control, the robust position
controller in the previous chapter is enriched with force control capabilities [C8]. While an advance
in this feature is signi�cant from the operational point of view, it is essential to underscore that the
disturbance rejection capabilities already obtained in the position controller must be preserved.
Accordingly, the core of the previous controller is maintained and the force control features are
added as an outer control loop, in a cascade.

It is also worth commenting that –as a �rst option– the contact model in Section 4.2 was con-
sidered as a basis for this modi�cation. However, this solution would have limited these force
capabilities to the normal direction. To capture other behaviours, this contact force is decomposed
into two components: the elastic response in the normal direction, and the tangential –elastic and
friction– contributions. Subsequently, the previous adaptive control strategy is reformulated for
multi-directional contact (with unknown mechanical parameters) and the force control loop is de-
signed in a cascade. To present this extension, nonetheless, we �rstly have to introduce this new
contact model.

For the sake of clarity, the changes with respect to the formulation in the previous chapter are
highlighted in red –instead of with respect to the non-adaptive control rationale in Section 4.1–.
This is intended to facilitate the interpretation of this new solution and to identify the elements
that correspond to the new outer force loop. Nevertheless, this extension is far from trivial due to
coupling, becoming the theoretical demonstration much more intricate.

5.1 Contact model and equivalent manipulator kinematics

To take into account the contact behaviour of the interface in other directions the same pseudo-
static elastic formulation with small de�ections in (4.1) is employed, but becoming the force exerted
by the EE

fEE =
(
keN + k⊥e N⊥

)
(p̄− p̄s) = Ke(p̄− p̄s),

with N⊥ := ISP − N the projection matrix in the orthogonal space of N , i.e. any tangential
direction in Fig. 5.1; k⊥e ∈ R+ its associated elastic/friction parameter (unknown); and Ke the
matrix containing both the normal and tangential mechanical behaviour, and that is used in further
derivations for brevity. In essence, this decomposition separates the mechanical response of the
contact interface into two terms: resistance against direct penetration –with ke– and resistance
against deviation from the axis of penetration –via k⊥e –. Then, as previously done in (4.4), the
model is used to obtain an enhanced estimation of the de�ection speeds, reading

˙̂
δ = −Θ̂>KJ

s
fgγ̇,

n

O

p̄s

p̄r

n⊥

p̄ fEE

fEE
r

Figure 5.1: Definition of the multi-axis contact parameters using a undeformed/deformed superimposed
plot, where the undeformed is in light gray and the deformed in dark grey.
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where ΘK ∈ R3M×M is the new uncertain matrix including the e�ects of the contact forces in
N⊥ given by

ΘK :=
(
keK

−1
δ k⊥e K

−1
δ K−1

δ

)
;

and Jsfg ∈ R3M×N is the Jacobian considering these e�ects, namely

Jsfg :=


∂J tδ
>

∂γ
N̄ + J tδ

>NJ tγ
∂J tδ
>

∂γ
N̄⊥ + J tδ

>N⊥J tγ

−∂JB,δ
>

∂γ
mBḠ

 ,

with the extended derivative Jacobian matrices in the derivation maintaining the same form except
for the new contact extended matrix, N̄⊥ ∈ RNSp×N , whose column-wise form reads

N̄⊥k := col(∅∅∅(k−1)Sp ,N
⊥(p̄− p̄s),∅∅∅(N−k)Sp).

Subsequently, (3.5) can be in turn rewritten as

ṗ =
(
ĴT (qRM , Θ̂K)︸ ︷︷ ︸

Estimate

− JδΘ̃>KJsfg︸ ︷︷ ︸
Uncertain

)
γ̇, (5.1)

with ĴT ∈ RS×N the modi�ed equivalent Jacobian introduced taking into account both the �exible
nature of the compliant RM and the response of the contact interface in the tangential directions,
given by

ĴT := Jγ − JδΘ̂>KJsfg = JRM ĴΘ,

with

ĴΘ :=

(
IN

−Θ̂>KJ
s
fg

)
.

Accordingly, leaving the de�nition of the position error unchanged and de�ning the force error as
η := fEEr − fEE ∈ RSp with fEEr constant, their respective derivatives become

ė =

Estimate︷ ︸︸ ︷
ṗr − ĴT γ̇+

Uncertain︷ ︸︸ ︷
JδΘ̃

>
KJ

s
fgγ̇, (5.2a)

η̇ = − K̂eJ
t
γ γ̇︸ ︷︷ ︸

Estimate

− K̃eJ
t
γ γ̇︸ ︷︷ ︸

Uncertain

, (5.2b)

with K̂e := k̂eN + k̂⊥e N⊥ and K̃e := Ke− K̂e used to take into account the adaptive estimation
of the parameters ke, k⊥e and its associated error.

5.2 Control design

Considering the changes induced by the contact model into (5.2), the strategy in (4.9) is en-
hanced with force control (see Fig. 5.2) via the variation of the references, reading

ξ̇ = KI ĴTKγ(Ĵ>T KPe + J tγ
>
K̂eη)−Kξξ, (5.3a)

γ̇ = Kγ Ĵ
>
T (KPe +KIξ) +KηJ

t
γ
>
K̂eη, (5.3b)

ṗr = ĴT (Kγ +Kη)J tγ
>
K̂eη − σpKPe, (5.3c)
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Figure 5.2: Close-loop control schematic with the inner position and outer force loops, highlighting the
integral inverse kinematics core in blue, the the force-aware reference variation law in green, the
adaptive parameters (including the new K̂e) in orange, and the associated equations to obtain
each of these in brackets.

whereKξ,KI ,KP andKγ remain positive de�nite and symmetric, and the de�nite positive matrix
Kη ∈ RN×N and the scalar gain σp > 0 are introduced. Associated to these changes, the update
law in (4.10) is modi�ed and two adaptive laws more are added to the new adaptive core given by

˙̂
ΘK = ΓΘJ

s
fgγ̇e>KPJδ, Θ̂K(0) = Θ0

K , (5.4a)
˙̂
ke = Proj($N , ρ(k̂e)), ρ(k̂e(0)) ≤ 0, (5.4b)
˙̂
k⊥e = Proj($N⊥ , ρ(k̂⊥e )), ρ(k̂⊥e (0)) ≤ 0, (5.4c)

where ΓΘ ∈ R3M×3M remains positive de�nite but changes its size, the function $Ξ ∈ R is
de�ned as

$Ξ(ξ, e,η) := −ΓΞ η
>ΞJ tγ γ̇, ΓΞ ∈ R+,

with ΓΞ ∈ R+; and the projector operator for scalar parameters κ̂ ∈ R can be written as

Proj($, ρ(κ̂)) :=

{
(1− ρ(κ̂))$ ρ(κ̂), ρ(κ̂)′$ > 0

$ otherwise
,

with ρ : R → R a convex function whose threshold values are given by ρ(κt) = 0 and its upper
bound values satisfy ρ(κl) = 1. In particular, a second order polynomial with symmetry around
the mean of the maximum and minimum values κl = κ̂M , κ̂m s.t. κ̂M > κ̂m > 0 is chosen for this
strategy, reading

ρ(κ̂) :=

(
κ̂− κM + κm

2

)2

(1− β2)

(
κM − κm

2

)2 −
β2

1− β2
,

being its threshold given by κt = (κM + κm)/2± β(κM − κm)/2 > 0, for β ∈ (0, 1).

Remark 5.1. It is worth highlighting the increase in complexity of (5.3) and (5.4) when compared
to (4.9) and (4.10). This necessary change corresponds to the reduction of the information given to the
controller. While in the previous position controller the contact sti�nessKe was both unidirectional
and known from an impedance control point of view, in here the proposed approach is expected to
adapt to forces exerted in several directions whose mechanical behaviour is completely unknown,
and to converge to a force reference in computable time.
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Proposition 5.1. Consider the uncertain system in (5.2), and assume that rank(JRM) = S and
rank(Jtγ) = Sp, along with the control laws in (5.3) and its associated adaptive update laws in (5.4).
Then, upon de�ning the augmented system error as χa := col(ξ, e,η) ∈ R2S+Sp , the closed-loop
inverse kinematics of the complete system for any constant force reference fEEr reads

χ̇a = Â(qRM , Θ̂K , K̂e)χa + B̃(qRM , Θ̃K , K̃e)γ̇, (5.5)

with

Â =


−Kξ KI ĴTKP KI ĴT,γK̂e

−ĴTKI −(ĴT + σpIS×S)KP ĴT,γK̂e

−K̂eĴ>T,γKI −K̂eĴ>T,γ −K̂eJγK̂e

 ,

B̃ =


∅S×N

JδΘ̃
>
KJ

s
fg

−K̃eJ
t
γ

 ,

and ĴT,γ := ĴTKγJ
t
γ
> ∈ RS×Sp , Jγ := JtγKηJ

t
γ
> ∈ RSp×Sp . Moreover, χa,pr, Θ̂K , k̂e and

k̂⊥e are globally bounded, and the zero equilibrium of χa is asymptotically stable –or equivalently
(p, fEE) is guaranteed to converge to (pr, f

EE
r )–.

Proof. The �rst claim is evident considering the de�nition of the position and force errors in (5.2) and
combining it with (5.1) and (5.3). For the second and third ones, let us choose the radially unbounded
and positive de�nite Lyapunov function candidate given by

Va :=
1

2
χ>a Kχa +

1

2
Tr(Θ̃>KΓ−1

Θ Θ̃K) +
1

2

(k̃e)
2

ΓN
+

1

2

(k̃⊥e )2

ΓN⊥
, (5.6)

with

K =


IS ∅S ∅S×Sp
∅S KP ∅S×Sp

∅Sp×S ∅Sp×S ISp

 > 0.

Subsequently, the derivative of (5.6) reads

V̇a = χ>a Kχ̇a + Tr(Θ̃>KΓ−1
Θ

˙̃ΘK) +
k̃e

˙̃
ke

ΓN
+
k̃⊥e

˙̃
k⊥e

ΓN⊥

= χ>a KÂχa + χ>a KB̃γ̇ + Tr(Θ̃>KΓ−1
Θ

˙̃ΘK) +
k̃e

˙̃
ke

ΓN
+
k̃⊥e

˙̃
k⊥e

ΓN⊥
.

Due to the skew-symmetry of the product KÂ, this derivative becomes

V̇a = −ξ>Kξξ − e>KP (ĴT + σpIS)KP e− η>K̂eJγK̂eη + χ>a KB̃γ̇

+ Tr(Θ̃>KΓ−1
Θ

˙̃ΘK) +
k̃e

˙̃
ke

ΓN
+
k̃⊥e

˙̃
k⊥e

ΓN⊥

= −ξ>Kξξ − e>KP (ĴT + σpIS)KP e− η>K̂eJγK̂eη + e>KPJδΘ̃
>
KJ

s
fgγ̇ − η>K̃eJ

t
γ γ̇

+ Tr(Θ̃>KΓ−1
Θ

˙̃ΘK) +
k̃e

˙̃
ke

ΓN
+
k̃⊥e

˙̃
k⊥e

ΓN⊥

= −ξ>Kξξ − e>KP (ĴT + σpIS)KP e− η>K̂eJγK̂eη

+ Tr
[
Θ̃>K

(
Jsfgγ̇e>KPJδ − Γ−1

Θ
˙̂
ΘK

)]
− k̃e

Γke

[
Proj($N , ρ(k̂e))−$N

]
− k̃⊥e

Γk⊥e

[
Proj($N⊥ , ρ(k̂⊥e ))−$N⊥

]
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≤ −ξ>Kξξ − e>KP (ĴT + σpIS)KP e− η>K̂eJγK̂eη ≤ 0,

where for the last steps, (5.4) is used and ĴT +σpIS > 0, ∀σp > 0 . Then, since Va > 0 and V̇a ≤ 0,
the second claim follows.

Let us now move to the third claim. Since the closed-loop system is autonomous and the con-
ditions for the �rst claim are met, LaSalle’s Invariance Principle is invoked. For that purpose, the
largest invariant set included in the residual set given by V̇a = 0 is analysed, namely

ΩV :=
{
χa ∈ R2S+Sp : ξ = 0, e = 0, J tγ

>
K̂eη = 0

}
.

Accordingly, the residual dynamics in this problem are trivial, and only �xed points belong to the
largest invariant set and the analysis is reduced to determine all non desired equilibria, only remain-
ing to rule out the equilibrium in Jtγ

>
K̂eη = 0. As rank(Jtγ) = Sp by assumption, this Jacobian

induces an injective map on K̂eη. Moreover, the de�nition of the projector operators guarantees
that k̂e, k̂⊥e 6= 0, thus ensuring by the matrix determinant lemma that

det
(
K̂e

)
= k̂⊥e det

[
ISp +

(
k̂e

k̂⊥e
− 1

)
nn>

]

= k̂⊥e

[
1 + n>

(
k̂e

k̂⊥e
− 1

)
n

]
det
(
ISp
)

= k̂e,

and hence, that K̂e is invertible. Therefore K̂eη = 0⇔ η = 0, thus concluding the proof.

Remark 5.2. In contrast to Proposition 4.1, the control strategy in Proposition 5.1 relies on chang-
ing the references of the inner position (including orientation) loop, and hence, the assumption on
ṗr = 0 is no longer needed.

Remark 5.3. Interestingly, the conditions found in Proposition 5.1 for the force regulation are
–somehow– relaxed with respect to Proposition 4.1 –as evinced from the directly injective map for
the position error in V̇a–. This comes from the extra information fed back by the force sensor and
the introduction of the term associated with σp in (5.3c).

Remark 5.4. It should be �nally highlighted that no matrix inversion is needed in this case neither
(see Remark 4.3), thus avoiding unbounded responses near singularities.

KP KI Kξ Kγ Kγ

p̄ ᾱ p̄ ᾱ p̄ ᾱ 1 2 3 4 1 2 3 4

0.5949 0.0214 0.1610 0.0024 0.1200 0.1200 209.9 220.5 241.4 283.4 20.00 20.00 20.00 20.00

ΓΘ Other parameters

Θ1 Θ2 Θ3 Θ4 Θ5 Θ6 σp σΘ Γke Γk⊥e kM km k⊥M k⊥m β

257.1 1929 3857 51.43 385.7 771.4 0.3000 4.000 0.0040 0.0020 0.0120 0.0040 0.0120 0.0040 0.400

Table 5.1: Control gains of the modified benchmark application.



51 5.3. Experimental results

AX
-1
2A

D
Y
N
A
M
I X
E
L

A
X-
12
A

D
Y
N
A
M
I X
E
L

AX-12A
D YN

AM I X
E L

A
X-
12
A

D
Y
N
A
M
I X
E
L

AX-12A
D YN A

M I X E
L

x

y

γ1

O

γ2

δ2

γ3

γ4EE

δ1

δ3

n

ηy

ηx

A spherical bearing is added
bellow each flexible joint
to avoid friction

Cartesian 2‐D rails are used to 
prevent the impact of torques 
on the force meassurements

Rigid‐like elements are
included to enhance the
accuracy of the force
measurements

Rigid 

Interface

Figure 5.3: Experimental se�ing for the validation of the modified strategy, including the rigid contact in-
terface, the force measuring system, and the consideration of frictionless displacement.

5.3 Experimental results

To demonstrate the force control capabilities while preserving the already proven softened re-
sponse in Chapter 4, an experimental validation setting for the strategy is presented (see Fig. 5.3
and Section 7.2), being the control gains employed detailed in Table 5.1. The system is comprised
of the same low-cost planar RM used in Chapter 4 (see Table 7.3), but adding force control capa-
bilities and changing the computer board to increase the computational power, as discussed en
Subsection 7.2.2. This has allowed the implementation of the solution with a stable frequency of 40
Hz throughout the experiment, printing the results stored in the SRAM afterwards to increase the
e�ciency of the application. Although the impact of this improvement is undeniable, we realised
that some negative behaviours that were thought to be derived from the low control frequencies
remained. Among them, nonetheless, one stood out: the slow drift of the adaptive parameters in
Θ̂ that cause over-damping in the reference tracking. To cope with it, the standard σ-modi�cation
for adaptive control [126] is used in (5.4a), namely

˙̂
ΘK = ΓΘJ

s
fgγ̇e>KPJδ − σΘΘ̂K ,

thus preserving stability.
Once the system is presented, let us introduce the validation scenarios. Their purpose is to

evince the force control capabilities while preserving the softened and robust response of the po-
sition controller in Chapter 4. Accordingly, the three proposed scenarios are:

1. A position tracking mission that mimics the unperturbed scenario in the unmodi�ed con-
troller (Subsection 4.4.1), focused on proving the robust capabilities –including the modi�-
cations above– and studying the implications of the hardware modi�cations.

2. A simpli�ed force control scenario in which the EE is already close to the contact interface,
chosen to validate the main contribution of this modi�cation separately.

3. A mixed mission including both displacement and force control phases with a sole controller
organically switching between modes due to its cascade approach, to show an example of
application in which other alternatives would have demanded high-level switches –and ad-
hoc modi�cations to reduce the risk of their associated transients–.
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Figure 5.4: Results of the unperturbed case with the XY trajectory of the EE represented using equally time-
spaced points with di�erent size and lightness to reflect both speed and time (smaller is faster
and darker is later), and where waypoints are highlighted as targets, on the top; the Cartesian
position and orientation of the EE (being their references identified as thinner lines), on the
centre; and the adaptive parameters for N , on the bo�om (their counterparts for N⊥ were
neglectable in this scenario).

Finally, it is worth noting that apart from the �gures included in this thesis, a video of the
validation experiments can be found in https://youtu.be/ZtxBORTufP8.

5.3.1 Unperturbed scenario

Firstly, the controller is tested in a scenario without contact, as in Chapter 4. This analysis
is conducted to study the advances derived from the hardware improvements, i.e. the response
with the retuned gains for higher control frequencies. As evinced in Fig. 5.4, these include the
reduction of the step response time (from ∼ 0.9 s to ∼ 0.6 s) while retaining the �rst-order-like
behaviour. In turn, it is worth noting that this design behaviour has been also softened when
compared to the previous case, both because of the higher control frequencies and of the inclusion
of the σ-modi�cation. As the reasons for the former are trivial, let us focus on the latter. The Θ
adaptive parameters produce a dampening-like response in brusque displacements, i.e. when γ̇ is
relatively high in modulus. This reduces the oscillations associated to the �exible modes on the
cost of slowing down the �ne convergence. What the σ-modi�cation produces in the solution is a
reduction of these parameters in this last phase (see the bottom plots in Fig. 5.4), thus avoiding their
main disadvantage. Moreover, this implies that the gains associated to this adaptive module can be
increased to further di�erentiate these two phases without hindering the manipulation system.

https://youtu.be/ZtxBORTufP8
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Figure 5.5: Results of the simplified contact force scenario: force tracking and adaptive parameters on the
top (with projector influence and contact detection highlighted); Cartesian position and orienta-
tion on the centre (using thinner lines for modified references according to the outer force control
loop in contrast to the original references, do�ed); and adaptive parameters on the bo�om.

5.3.2 Contact force scenario

Once the basis of the strategy has been validated in a comparison with the already robust solu-
tion in Chapter 4, we focus on the main advance of this modi�cation: the force control capabilities.
For that purpose, a force reference of fEEr = [−1, 1.5]>N is commanded to the system, which
is initially close to the contact point. Even for this complex reference, the solution is capable of
converging to both force components in less than 10 s, as shown in Fig. 5.5. Meanwhile, the
inner position loop converges to the force-shaped position reference, as expected. This process,
nonetheless, is not only produced by the concurrence of the position to its reference, but also by
the tendency of the reference to the actual position of the manipulator when the force commands
are met, in a way that resembles a rendez-vous.

To obtain this coupled convergence, some other factors have a signi�cant –but indirect– im-
pact. Firstly, the contact contact parameters evolve to change the rates of variation of the reference:
smoothing them when the forces are below their references and exciting them when these are ex-
cessive so that the over-force is quickly corrected. Secondly, the dampening parameters associated
to N in Θ̂ are substantially smaller than in the oscillation-intensive previous case, mainly damp-
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Figure 5.6: Results of the mixed contact/non-contact scenario, with the force tracking and its associated adaptive parameters
on the top (with highlighted projector influence zones), the Cartesian position and orientation tracking in the
centre (with initial references do�ed and force-shaped references as thinner lines), and the whole set of adaptive
parameters on the bo�om.

ening the �rst contact. Finally, the impact of the novel adaptive parameters for N⊥ demand a
profound analysis. In contrast to their counterpart for the normal direction, these clearly evolve
away from the initial contact. However, when the data of the tangential position is considered (in
this case, x), it can be deduced that they are responding to the recon�guration of the EE in that
direction after contact. Accordingly, we can conclude that after contact the terms in Θ̂ for both
directions soften the oscillations induced by the recon�guration of the EE pose needed to meet the
force demands in all directions, thus extending the already proven robust response in translation
to force control. However, this extension is demonstrated in an ad-hoc scenario in which other
factors, such as the possible discordances between the dampening of abrupt position changes and
of recon�gurations for force control, are avoided.

5.3.3 Mixed scenario

To cover these, the �nal validation experiment is conducted for fEEr = [0, 2]>N (pressing with-
out exerting tangential forces, as when attaching a sensor using some adhesive). As exhaustively
shown in Fig. 5.6, both unperturbed displacement and force control can be performed using the ex-
actly same strategy –i.e. not changing the control gains or arti�cially switching between di�erent
modules– without the cost of negative alterations during the transition between these phases. In-
stead, the proposed approach relies on the inherent cancellation of the outer loop when the forces
detected are below a threshold imposed to rule out parasitic feedback.

Once the validation in this mixed scenario is presented, we move to analysing the details of
the strategy for this experiment. Firstly, it is worth noting that the force response in this case
presents more dampening than in the previous scenario. One possible reason for this behaviour
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could be that the force reference commanded in this case demands a less involved re-con�guration
during the contact phase, as evinced by the smoother evolution of the Θ̂ parameters associated
to the tangential direction. In turn, this dampening could be the reason behind the more agile
variations of the adaptive contact parameters, even to the point of activating the projector operator.
Nonetheless, this does not seem to have any signi�cantly negative impact on the convergence of
both the position and force loops. Secondly, the results for the Θ̂ parameters are consistent with the
previous scenarios, with two minor comments: i) their di�erence in order of magnitude between
contact and displacement make their variation in the former case hard to notice, and ii) the terms
associated toN⊥ in the adaptive matrix are clearly noticeable after contact, in contrast to both the
same experiment before this interaction and the results in the unperturbed scenario.

5.4 Summary of the chapter

In this chapter, a strategy including force control capabilities against uncharacterised interfaces
is presented. This is achieved by including an outer control loop shaping the position references
on top of the already robust controller in the previous chapter, in a cascade approach. Due to this
structure, the strategy is capable of automatically transitioning –without changing any control
gain– between position and force modes, with the inherent operational bene�ts.
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Chapter 6

Robust decentralised control of
aerial manipulators

Passivity‐based control
(compliance with manipulation)

Priority to manipulation 
over UAV tracking

Robust flight control
against disturbances
and/or reaction forces

Highlights:

• Decentralised nonlinear strategy based on prioritising manipulation via subordinate tasks.

• Stability analysis throughout AM mission without assuming perfect tracking of the RM state.

• In-depth numerical validation focused on the robustness of the strategy.
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Figure 6.1: Coordinate control strategy analogy.

Moving the research branch focused on controlling aerial robots via decentralised paradigms
(Section 2.3), a manipulation-aware strategy �tting the coupled nature of these aerial systems is
proposed [C1, C4]. This strategy is based on passivity-based control, hence allowing to enrich
the UAV controller with a robust formulation while giving priority to the manipulation task, in
a compliant-like fashion. Moreover, the controller for �xed manipulators presented in [127] is
adapted to this formulation, including a task to minimise the UAV-RM torque mismatch inside a
relaxed inverse kinematics formulation. Altogether, the system prioritises the convergence of the
EE at the cost of the �ne tracking of the UAV, as depicted in Fig. 6.1 in an analogy to springer-
dampers compliance, where:

• The platform is allowed to move within a region around its reference (in blue), thus virtually
adding extra DoF. These are used for self-accommodation against external disturbances or
internal algorithms to prevent incidents, but without negatively impacting the success of the
manipulation mission.

• The EE target (in red) acts as the hard constraint of the problem (from a relaxed optimisation
point of view, nonetheless), being the whole system accommodated to these commands under
strict safety and accuracy conditions.

• The interconnection between these two systems is represented as a gearbox pinpointing the
optimal ratio (in purple, representing the optimisation problem), where nullspace control
add-ons (region in turquoise) are used for this purpose.

Moreover, the following assumptions are in order to simplify the problem and, hence, obtain
the proposed strategy

1. The platform is an underactuated coplanar multirotor.

2. The RM is redundant (N > S) with rigid revolute joints controlled in angular speeds by
servomotors.

3. The problem is studied in the longitudinal plane of the aerial manipulator, which is consid-
ered the main operational direction of the mission.

4. The state of the AM is available and/or measurable.
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Remark 6.1. A brief comment on the reasons behind some of these assumptions is in order. Firstly,
the coplanarity of the rotors delimits the scope of the analysis, not implying –however– that the
proposed solution could not be adapted for other typologies, such as tilted-rotor platforms. Secondly,
the rigid and redundant nature of the RM allows the possibility of implementing secondary tasks
via its nullspace, one of the main novelties of this strategy. Ultimately, the planar aerial system
considered as a benchmark for the longitudinal dynamics captures all the essential nonlinearities of a
3D application. In fact, many practical aerial missions are 2D solutions immersed in a 3D workspace,
in which the yaw angle is left as an external parameter to redirect the manipulation plane.

Finally, some practical concerns are discussed to complete the implementation of the solution
before conducting a numerical validation based on realistic simulations, for which the blunt-body
aerodynamic model of multirotor platforms in Section 3.2 is employed.

6.1 IDA-PBC control rationale

As extensively discussed in [99] and [C1], the Interconnection and Damping Passivity-Based
Control (IDA-PBC) was introduced in [128] to regulate underactuated mechanical systems whose
form could be described as

ẋH = S2n∇xHH + GF, (6.1)

where the state vector is ẋH := col(q, s) ∈ R2n –with s ∈ Rn the generalised momenta1–,
S2n is the symplectic matrix, H : R2n 7→ R denotes the Hamiltonian, G := [∅m×n, G(q)>]>

–being G ∈ Rn×m, G⊥ ∈ R(n−m)×n a full-rank left annihilator (i.e. G⊥G = ∅(n−m)×m)–, and
F := col(T, τRM) ∈ Rm is the aerial manipulation control input, with m = Nr +N . To achieve
this regulation, the open loop must be shaped so that it matches a desired and Port-Controlled
Hamiltonian closed-loop structure given by

ẋH = JH(xH)∇xHHd, (6.2)

with JH ∈ R2n×2n the generalised Hamiltonian matrix and Hd the desired form of H . This
reshaping is obtained trough the former, that both assures that (6.1) and (6.2) match and that Hd is
a Lyapunov function. Then, let us equate these equations and left multiply them by(

G>

G⊥

)
{S2n∇xHH + GF = JH(xH)∇xHHd},

giving

F = G† (−S2n∇xHH + JH∇xHHd) , (6.3a)
∅∅∅n−m = G⊥ (−S2n∇xHH + JH∇xHHd) . (6.3b)

While (6.3a) indicates the required value for the force control input, (6.3b) sets the Partial Di�er-
ential Equations (PDEs) to be satis�ed by JH s.t. J>H + JH ≤ 0.

However, in the case studied here –corresponding to a simple mechanical system–, the Hamilto-
nian can be written as the sum of the kinetic and potential energy, i.e. H = 1/2 s>B−1(q) s+V (q),
thus becoming the terms in (6.2)

Hd := 1/2 s>B−1
d (q) s + Vd(q), (6.4a)

1Although this is not the conventional notation for momenta in the literature, it has been chosen to avoid any possible
confusion with the EE position, p, in Chapters 4 and 5.
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JH :=

(
∅n×n B−1Bd

−BdB−1 J2 −GKvG
>

)
, (6.4b)

with J2 ∈ Rn×n a skew-symmetric matrix whose closed form reads

J2(xH) =

n(n−1)/2∑
i=1

s>B−1
d αJiWi,

for some functionsαJi ∈ Rn andWi a basis for skew-symmetric matrices. Finally, after the deriva-
tion of the PDEs (see [129, 130]), (6.3) becomes

F(B, V,Bd, Vd, J2) := ∇qH −BdB−1∇qHd + J2∇pHd, (6.5a)

KE(B,Bd, J2) :=
1

2
G⊥

[
∇q
(
s>B−1s

)
−BdB−1∇q

(
s>B−1

d s
)

+ 2J2B
−1
d s
]

= ∅∅∅n−m,
(6.5b)

PE(B, V,Bd, Vd) := G⊥
(
∇qV −BdB−1∇qVd

)
= ∅∅∅n−m. (6.5c)

Finally, for anyBd, Vd that satisfy (6.5) and a force input reading F = G†F−KvG
>∇sHd, the

system in (6.1) is shaped to take the Hamiltonian form in (6.2) with (6.4b); and if Kv is symmetric
and de�nite positive, it also becomes dissipative since

Ḣd = −∇sH>d GKvG
>∇sHd ≤ 0. (6.6)

Furthermore, if Bd is positive de�nite in the neighbourhood of q∗ ∈ Rn and q∗ = argminVd(q)
is a stable equilibrium of the desired closed-loop behaviour according to the desired Hamiltonian
in (6.4a), q∗ is asymptotically stable –if and only if– it is locally detectable from its natural passive
output G>∇sHd.

6.2 PBC redesign

To represent the reaction torque demanded by RM, τd, a featured distance directly related with
it should be selected. Among the possible candidates,

LCG(t) :=
−−→
QB

is chosen for compactness, in contrast to [C1] –in which

L(t) :=
−−→
P0B

was taken– (see Fig. 6.2). Although these two options are associated to di�erent reference points,
a mismatch in one implies a mismatch in the other one. Moreover, a passivity-based controller
for the aerial manipulation system using the direct coordinates is not explicitly computable –as
discussed in [127]– and, hence, a new set of coordinates based on [130] must be introduced. For
this purpose, let us consider the longitudinal dynamics of the aerial manipulator depicted in Fig.
6.2, with the rigid N -link RM taken into account solely through its centre of gravity. Then, the
new set of coordinates q̄ ∈ R4 –with its associated generalised momenta s̄ ∈ R4– reads:

• q̄1: the horizontal position of the centre of gravity of the AM, denoted in Fig. 6.2 as CG;

• q̄2: the vertical position of the centre of gravity of the AM, positive in the direction of the
gravity acceleration;
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...
Q

B

CG

...
EE

Figure 6.2: Sketch of the longitudinal dynamics of the AM.

• q̄3: the rotation component of the UAV perpendicular to the OXZ plane with respect to the
inertial frame, which in here is assimilated by design to the pitch angle; and

• q̄4: its equivalent for the CG of the aerial system.

Correspondingly, the control input in this problem, F, includes the thrust vector and the demanded
reaction torque, i.e. F = col(T, τd) = col(T1, T2, τd) ∈ R3. In turn, the underactuation of this
input is revealed in the left-hand nullspace of G which is spanned by G⊥ = [cos q̄3,− sin q̄3, 0, 0].
Taking into account these forms, the solution can be summarised (only with the strictly needed
relations and parameters) as

Bd =


mQ +mB 0 m13 0

0 mQ +mB 0 0

m13 0 IRM 0

0 0 0 (mQ +mB)
mQ

mB
L2
CG(q̄)

 , (6.7a)

J2|ij =

−
m13s4

IRMLCG(q̄)

∂LCG(q̄)

∂q̄3
, for {i, j} = {1, 4},

0, otherwise.
(6.7b)

Vd = −(mQ +mB)g0
IRM
m13

ln(cos q̄3) +
k1

2

(
q̄2 − q̄2∗ −

IRM
m13

ln(cos q̄3)

)2

+
k2

2

(
q̄3 −

m13

IRM
(q̄1 − q̄1∗)

)2

+
k3

2
(q̄4 − q̄4∗)

2
, (6.7c)

with LCG := |LCG|, g0 = |g0|, IRM the inertia of the whole RM at Q and m13, k1, k2, k3 ∈ R+

control gains; and where interested readers are referred to the complete derivation in [130]. For
the sake of clarity, let us also de�ne (̂·) := (·)|LCG=L̂CG

for L̂CG an estimate of LCG.
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Proposition 6.1. The dynamic state feedback given by

F = Ĝ†F̂ −KvĜ
>∇sĤd, (6.8a)

˙̃σ0 = −kσσ̃0 + kσ%
′ sin(q̄3 − q̄4)s̄>AĜ†F̂ , (6.8b)

with F̂ from (6.5a) –together with (6.7)–, % ∈ K∞, and the terms σ̃0 andA de�ned along the proof,
ensures that:

(i) The equilibrium col(q̄, s, σ̃0) = col(q̄∗,∅∅∅n, 0) is uniformly stable for any constants m13 <√
(mQ +mB)IRM and kσ ∈ R+, and scalars k0

v, k
1
v ∈ R+ s.t.

Kv >
(
k0
v + k1

v |s|
)
I3.

Moreover, the domain of attraction is given by

ΩH :=
{

col(q̄, s, σ̃0) ∈ R2 ×
(
−π

2
,
π

2

)
× R6

}
.

(ii) If L̇CG, L̈CG ∈ L∞, then all the trajectories satisfy

lim
t→∞

∣∣∣∣∣
[
G(q̄(t))>∇sĤd(q̄(t), s(t))

σ̃0(t)

]∣∣∣∣∣ = 0, t ≥ 0.

(iii) If the RM is locked at a �xed position, the aforementioned equilibrium col(q̄, s, σ̃0) =
col(q̄∗,∅∅∅n, 0) is asymptotically stable in the domain of attraction ΩH .

Proof. Let us �rstly pull out the disturbances in (6.8a) with respect to the nominal case by de�ning
the error of estimation L̃CG := L̂CG − LCG, namely

F = Ĝ†F̂ +KvΠs̄− σAĜ†F̂︸ ︷︷ ︸
=:Fσ

,

with Π := −(I3 + σA>), σ := σ̃0 sin(q̄3 − q̄4), σ̃0 := L̃CG/2lT , and

A :=


1

−1

2lT


︸ ︷︷ ︸

:=π

[
1 1 0

]
.

Then, as G is full rank m, GG† + G‡G⊥ = In holds directly from the Fundamental Theorem
of Linear Algebra, where G‡ stands for the right-hand Moore-Penrose pseudoinverse of G⊥, i.e.
G‡ := (G⊥)>(G⊥(G⊥)>)−1. Therefore, by propagating the disturbance throughout the closed-
loop dynamics, it becomes

ṡ =−∇q̄H +G(G†F̂ + Fσ)

=−∇q̄H + (In −G‡G⊥)F̂ +GFσ

=−∇q̄H +∇q̄Ĥ − B̂dB̂−1∇q̄Ĥd + Ĵ2∇sĤd
−G‡G⊥(∇q̄Ĥ − B̂dB̂−1∇q̄Ĥd + Ĵ2∇sĤd) +GFσ

=− 1

2
∇q̄(s>B̃−1s)− B̂dB̂−1∇q̄Ĥd + Ĵ2∇sĤd

−G‡[KE(B̂, B̂d, Ĵ2) + PE(B̂, V, B̂d, Vd)] +GFσ

=− B̂dB̂−1∇q̄Ĥd + Ĵ2∇sĤd −∆s +GFσ,

with ∆s := ∇q̄(s>B̃−1s)/2, B̃−1 := B−1 − B̂−1; and where the last step is obtained us-
ing the solutions of nominal cases of (6.5) for V̂ = V and B̂dB̂−1 = BdB

−1, thus becoming
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PE(B̂, V, B̂d, Vd) = PE(B, V,Bd, Vd) = ∅∅∅n−m and KE(B̂, B̂d, Ĵ2) = ∅∅∅n−m –even for B̂ 6= B
and B̂d 6= Bd– with the estimated Hamiltonian de�ned as

Ĥd(xH , t) :=
1

2
s>B̂−1

d (q)s + Vd(q).

Accordingly, the derivative of the estimated Hamiltonian –which is no longer a Lyapunov function–
along the closed-loop system trajectories reads

˙̂
Hd =∇pĤ>d (Ĵ2∇sĤd −∆s +GFσ) +

∂Ĥd
∂t

=s̄> (KvΠs̄− σAG†F̂)︸ ︷︷ ︸
Fσ

−∇pĤ>d ∆s +
∂Ĥd
∂t

,

where it becomes clear that the purely dissipative form in (6.6) no longer holds due to the mismatch
collected in Fσ –associated to inexact input– and ∆s –to include the e�ects of unmatched terms
in the PDEs–. Nonetheless, in what follows we will demonstrate that these terms are in the column
span of matrix G. For any symmetric matrixM∈ span(G), there is always a certain matrix Π̄ that
allows displaying this matrix asM = GΠ̄G>. Accordingly, let us calculate these factorisations for

∂Ĥd
∂t

=
1

2
s>
∂B̂−1

d

∂t
s = −1

2
s>B̂−1

d

∈ span(G)︷ ︸︸ ︷
∂B̂d
∂t

B̂−1
d s

=− 1

2
s>Π0s;

∆s =
1

2

∑
i=3,4

(
s>
∂B̃−1

∂q̄i
s

)
ei =

1

2

∑
i=3,4

(
∇pĤ>d

:=
∂B̃

∂q̄i
∈ span(G)︷ ︸︸ ︷

B̂d
∂B̃−1

∂q̄i
B̂d∇pĤd

)
ei

=
1

2

∑
i=3,4

(
s̄>Πis̄

)
ei =

1

2

(∑
i=3,4

eis̄
>Πi

)
s̄,

where ei ∈ Rn denotes the i-th vector of the n-dimensional Euclidean basis. Using these forms, the
derivative of the desired Hamiltonian estimate can be written as

˙̂
Hd =

1

2
s̄>
(
KvΠ + Π>Kv −Π0 −

∑
i=3,4

G†eis̄
>Πi

)
s̄− s̄>σAG†F̂

≤−
(
k0
v + k1

v |s̄|
)
|s̄|2 − s̄>σAG†F̂ .

The last inequality holds because the matrix Π is Hurwitz ∀σ, and then by Lyapunov theorem ∃Kv >
0 : KvΠ + Π>Kv < 0, hence existing functions k0

v, k
1
v that

k0
v >0,

k1
v >

∑
i=3,4

‖Πi‖∥∥∥B̂d∥∥∥ > 0.

To conclude the proof, let us de�ne the time-varying Lyapunov function

VH(xH , σ̃0, t) := %(Ĥd) +
σ̃2

0

2kσ
,

and calculate a bound for its derivative by using the results above and (6.8b), namely

V̇H ≤ %′(Ĥd)
(
k0
v + k1

v |s̄|
)
−
∣∣σ̃2

0

∣∣2 ≤ 0.

Then, the claims of this Proposition can be demonstrated one by one as follows:
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(i) Firstly, it is clear to see that Ĥd is positive de�nite for RM revolute joints with any m13 <√
(mQ +mB)IRM and q̄ ∈ R2 × (−π

2
, π

2
) × R; and that for some %, % ∈ K∞ the Lya-

punov function is bounded as %(xH , σ̃0) < VH(xH , σ̃0, t) < %(xH , σ̃0). Taking then into
account that V̇H ≤ 0, any trajectory (xH(t), σ̃0(t), t) is bounded ∀t ≥ 0 and the equilibrium
col(q̄∗,∅∅∅n, 0) is uniformly stable. Furthermore, as VH is radially bounded in the set ΩH , the
trajectories never leave it.

(ii) Notice that V̈H is bounded, and hence, V̇H is uniformly bounded. Then, since the chosen
Lyapunov function is lower bounded and its derivative is semi-de�nite negative, Barbalat’s
Lemma ensures that limt→∞ V̇H = 0.

(iii) Finally, let us consider the e�ect of the manipulation system locking on the stability of the
system. If the RM is completely locked, the closed-loop of the whole system is autonomous and
LaSalle’s Invariance Principle can be directly invoked. Accordingly, all trajectories converge
to limt→∞ V̇H = 0, t ≥ 0, which contains the aforementioned equilibrium. Hence, we
should analyse the largest invariant set included in the residual set

ΩRM := {ΩH : s̄ = ∅∅∅n, σ̃0 = 0} ,

in which the VH is constant, and hence Ĥd is also constant, for instance Ĥd = cRM . Then,
let s̃ := ∇sĤd, implying s̄ = 0 that s̃ ∈ span((G⊥)>), i.e. s̃ = ς (G⊥)> for any ς ∈ R.
Altogether, we obtain that Ĥd = ς2(mQ + mB)/2 + Vd(q̄) = c. Nonetheless, since the
equilibrium col(q̄∗,∅∅∅n, 0) ∈ ΩRM and by construction Vd(q̄∗) = 0, ς2(mQ + mB)/2 = c
and, thus, ς must be constant and, in turn,

˙̂
Hd = ∇qV >d ˙̄q = 0.

Therefore, either i) ˙̄q = s̃ = ∅∅∅n, that implies that s = ∅∅∅n and, so, ς = 0; or ii)∇qVd = ∅∅∅n.
In both cases, the state rests at the equilibrium.

Thus, the proof is concluded.

Remark 6.2. As already commented, Proposition 6.1 ensures uniform stability in all the cases (i)-
(iii) without assuming RM perfect instant tracking, in contrast to [99] and [C1]. It should be noted
that this property also provides the ability of withstanding external constant disturbances, such as
wind gusts. Moreover, these capabilities are improved with the RM locked –i.e. in the navigation
phase–, being even achieved asymptotic stability.

Remark 6.3. It should be highlighted that an estimate for the control gains in Proposition 6.1 is
straightforward to obtain, reading

Π0 =
2mQ(mQ +mB)

mB
L̂CG

˙̂
LCGΠ∗0, Π∗0 :=

ππ>

(2lT )2
,

Πi =− 2mQ(mQ +mB)

mB
L̂2
CG

∂ ln(LCG/L̂CG)

∂q̄i
Π∗0.
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6.3 iCLIK

Considering the direct kinematics of the RM in (3.6), a desired speed of the EE, vd –later used
to track the EE reference pr–, and a torque demand emanating from the IDA-PBC solution, τd, let
us de�ne the relaxed optimisation problem for the aerial manipulation mission as

ΨAM (q, q̇, q̈) :=
1

2

(
|vd − ṗ|2 + αID |γ̇|2W + ατρτ (τ̃)

)
, (6.9)

where αID, ατ ∈ [0, 1) are the weights of the main tasks accompanying the tracking term, W ∈
RN×N is a diagonal normalising matrix used to shape the distribution of RM speeds according to
their associated inertia, and ρτ : R → R+ is a normalising function for τ̃ := τd − τ∗ –being τ∗
an estimate of the torque transmitted to the platform–. By deriving this criterion with respect to
the chosen control input γ̇, we obtain that the value that solves this optimisation problem can be
written as

γ̇ =
(
J>γ Jγ + αIDW − ατρ′ττ∗1

)−1
J>γ︸ ︷︷ ︸

:= J#
γ ∈ RN×S

(vd + vUAV ) ,

with τ∗1 := (∂2τ∗/∂γ̇2)/2 and vUAV as de�ned in (3.6). For the sake of improving the conditioning
of the solution, let us de�ne the weighting matrix WN := αIDW − ατρ

′
ττ
∗
1 ∈ RN×N and, in

turn, express it in its equivalent RS×S form, WS := (JγJ
>
γ )−1JγWNJ

>
γ –that requires that the

solution stays away from singularities, i.e. det(JγJ
>
γ ) 6= 0–, thus reading the pseudoinverse of the

solution

J#
γ = J>γ

(
JγJ

>
γ +WS

)
= J†γ

[
IS −WS

(
JγJ

>
γ +WS

)−1
]

= J†γ
(
IS − W̄S

)
,

with W̄S := WS(JγJ
>
γ + WS)−1 ∈ RS×S a matrix whose norm is

∥∥W̄S

∥∥ < 1 by de�nition.
Furthermore, additional subtasks are included in the nullspace of Jγ to leverage the over-actuation
of the manipulation system via its associated projector

P †γ := IN − J†γJ>γ ,

hence becoming the controller

γ̇ =

Main tasks︷ ︸︸ ︷
J†γ
(
IS − W̄S

)︸ ︷︷ ︸
J#
γ

(vd + vUAV ) +

Subtasks︷ ︸︸ ︷
P †γ
∑
i

γ̇0,i, (6.10)

where we recall that:

• J#
γ is the pseudoinverse of this IK solution, shaped by the matrixW –introduced to modulate

fast movements of the high-inertia joints– and by the interconnection torque –used to soften
the coupling between the RM and the platform–.

• vd is the input vector, used to include the tracking error.

• γ̇0,i encompasses subtasks not modifying the task space state of the AM in (3.6), but a�ecting
the solution of the optimisation problem. They are used to consider additional criteria that
cannot be included in the pseudoinverse.
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Proposition 6.2. Consider the control law in (6.10) for

vd = ṗr + κ(KP e +KIξ), (6.11)

with e the EE tracking error and ξ̇ := e its integral counterpart2; KP ∈ RS×S ,KI := 2εκK2
P ∈

RS×S de�nite positive –for κ ∈ R+ and ε ∈ (0, 1)–. Then, upon de�ning the speed of the base3as
vb := ṗr + vUAV , the degree of convergence of the proposed solution becomes

(i) If vb ∈ L∞, the closed-loop trajectories of the system are uniformly bounded,
(ii) If vb is also bounded, let say |vb| < δd, δd ∈ K, the zero equilibrium col(e, ξ) = ∅∅∅2S is

uniformly asymptotically stable.
(iii) If |vb| = 0, i.e. from the point of view of the manipulator the problem is equivalent to a �xed

base, the equilibrium col(e, ξ) = ∅∅∅2S is exponentially stable.

Proof. Let us �rstly choose the Lyapunov function given by

VK :=
1

2

[
ξ

e

]>(
2κKIKP KI

KI KP

)[
ξ

e

]
> 0, if ε ∈ (0, 1),

and whose time derivative reads

V̇K =

[
ξ

e

]>(
2κKIKP KI

KI KP

)[
e

vb − Jγ γ̇

]
.

De�ning the state vector y := col(K2
P ξ,KIe) ∈ R2S and using the form of the control law in

(6.10), the derivative of the Lyapunov function becomes

V̇K = −κy>(Q0 −Qw)y +
(

2κεξ>KP + e>
)
KP W̄Svb (6.12a)

≤ −κy>(Q0 −Qw)y +
αK
2
|(2κεKP ξ + e)KP |2 +

∣∣W̄Svb
∣∣2

2αK
(6.12b)

= −κy>(Qα −Qw)y +

∥∥W̄S

∥∥2

2αK
|vb|2 (6.12c)

≤ −κy>(Qα −Qw)y +
|vb|2

2αK
, (6.12d)

with

Qα(αK) :=

(2κε)2
(

1− αK
2κ

)
IS −αεIS

−αεIS
(

1− αK
2κ
− 2ε

)
IS

 ,

Qw :=

(
(2κε)IS

IS

)
W̄S

(
(2κε)IS IS

)
,

and being Q0 = Qα(0). Then, let us introduce a basis of the nullspace of Qw , reading

Nw :=

(
IS

−(2κε)IS

)
.

The existence of α∗K s.t. Qα(α∗K) − Qw > 0 is hence guaranteed by Finler’s Lemma since
N>w QαNw > 0 for any ε ∈ (0, 1), αK > 0. Altogether, we conclude that there must exist a
computable constant cK s.t.

V̇K ≤ −cKVK + |vb|2 .
Taking this into account, the claims above can be proven one by one as follows:

2Not to be confused with its speci�cally formulated nonlinear homologous ξ in Chapters 4 and 5.
3To analyse the problem from the point of view of a static reference and a moving base.
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(i) If vb ∈ L∞ –being VK(∅∅∅2S) = 0, VK > 0 for (ξ, e) 6= 0 and radially unbounded–, then
V̇K < 0 for VK > |vb|2 /cK , and hence all trajectories are uniformly bounded.

(ii) Although the closed-loop system is not autonomous, the Lyapunov function does not explic-
itly depend on time and it is radially unbounded. Taking this into account, δd ∈ K ensures that
V̇K ≤ −c1KVK for some constant c1K ∈ R+, thus making the aforementioned equilibrium
uniformly asymptotically stable.

(iii) If vb = ∅∅∅S , then (6.12a) implies that V̇K < −c2KVK < 0, c2K ∈ R+ for any state di�erent
from the zero equilibrium, thus being this solution exponentially stable.

Thus concluding the proof.

Remark 6.4. It is worth noting that this control design also reduces the negative impact of one
of the most critical issues for on-board applications: the sensitivity to numerical error. This phe-
nomenon, in here coped with the strong convergence properties presented above, generally produces
drift in the manipulation system positioning and vibrations. While the �rst a�ects the convergence
to the desired EE pose to proceed with the operation phase; the second complicates any accuracy-
demanding operation by reducing their probability of success per attempt, thus being needed to
maintain the desired con�guration for a time-window wide enough to assure a favourable outcome.

UAV

RM

AM

RM IK

Control

(iCLIK)

UAV Robust

Nonlinear Control

(IDA‐PBC)

Correction

Relative

UAV target

position
EE Target

Control

Nullspace

add‐on add‐on

add‐on add‐on

add‐on add‐on

add‐on add‐on

...

...

PI
+

‐

DK
Secondary tasks

Figure 6.3: Block diagram of the whole aerial manipulation strategy.
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6.4 Cascade nonlinear control strategy

In the previous sections, the decentralised controller for the subsystems of the AM have been
thoroughly discussed. Nonetheless, an analysis of their combined actuation is essential to complete
the whole aerial manipulation strategy. For that purpose, a stability analysis of the decentralised
strategy, which is depicted as a block diagram in Fig. 6.3, is in here included.

Proposition 6.3. The cascade-like strategy presented in Propositions 6.1 and 6.2 –and more pre-
cisely in (6.8) and (6.10)– guarantees that all trajectories are uniformly bounded during the navigation
and accommodation phases (Fig. 2.1). Moreover, if |vb| < δd for δd ∈ K, then the EE converges to
its reference in �nite time.

Proof. The proof is based on the cascade structure of the controller, such that it is a sequential ap-
plication of Propositions 6.1 and 6.2. Firstly, in the navigation phase the RM is locked, thus being
deduced from Proposition 6.1 (iii) that the target equilibrium is asymptotically stable. Accordingly,
the AM can reach the approaching zone in �nite time, and hence move to the accommodation phase.
The whole state is then con�ned in the approaching zone, thus ensuring boundedness. In this tran-
sition, Proposition 6.1 (i) guarantees that the equilibrium is uniformly stable and, with the iCLIK
control algorithm active, that vb ∈ L∞. With this and Proposition 6.2 claim (i), all trajectories of the
RM in this phase are uniformly bounded. Finally, when the system reaches the operation phase, vb
is bounded and, according to Proposition 6.2 (ii), the EE is guaranteed to converge to this ultimate
target in �nite time, thus concluding the proof.

Remark 6.5. As the uniform stability of the whole solution is guaranteed throughout the design
mission, there is no further need of introducing any assumption on instant switch between phases.

6.5 Implementation

Among the possible alternatives for the particularisation of the solution under di�erent criteria,
in this section the personal choices of the author are presented and discussed. Firstly, let us consider
the cost functional that led to the RM position controller, (6.9). In there, two di�erent elements are
yet to be formulated: the diagonal weight matrix, W , and the estimate of the torque transmitted
by the manipulation system to the platform, τ∗.

On the one hand, the matrix W is chosen to balance the distribution of the angular speeds
commanded to the RM: smoothing the displacements of the high-inertia DoF of the manipulator
and producing a more proactive response of the low-inertia ones; as follows

W :=
BWγ

trace(BWγ )
∈ RN×N ,

with BWγ a diagonal matrix whose terms read BWγ |ii := Bγ |ii for i = 1, ..., N . On the other hand,
the torque estimate is obtained using a concept similar to the structural sub-matrices reduction
[131], as thoroughly discussed in [C1], reading

τ∗ := Bθx(q)ẍ +Bθγ(q)γ̈ + γ̇>cθγγ(Θ)γ̇ +∇Vθ(q), (6.13)

where the sub-indexes delimit the blocks of the inertia matrix used and, for the Christo�el sym-
bol cθγγ , they indicate with respect which components of the AM state its inherent derivation is
performed. Although this approach already simpli�es the otherwise complex estimation of the
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coupling torque, the nonlinearity of the function ρτ can still compromise the applicability of the
solution. As the implementation of the proposed approach is discrete, the computational cost of
ρττ
∗
1 in (6.10) can be reduced –under the assumption of smooth changes– by using the value of the

link torque in the previous sample, τ∗0 , namely

ρ′τ (τ̃)τ∗1 = ρ′τ (τd − τ∗)cθγγ ≈ ρ′τ (τd − τ∗0 )cθγγ .

Subsequently, to complete the cost functional the only factor which has not yet been de�ned is
the normalising function, ρτ . Among di�erent studied alternatives, it was �nally decided to use a
logarithmic function reading

ρτ (τ̃) := log

(
1 +

1

2
τ̃2

)
,

for providing a reasonable trade-o� between computational complexity and boundedness in both
its original and derivative functions. Notice that the nonlinearity induced by this form makes
ρττ
∗
1 dependant on γ̇, thus causing di�culties for the convergence of (6.10) if the aforementioned

simpli�cation is not considered.
Apart from the particularisation of the cost functional to shape the pseudoinverse matrix J#

γ , in
this section we also propose a set of secondary tasks to be introduced via the homologous solution
in (6.10). These can be de�ned as the gradient of a cost function, wi, as

γ̇0,i := k0,i∇γwi(γ),

being the criteria chosen to add:

• w1, to reduce the quadratic deviation of the angular DoF of the manipulation system, and
hence preventing extreme con�gurations, reading

w1(γ) := − 1

2N

N∑
j=1

(
γj

2γmaxj

)2

;

• w2, to minimise the permanent impact of the coupling torque –not yet considered, as the
core controller only perceives its derivative through ρττ∗1 –, reading

w2(γ) := − log

(
1 +

1

2
(τd −∇Vθ)2

)
.

As an addition to these criteria, a kernel-based collision avoidance solution based on the Sat-
uration of the Null Space (SNS) technique [132] is also implemented. To adapt its approach for
complex bounds, each of the (multidimensional) bounds is treated as an equivalent 0D obstacle
representing the closest point to the EE, plus additional obstacles associated to the intersection of
upper level bounds to improve the conditioning of the approach. Accordingly, the virtual repulsion
force of the SNS is determined as the sum of individual repulsion actions and corrected accordingly.
Moreover, it is also worth mentioning that additional saturations to the actuated DoF of the RM
and its two �rst derivatives are included for the sake of the safety of the operation and to re�ect
the real behaviour of servomotor actuators.

Finally, although it is not completely essential for the approach, a normalisation of the con-
troller is implemented via the parameter κ in (6.11). This is done to avoid the need of re-tuning
for di�erent operational points, hence simplifying the applicability of the solution. Among the
possibilities covered by this modi�cation, it is worth remarking that an appropriate scalar function
can substitute this gain, e.g. sigmoid functions, without a�ecting the stability properties of the
solution, as discussed in [C4].
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Robot Manipulator Unmanned Aerial Vehicle
Link li, m lCGi , m mi, kg Ili , kg m2 d, m lT , m mQ, kg IQ, kg m2

1 0.250 0.100 0.40 8 · 10−4 0.100 0.500 8.00 8 · 10−2

2 0.200 0.090 0.25 5 · 10−4

3 0.150 0.068 0.15 3 · 10−4

4 0.100 0.045 0.10 2 · 10−4

5 0.06 0.036 0.15+∆mEE 1 · 10−4

Table 6.1: Aerial manipulator model parameters for the benchmark application.

Robot Manipulator Unmanned Aerial Vehicle
KP KI α(·) Kv k

x z α x z α τd ID 1 2 3 1 2 3

55 40 8.75 0.005 0.003 0.001 0.25 0.30 157.5 168.0 14.0 600 115 11

Table 6.2: Control parameters of the proposed solution.

6.6 Numerical validation

After presenting the theoretical contribution and the particularisation of the solution, in here
the response of the solution is analysed in simulation. The benchmark application chosen for this
purpose is characterised by Sp = 2, Sα = 1,N = 5 and n = 8; the parameters in Table 6.1 and the
control gains in Table 6.2. The simulation scenarios included in this analysis, which are focused on
determining the positive –or negative– impact of using the strategy with the di�erent secondary
tasks proposed in outdoor applications, cover:

1. A comparison with a well-known nonlinear strategy for the control of UAVs, which is typi-
cally used in real systems not relying on linear controllers.4

2. A study of the behaviour of the solution close to obstacles with the SNS, to test its synergy
with this task-based solution.

3. An analysis of the robust response of the strategy to EE mass uncertainty.

For the sake of completeness, it is worth detailing the realism-focused add-ons included in the
simulation environment. Firstly, the outdoor nature of the mission is considered via the presence of
wind disturbances in all the scenarios. For this purpose, both the windspeed and its in�uence on the
system must be modelled. On the one hand, the wind conditions are generated using an approach
similar to [133], i.e. an estimation of the power spectral density is used as a normalising transfer
function that shapes a white noise source. To particularise this normalisation, the noise power is
chosen to approximately coincide with the maximum airspeed resulting from the wind model. On
the other hand, the explicit aerodynamic model in Section 3.2, which in turn derives from [C6], is
employed to transform this wind model into dynamic disturbances, and its associated propulsive
model is introduced to enrich the simulations. Additionally, white noise has been included to
the simulated sensors of the solution to mimic the behaviour of the real hardware used in aerial
robotics, being these coped with low-pass �lters on the cost of producing delays.

4This category includes solutions directly evolving from linear controllers in which the inherent deterioration of their
properties away from the equilibrium point or lack of disturbance rejection capabilities are mitigated with ad-hoc add-ons
that do not alter their linear structure.
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Figure 6.4: Reference changes for both UAV and RM in the two sub-cases for the comparison scenario: UAV
displacement in the same direction of the RM extension and in the opposite direction. Each
reference is labelled with its associated step time, denoting the super-indexes if the reference is
pre-step (-) or post-step (+).

Remark 6.6. Before moving the focus into the results of the numerical validation, it is worth dis-
cussing the importance of the blunt-body aerodynamic model for this analysis. As already examined
in Section 3.2, this characterisation induces realistic –and challenging– disturbances to the aerial
robot outdoors. Accordingly, it can be used to estimate the real impact of the proposed controllers
on outdoor applications, thus discarding residual improvements more related to the oversimpli�ca-
tion of the numerical analysis than to the controllers themselves.5

6.6.1 Comparison with integral backstepping
The alternative solution chosen for this comparison is the integral backstepping (which is sim-

ilar to the command-�ltered backstepping in Appendix B, but without the smoothing behaviour of
the �lter) for the platform, and an inverse kinematics controller without the interconnection task
for the RM. Firstly, let us brie�y present the alternative control law for the UAV in 2D. If the UAV
dynamic equations are written as

ė1 = ex, ėx = e3, ė3 = ẍr −U;

ė4 = eΘ, ėΘ = e6, ė6 = θ̈r − I−1
Q τ ;

where we recall that the virtual force input reads U := gez − (T/mQ)Rez , and in which the
gyroscopic terms are also neglected; then, for a set of de�nite positive gain matrices Γji for i =
{I, P,D}, j = {x, θ} –denoting the integral, proportional and derivative actions, respectively,
shown in Table 6.3–, the solution for the position and attitude control loops becomes

U = ẍr + ΓxIe
1 + ΓxPex + ΓxDe3,

τ = IQ

(
θ̈r + ΓθIe

4 + ΓθPeθ + ΓθDe6
)
,

where it should be noted that the attitude references satisfy that the virtual control force is aligned
with the thrust vector. Moreover, it also worth recalling that the stability of this approach is only
guaranteed when the gains ensure that the convergence of the inner attitude loop is substantially
faster than their position equivalent, as in any of these cascade designs.

5It is also worth underscoring that this is not the only possible application of the blunt-body aerodynamic model. Apart
from as a simulation add-on, the aerodynamic characterisation can be employed –for instance– as a key step in the design
of aerodynamics-aware controllers and as a pre-training dataset for machine learning algorithms.
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ΓP ΓI ΓD

x z θ x z θ x z α

5.0 10.0 250.0 0.1 0.3 150.0 4.5 9.0 90.0

Table 6.3: Integral backsteping control gains.

Same direction Opposite direction
Decoupling step time, s 0 2.5 5 7.5 0 2.5 5 7.5

Mean
value6

IDA-PBC 9.0 4.7 3.5 4.5 6.8 3.0 5.1 5.2 5.2

Int. BS 11.8 13.1 14.9 9.7 7.2 10.2 7.9 26.2 12.6OS, %

∆ (%) -2.8 -8.4 -11.4 -5.2 -0.4 -7.2 -2.8 -21.0 -7.4

IDA-PBC 4.37 1.22 1.13 1.36 2.78 1.16 2.08 1.72 1.98

Int. BS 3.20 2.13 2.18 2.08 1.74 2.40 4.75 3.29 2.72t5%
s , s

∆ (%) 36.6 -42.7 -48.2 -34.6 61.6 -51.7 -56.2 -47.7 -27.2

IDA-PBC 1.42 1.57 1.59 1.59 1.56 3.11 1.55 1.73 1.77

Int. BS 2.64 3.14 3.04 3.33 2.95 1.61 3.15 3.66 2.94
RMSEs7,

mm
∆ (%) -46.2 -50.0 -47.7 -52.3 -47.1 -93.2 -50.8 -52.7 -39.8

IDA-PBC 2.71 1.34 1.21 1.44 2.45 1.27 1.73 1.39 1.69

Int. BS 2.45 1.45 1.39 1.32 1.24 1.81 1.65 1.53 1.61tr , s

|∆| (%) 10.6 7.6 12.9 9.1 97.6 29.83 4.8 9.2 5.0

Table 6.4: Comparison between the EE tracking of the proposed strategy and of an Integral Backstepping +
CLIK decentralised solution without UAV-RM interconnection for similar rise times.

For the sake of a fair comparison, the criterion used to tune the alternative strategy and the
simulation scenario must be clari�ed. On the one hand, as the targets of the UAV and RM con-
trollers are not completely aligned, a trade-o� between them –inherently downgrading their sep-
arate performances– is in order. To show the advantages of the solution, hence, the alternative
controller is tuned to mimic the EE step rise time of the proposed solution, becoming the backstep-
ping gains the ones shown in Table 6.3 and leaving the RM control gains unchanged. On the other
hand, the scenario includes step references for both UAV and RM (see Fig. 6.4): 1) the AM, as a
whole, is displaced either to the left or the right, and 2) the RM is extended rightwards with a delay
∆T = {0; 2.5; 5; 7.5} s, resulting in a prograde or retrograde deployment. With this approach, the
self-accommodation capabilities of both strategies are in here compared in controlled conditions,
thus providing enough information to determine the extent of the advances of the proposed solu-
tion under external disturbances. The results for this analysis are �nally shown via Fig.6.5 –with
the EE positions expressed with respect to the platform, i.e. prel := p−x, to obtain clearer plots–
and Table 6.4 –with the most signi�cant metrics of both solutions–. Among the conclusions drawn
from these results, the following points stand out:

• The compliance behaviour of the solution (Fig. 6.1) relaxes the tracking of the UAV target
position to improve its counterpart for the EE reference, hence prioritising the accuracy of
the manipulation. This can be seen in the wider oscillations of the platform using the pro-
posed approach when compared to the more consistent tracking performance of the integral
backstepping. Nonetheless, these oscillations are compatible with a signi�cant improvement
in the EE tracking performance in the permanent regime: the root-mean-square error after
settling (5%) is reduced about 40%. From the point of view of application, this change sim-
pli�es any mission demanding the EE to be kept as static as possible –e.g. an AM is holding
on to a �xed structure in �ight or releasing a payload in a limited target space–.

6For ∆ (%), the variation shown corresponds to the variation of the mean values.
7De�ned as the root-mean-square error once this is below the 5% margin, i.e. RMSEs =RMSE(t > t5%

s ).
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Figure 6.5: Comparison between the step response for reference changes of the same and opposite directions of the proposed
solution (solid) and of an integral backstepping (dashed) under wind disturbances, with the position references
represented with do�ed lines and the four step-time o�sets ∆T from 0 to 7.5 s labelled with colours ranging
from red to green.

• The proposed solution generally displays smoother responses for the EE convergence, both
in overshooting (with a reduction of about 7% on average) and settling time (mean reduction
of about 30%). It is worth noting that these two metrics are closely related to the probability
of succeeding in the capture of the payload, which constitutes one of the most involving
challenges of any aerial manipulation mission outdoors.

Taking these advances into account, and specially their implications on the aerial manipulation
mission in Section 2.2, we can conclude that the proposed strategy performance should increase
the success ratio of the operation while showing safer safer behaviours when compared to the
most used nonlinear controller nowadays. In contrast, the only drawbacks found for the proposed
approach are limited to speci�c applications with limited envelopes for both AM subsystems, such
as aerial manipulation in very narrow spaces, or with abrupt simultaneous reference changes for
both UAV and RM, such in a mission in which an object is thrown to the AM while avoiding other
elements thrown at it.
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Figure 6.6: Collision avoidance results for the operation phase, with EE XZ-trajectory (do�ed), highlighted zones of collision
avoidance activation (yellow or red for 1 or 2 extra iCLIK iterations, respectively) and blue arrows illustrating
virtual rejection forces, on the le�; EE error, in the top right corner; and moving average (filter time 0.25 s)
number of iCLIK iterations, corresponding 0 to the flight mode, 1 to the normal iCLIK algorithm, and 2 or more
to extra iterations, in the bo�om le� corner.

6.6.2 Collision avoidance
As indicated above, the proposed solution has been enriched with a collision avoidance solution

based on the SNS approach. This add-on, which recalculates the solution in the presence of any
problematic con�guration with the most troublesome DoF locked, increases the computational load
of the solution with extra iterations of the RM controller. Accordingly, in here we both analyse the
implications on the EE tracking capabilities and on the number of extra iterations needed. For that
purpose, let us consider a scenario in which the AM is already in the operation phase –i.e. close to
the operational point and with several non-convex polygonal obstacles within its envelope, being
the former in one of the inlets of the obstacles– in a con�guration that could cause an incident if
not rearranged.

According to the results in Fig. 6.6, the SNS-based solution addresses the risks with di�erent
degrees of change. During early and self-collision avoidance (zones 1 and 2) only one extra iteration
is needed (i.e. the one for the RM control itself and another one for the locking of a single DoF), in
a pre-emptive manner. As the gripper gets closer to the more involving inlet in which its target is
placed (zone 3), the number of extra iterations rises to 2, hence re�ecting a more proactive action
but not being detected signi�cant in�uences on the EE convergence. Finally, when the EE reaches
an envelope of about 1 cm of diameter around the target (zone 4), the activity of the algorithm is
slightly relaxed –with extra iterations �uctuating between 1 and 2 constantly– as a consequence
of the reduction of incident risk. Altogether, the modi�cation is proven to avoid collisions, as
expected, without signi�cantly interfering the EE convergence or its steady-state error.
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Figure 6.7: AM behaviour a�er a sudden payload increment at 10 s (highlighted in yellow) when the dy-
namic extension is o� (at the top) and o� (in the middle), with the dynamic extension results (at
the bo�om).

6.6.3 Compensation of forces on the EE

Finally, the robustness of the solution against external forces on the EE is also studied. For that
purpose, we consider the case in which –during the release of the mission payload– the EE su�ers
a sudden mass variation whose extent is unknown for the algorithm. We should underscore that
such an abrupt and unexpected change could be critical for the stability of the whole system to the
point of provoking its collapse. To avoid this extreme case, in here these negative consequences
are overcome by the aforementioned dynamic extension. For the sake of completeness, in Fig.
6.7 the responses of the solution with and without this dynamic extension are compared, being
∆mEE = 250g, and occurring this sudden change at 10 s. From these results, the accuracy of
the operation including this dynamic extension is estimated to surpass its unmodi�ed counterpart
by a margin of between 20% (EE orientation) and 30% (EE position). Furthermore, it is worth
highlighting that –in both cases– the UAV controller counterbalances the e�ect of the mass change
on the whole system by means of the main thrust of the platform, being the di�erences for the
propulsion commands minimal between them.
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6.7 Summary of the chapter

In this chapter, a decentralised control strategy for aerial manipulation systems has been pre-
sented. Thanks to its relaxed UAV tracking –complying with the priority manipulation task–, and
its RM controller –reducing the mismatch in the internal coupling dynamically–, the accuracy of
approach is shown to outperform the most common nonlinear alternative.
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Hardware, software & middleware
solutions for aerial robotics

RM Actuators

Computer Boards
(MAS+)

RM Sensors

Highlights:

• A novel modular autopilot MASÞ
PX4 that expedites the theory-to-validation transitions.

• MASÞ
PX4 autopilot redundancy granted by the use of PX4 as backup.

• Hardware of the robot manipulation system, in its rigid and �exible versions.
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In this chapter, the hardware, software and middleware solutions developed to demonstrate the
main contributions of this thesis, the MASÞ

PX4 autopilot and the Jormungandr lightweight �exible
manipulation system, are presented. On the one hand, MASÞ

PX4–a signi�cant contribution to the
fast prototyping of novel algorithmia– is intended to bridge the main branches of the research
line in Section 2.3 without downgrading any one of them. On the other hand, the Jormungandr
system is used to experimentally demonstrate the adaptive controllers in Chapters 4 and 5 under
challenging conditions.

7.1 MASÞ
PX4

MAS
Figure 7.1: Logo of the Modular Autopilot Solution, MASÞ

PX4.

Among the tools used to implement the strategies presented in this thesis, the novel high-level
fast prototyping solution MASÞ

PX4 (see Fig. 7.1) stands out. This environment, as thoroughly pre-
sented in [C7], provides an ecosystem for fast theory-to-practice transition in outdoor1 applications
based on �exibility (both in terms of computational power and interface), modularity and redun-
dancy. With these, the expansion of project schedules due to the customisation of source codes on
open-source software compiled in target computer boards or on ad-hoc solutions made by research
groups are signi�cantly reduced. To illustrate this point, a comparison between commonly-used
autopilots for UAVs2 and MASÞ

PX4 is shown in Table 7.1.

Autopilot
Modularity &

customisability13
In flight
tuning

Need of full
compilation

Redundancy

MASÞ
PX4 High Level4 Yes No5 Yes

PX4 Low Level6 Yes7 Yes No

ROSflight Low Level6 Yes Yes No

ArduPilot Low Level Yes7 Yes No

DJI No8 Yes Yes No

Paparazzi Low Level Yes Yes No

Table 7.1: Comparison between MASÞ
PX4 and alternative autonomous autopilots tested on flight.9 Note:

some of the footnotes associated to this table can be found in the next page.

1Applications including wired appliances to support computations o�board –as e.g. [46], [134]– are omitted due to the
outdoor and autonomous nature of our design, i.e. with a completely onboard implementation system.

2Only solutions validated in �ight are considered, being excluded general purpose and/or educational approaches, such
as [135, 136, 137, 138, 139, 140, 141]. In any case, the only redundant alternative is MASÞ

PX4.
3Understood as the possibility of actively and directly modifying all the control loops, from the ground operator inputs

to the generalised force signals.
4High level is understood here as including both i) implementing algorithms using an interface which natively does not

only depend on low-level code, and ii) not demanding the user to get involved into the integration apart from the minimal
interconnection variables.

5Simulink® invokes an internal model interpreter, analogously to a compiler. Nonetheless, this straightforward inter-
pretation is signi�cantly faster (about 2 s, 10 times faster than PX4) and more user-friendly than compiling a standalone
executable or a binary �le. A detailed and thorough discussion about the di�erences between compilation and interpretation
in this graphical environment is included in Remark 7.1
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This comparison is based on the deep knowledge acquired by the GRVC Robotics Laboratory
after more than 50 aerial projects along the last 10 years, permitting us to identify usual problematic
situations in the early prototyping stages of these autopilot solutions:

• The implementation of customised solutions tends to demand o�ine ad-hoc changes of the
native source code, thus expanding the debugging stages during the integration.

• The implementation of increasingly complex algorithms cannot be fully achieved in the ex-
isting computer boards due to their low computational-power-to-weight ratios and/or closed
nature.

Although the prolongations in the former could be tolerated in theory, they tend to imply
limitations in the extension of the advances in complex functionalities to adhere to the project
deadlines. On the other hand, the latter is a hard constraint in dexterous manipulation missions, as
these also have to cover localisation, vision, �ight control and manipulation subtasks. Altogether,
this limitation ends up forcing the downgrade of the overall performance. To overcome these
limitations, the main contributions of the MASÞ

PX4 autopilot solution are:

C1. The drastic reduction of programming and debugging timespans. The full use of the user-
friendly and highly modular Simulink® [143] environment expedites the software develop-
ment and implementation of complex algorithms.

C2. High-level in-�ight code debugging, tuning and monitoring, while preserving the autopilot
redundancy for unexpected incidents and/or learning capabilities.

C3. Enough computational power to implement and execute heavy and complex algorithms on-
board without downgrading the implementation.

C4. The possibility of maintaining selected functionalities of PX4 –e.g. in the proposed experi-
mental validation, the EKF and the motor mixer are kept–, hence facilitating a step-by-step
implementation of fast-prototyping functionalities.

Remark 7.1. Since the need for compilation in Simulink® is not evident, a disambiguation of the
di�erence between compilation and interpretation in this graphical programming environment is in
here included. According to the available documentation, the model is interpreted in Normal mode
each simulation run (see 10-11 in [144] and [145]). If only Interpreted Function blocks are used,
the execution engine calls these at each simulation time step. Therefore, some kind of compilation
–i.e. translation of block diagrams to internal representations interacting with the Simulink® engine
(see 11-26 in [144])– is made in most applications. In what respects to the Accelerator mode [146],
Simulink® uses by default the Just-In-Time (JIT) compilation. This generates an execution engine
in memory for the top-level model only, and not for referenced models. As a result, a C compiler
is not required during simulations. Additionally, Accelerator mode does not support most runtime
diagnostics of Normal mode, which is also useful for prototyping. Finally, in Rapid Accelerator mode,
Simulink® creates a standalone executable including both the solver and the models interacting via
the external mode, with the subsequent lack of debugging options (see [147]).

6Simulink® external mode can be used with deprecated PX4 versions for Pixhawk, not allowing complex algorithms.
7Tuning available via MAVlink using tools such as Mission Planner or QGroundControl (see [142]).
8The DJI software in the board cannot be modi�ed directly. References to some of the control levels can be demanded

via SDK using another computer board.
9This selection does not include: i) applications relying on wired appliances to support computations o�board (e.g.

[46],[134]), as these are not designed for outdoor experimentation and they are not fully autonomous; nor ii) general
purpose and/or educational approaches (such as [135, 136, 137, 138, 139, 140, 141]), as their applicability for aerial robotics
has not been experimentally demonstrated.
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Figure 7.2: Redundant MASÞ
PX4solution, depicted as a schematic diagram similar based on transit maps

to underscore the importance of the RC switch (in orange) between the customised line imple-
mented in Simulink® (in aquamarine) and the backup line in PX4 (in purple).

In summary, the interpretation made in Normal mode (and in Accelerator mode via JIT) is not
comparable to a full compilation obtaining a standalone executable or a binary �le, as in Rapid Ac-
celerator mode. The graphical programming, the tools for diagnostics and the possibility of a mod-
ular compilation make this approach superior in prototyping stages. On average, our solution takes
about 1-2 s to interpret a modi�ed model (Normal mode), while the complete compilation of minimal
changes in PX4 last about 20-25 s, 10 times slower in the least favourable case.

Remark 7.2. It should be underscore that the fast prototyping potential relies on two novel speci�-
cations: i) the mainframe Simulink® environment whose modularity and fast integration capabilities
are widely known, facilitating the external validation and/or cooperation between research groups;
and ii) to the best of the author’s knowledge, MASÞ

PX4 is the �rst autopilot with in-�ight human-in-
the-loop redundancy and debug capabilities, drastically reducing the implementation times.

Remark 7.3. Although MASÞ
PX4is here associated to a �xed hardware con�guration, it is worth

noting that the framework is �exible in terms of computational power and admits the easy replace-
ment of the proposed Intel® NUC . For instance, the All Up Weight (AUW) of the validation system
(in Fig. 7.3) is expected to be reduced with the arrival of a new generation of mini computers with
enhanced computation power to weight ratios, such as [148, 149].

7.1.1 Autopilot architecture
The main goal of this tool is to provide a safe environment in which the implementation of

custom complex algorithms on board is simpli�ed and expedited, thus reducing the timespans for
their fully experimental validation. For that purpose, the solution proposed in MASÞ

PX4 integrates
the customisation possibilities of Simulink® and the reliability of the PX4 stack [150, 151], in a
similar manner to the approach using simplicity to control complexity in [152]. According to the
therein de�ned concepts, the open-source PX4 plays the role of the high-assurance-control (HAC),
being bypassed by the custom algorithms implemented in Simulink® as the high-performance-
control (HPC), as depicted in Fig. 7.2. In practice, custom daemon modules –after the state estimator
and before the motor mixer, as indicated in Fig. 7.2– are chosen to obtain this redundancy.10 On the
one hand, the PX4 ecl/EKF estimation is sent to the customisation environment to take advantage
of this highly reliable estimator, thus avoiding to dedicate e�orts on a problem out of the main
scope of this section. Similarly, by keeping this estimator the researchers that choose this tool will
not be forced to develop every single module they need, hence making the implementation of their
contribution signi�cantly faster.

10This modi�ed PX4 version is available at https://github.com/grvcTeam/MASp.

https://github.com/grvcTeam/MASp
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Figure 7.3: Validation system during a test flight, with an exploded view of the hardware chosen.

On the other hand, both customised and backup control outputs join at the same command
switch, just before the motor mixer (see RC switch in Figs. 7.2 and 7.4). It is in here where the
human agents come into action: while the ground operator –an expert engineer developing the
algorithm– veri�es the response of the system; the backup pilot/pilot in command –an operator
with considerable experience �ying with PX4– is in charge of guaranteeing the safety conditions
of the system during the experiments. If the latter detects any risk to either the platform or the
human operators, they would trigger the backup switch to bypass the prototyped solution to the
PX4 backup controller and, thus, reduce the risk of an incident. It is worth noting that this backup
option must be extensively tested and tuned beforehand to be used as the HAC.

Hardware architecture

The hardware setting proposed for MASÞ
PX4 consists of a Raspberry Pi® 3 [153] equipped

with a NAVIO2® [154] –serving as both interface board and delegated backup controller–; and an
Intel® NUC [155] –as the main computer running the customised code directly on Simulink® mod-
ules (e.g. control, navigation, etc.)–, as depicted in Figs. 7.3 and 7.4. With this approach, the
computational capacity left for customisation is maximised and a modular and safe (in the sense
of redundancy) environment is obtained.

Remark 7.4. It is essential to underline that MASÞ
PX4 does not require the use of Simulink® ex-

ternal mode. In general, any module of the Library Browser (or any customised module derived
from them) can be used to implement personalised solutions, thus providing a broad compatibility.
Moreover, accelerator modes can be used for computation-intensive application, with the subsequent
limitations in the aforementioned compatibility capabilities.

For the sake of completeness, a comparison with other possible approaches is used to highlight
the relationship between this architecture and the main contributions of MASÞ

PX4:

• Dronecode [151]: the proposed solution has in common with this broad standard ecosys-
tem –that includes PX4– the possibility of using the hardware con�guration Raspberry Pi® 3
+ NAVIO2® . However, none of the projects fostered by Dronecode employs an external
computer to implement custom complex solutions. In contrast, MASÞ

PX4 is not initially de-
signed to be used via ROS. Nonetheless, these capabilities can be either enabled through
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Figure 7.4: Architecture of MASÞ
PX4, including the main computer (Intel® NUC , on the right), the backup

board (Raspberry Pi® 3 , on the le�) and the ground systems (at the bo�om). Among the la�er,
both human agents stand out due to their importance for the RC switch and the monitoring of
the customised algorithm.

MAVlink/MAVROS or via the ROS toolbox in the Simulink® environment. Furthermore, it
is also worth mentioning that MASÞ

PX4 also improves the technical speci�cations of another
common solution belonging to the Dronecode suite, Pixhawk [156], as well as it supports
Ethernet communications, unlike this.

• ROS�ight [157]: this recently appeared board concurs with MASÞ
PX4 on some characteris-

tics, such as the implementation of new algorithms on a companion computer board, a sen-
sor/actuator interface similar to Raspberry Pi® 3 + NAVIO2® and, most importantly, the focus
on easening the development stages. Nonetheless, ROS�ight fully depends on ROS, thus lack-
ing the user-friendly graphical interface in Simulink® and the fast theory-to-implementation
transition provided by MASÞ

PX4; and does not include the redundancy of a mature backup
controller such as PX4, with the associated risk when testing core modi�cations without
progressively implementing them.

Finally, it is worth noting that a trade-o� between computational capacity and �ight endurance
has to be decided a priori, as commonly happens in all electrically-powered aerial robotic appli-
cations. As indicated in Remark 7.3, the Intel® NUC can be replaced by other boards to reduce
the AUW of the validation system (3.2 kg) in lower computational applications, thus improving its
current endurance (∼8 min).
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Port I/O BW [MB/s] Ji�er [ms] Lost data

8081 I 1.04 0.49 0/1785

8082 I 1.04 0.54 0/1785

8083 I 0.96 1.37 0/1785

Intel® NUC
Main computer

8888 O 0.96 0.56 0/1785

8081 O 1.04 0.49 0/1785

8082 O 1.04 0.54 0/1785

8083 O 0.96 1.37 0/1785

Raspberry Pi® 3
Backup controller
& state estimation

8888 I 0.96 0.56 0/1785

Table 7.2: UDP connection analysis for data packages of 25 MB.

Software integration

In MASÞ
PX4, the integration of PX4 with the customisation environment is essential for the

reliability of the whole solution. Hence, a profound analysis of the internal UDP communications
is conducted. On the one hand, the quality of this Ethernet UPD connection is studied in terms of
bandwidth, jitter and lost datagrams ratio. iPerf [158, 159] is chosen to measure them in a batch of
experiments of 20 s of duration with overestimated11 packages. Using this tool, jitter is calculated as
the di�erence between receiving and sending times via timestamps attached to the sent packages,
being discrepancies related to clock synchronisation corrected. The results obtained after this batch
of experiments are presented in Table 7.2, being con�rmed that: i) no datagrams were lost in any
of the tests, ii) the bandwidth chosen for the application is adequate, and iii) the jitter is negligible
in comparison to the sample time of the fastest processes in PX4, 4 ms.

On the other hand, the delays due to both communications and custom code execution ought to
be analysed. These two contributing factors are commonly analysed together due to the di�culties
of describing them in detail, but in here we managed to detach their associated delays. Firstly, the
impact of the communication delay on the autopilot solution is analysed with the Round Trip Time
(RTT). To avoid contaminating the results with the execution times of complex algorithms inside
Simulink®, it is decided to measure the time between a simple RC command is given and its impact
on the controller output is detected with the simple PID controller in Subsection 7.1.2. With this
setting, the mean RTT obtained results to be of around 1235 µs which is clearly below the fastest
sample time in PX4 (4000 µs).

Secondly, the in�uence of custom code complexity on the execution times is examined exper-
imentally. For that purpose, the CPU and RAM are monitored on a ground test for a complex
nonlinear �ight controller (corresponding to the second experimental scenario) to determine the
potential computational capacity left for future application (see Fig. 7.10, after the description of
the experimental settings and the form of the controller used). In summary, the results evince
that the computational capabilities of MASÞ

PX4are well above the current demands of algorithms
that are not generally implemented in their full version due to their signi�cant loads on alterna-
tive autopilots. Altogether, an increase in the complexity of the custom algorithms could be easily
compensated by the computational margins of the proposed environment. Accordingly, the RTT
should not have any signi�cant impact on the implemented solution, hence being neglected in what
follows.
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Simulation versus real-time oversampling

As already highlighted in Remark 7.4, MASÞ
PX4is designed to have the broadest compatibility

possible with Simulink® modules and to signi�cantly reduce the simulation-to-experimentation
times. This, however, comes at the expense of real-time. In MASÞ

PX4, the Simulink® simulation
time is given as input to time-dependant modules, such as integrators. To test if this approach
is safe for the validation of custom solutions, two derived phenomena must be analysed: i) time-
variant random disturbances and ii) high-frequency spurious signals. To study both, nonetheless,
let us de�ne an unique metric: the time ratio, TR, as the rate between the clock time according to
the Simulink® simulation records and its real value according to the PX4 board clock.13

Then, after analysis this ratio in a batch of ground tests (Fig. 7.5), we can identify that it shows
a fast �rst-order response (t63% < 0.1s) that can be assimilated to the initial convergence of the
ecl/EKF estimator in PX4. This implies that, except for a �rst initial transient in which the system
is expected to be landed, the TR is kept constant and can be used to correct the time-dependant
modules. Nonetheless, this TR∞ is consistently above the unity, thus being possible that high-
frequency residuals a�ect the operation. To study this problem, simple signals in a wide range
of frequencies were added as inputs/outputs of the di�erent modules used in Simulink® , looking
for behaviours that should not be present. Although some spurious signals were detected in these
tests, they all were in frequencies above the real sampling rate limitation imposed by the PX4 motor
mixer uORB, i.e. 200-250 Hz, thus being �ltered. Moreover, the presence of other �lters generally
used when implementing UAS solutions and the real rotor dynamics completes the cancellation of
these spurious signals. In summary, no incidents were attributed to signal oversampling in the 50
hours of �ight needed to perform the experiments for this contribution, and therefore the impact
of this issue is considered negligible in UAS applications.

11This consideration is taken to assure the possibility of future scalability.
12Experiments carried out in an Intel® NUC 5i7RYH.
13It is worth noting that the aforementioned time-dependant modules ought to be corrected with this ratio. From a

practical point of view, it is recommended to recalculate this ratio after changes that could signi�cantly a�ect the compu-
tational load of the environment, but not after small changes –such as the addition of individual Simulink® blocks or the
modi�cation of these–.
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Figure 7.6: MASÞ
PX4customisation environment in Simulink® , including the proposed standard communication modules (at

the top) and a detail view of the di�erent blocks that comprise the main customisation module (at the bo�om).
Among these, the position (A) and a�itude (B) controllers are highlighted, together with the navigation module
and the flight mode switch.

7.1.2 Experimental validation
The validation of the proposed autopilot is demonstrated through three typical implementation

cases14 in a standard DJI© F550 frame, thus providing a general overview of the real possibilities
of this novel environment. Each one of them is implemented using the Simulink® general modular
structure depicted in Fig. 7.6, where the content of the position (A) and attitude (B) control modules
will be detailed in each experiment. These typical cases are:

EV1. The progressive development of a cascade PID controller that imitates the control core of
PX4, thus illustrating the redundancy and reliability of MASÞ

PX4, and serving as a basic aca-
demic example of the implementation of a full strategy.

EV2. The implementation of a complex nonlinear control strategy without any simpli�cation to
illustrate the computational potential of MASÞ

PX4(including a test of computational load)
while demonstrating its applicability for complex algorithms.

EV3. A �ight navigation module to exemplify other possible implementation cases not concerning
control. Accordingly, the controller used underneath this module is the cascade controller in
EV1, hence easening the comprehension of this example for those not mainly interested in
control.

14These scenarios are not considered to constitute a sequential validation of the autopilot solution, i.e. each one is
independent from the others and the �nal intention is not to include all of them in a �nal validation.

(a) Suspended initial tests. (b) Confined evaluation. (c) Outdoor validation.

Figure 7.7: Proposed implementation phases for MASÞ
PX4.
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It is worth mentioning that, to avoid incidents while changing the core algorithms in these case,
the procedure followed (see Fig. 7.7) consists on three sequential phases:

P1. Suspended initial tests (Fig. 7.7a): before testing the whole novel solution, each new basic
functionality is tested individually by progressively replacing their homologous algorithm
in PX4 during tests conducted in a con�ned scenario with the system suspended from a solid
structure.

P2. Con�ned evaluation (Fig. 7.7b): when all these functionalities have been checked, the
experimental setting is relaxed by dropping out the suspension requirement. This improves
the realism of the experiments, thus allowing to perform reliable validation experiments for
individual functionalities.

P3. Outdoor validation (Fig. 7.7c): �nally, when each functionality to be included in the �nal
version of the custom solution has been validated in the con�ned setting, the system is �own
outdoors to test the high-level capabilities.

The result of these phases is a reliable full solution directly obtained from a theoretical simulation-
based design, in which the safety and redundancy of the procedure are assured.
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Figure 7.8: Cascade PID controller implemented in MASÞ
PX4, with both position and control loops (see Fig. 7.6) and experimental

results for a flight at constant altitude.
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EV1. Simple PID control module

Firstly, a PID controller, mimetic to the PX4 core, is progressively implemented from the inner
to the outer loop, as follows: i) attitude rate, ii) attitude, iii) Cartesian speeds, and iv) Cartesian po-
sition (see Fig. 7.8, and more speci�cally Sub�gs. 7.8a and 7.8b). The result is a semi-autonomous
controller that is used in here to validate the customisation environment and to illustrate the re-
dundancy of the proposed solution.

For that purpose, let us analyse the monitorisation of the system in Sub�g. 7.8c. It is clear
that the tracking of the four di�erent internal loops is achieved with minimal steady-state error, as
expected in a tuned cascade controller. As this result is similar to the response of PX4 in compa-
rable scenarios, the customisation environment is considered validated in terms of reliability and
applicability and the capabilities to substitute control modules demonstrated.

EV2. Complex nonlinear control module

Then, the computational capabilities of MASÞ
PX4 are illustrated by implementing a complex

nonlinear controller. The algorithm chosen here is a standard command-�ltered backstepping with
feedback linearisation, whose complete formulation is shown in Appendix B (and more precisely
in Proposition B.1).
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(c) Experimental results.

Figure 7.9: Command-filtered backstepping controller implemented in MASÞ
PX4, with both position and control loops (see Fig.

7.6) and experimental results for a flight at constant altitude.



Chapter 7. Hardware, software & middleware solutions for aerial robotics 88

0 10 20 30 40 50 60 70 80 90 100 110 120

Time [s]

0

5

10

15

20

25

30

C
P

U
 [
%

]

User

System

Wait

Figure 7.10: Stacked CPU load during the execution of the customised code of the command-filtered back-
stepping in MASÞ

PX4, being the RAM used steady at 25% throughout the test.

This more involved formulation is, in turn, implemented in the Simulink® using the schemes
shown in Fig. 7.9 (Sub�gs. 7.9a and 7.9b, for position and attitude loops, respectively). When this
custom solution is commanded to follow a variable position reference (Sub�g. 7.9c), the results
evince that the controller tracks it with minimal steady-state error. Nonetheless, it is worth noting
this is achieved without full tracking the attitude references derived from the outer position loop.
This, however, is an expectable behaviour for a command-�ltered approach that has no negative
implications on the whole system.

Additionally, a CPU load test is conducted for this algorithm to estimate the computational
potential left for future applications (Fig. 7.10. This can be divided into two phases: i) in the �rst
half of the experiment, aggressive RC commands and ad-hoc parameter tuning were induced to the
environment, thus producing a conservative estimation of the CPU load; and ii) in the second half,
these demands were soften and the controller was given normal commands and no intensive online
tuning, hence giving a more realistic estimation. Altogether, it becomes clear that the solution
equipped with an Intel® NUC is capable of running this algorithm and some others with higher
computational demands. Moreover, it should be highlighted that this test was performed with the
normal simulation mode in Simulink® . Accordingly, the computational potential left for future
applications is even larger and the applicability of MASÞ

PX4broader. It is also worth noting that, as
shown in the �rst half of the experiment, the impact of external factors in the CPU is noticeable.
However, by combining the CPU margins obtained in the experiment and the time ratio analysis
in Fig. 7.5, it can be concluded that their e�ect on the reliability of the solution is negligible.
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Figure 7.12: Results of the experiment including the navigation module on top of the PID cascade controller, with: patch
tracking (on the le�, using position markers separated by 0.25 s and where the navigation waypoint order is
indicated by numbers), global position (in the top right corner, where black lines correspond to the navigation
module references) and platform a�itude (in the bo�om right corner, following the references –in this case
derived from the position loop– the same format).

EV3. Autonomous navigation module

Finally, an autonomous experiment is performed outdoors under both minor wind disturbances
and GPS inaccuracies to validate the separate navigation module depicted in Fig. 7.11. The �ight
path of this experiment (Fig. 7.12), consisting of two rectangles –one in the horizontal plane and
another one in the vertical plane–, is selected to show the response of the solution for reference
changes in di�erent Cartesian directions. As shown by the position tracking subplots, the solution
follows the proposed path correctly and, as expected, only produces signi�cant error peaks around
the waypoints, being the displayed overshoots in these cases at their typical range in outdoor aerial
robotic applications.

7.2 Robot manipulator

J  rmungandr
Figure 7.13: Logo of the Jormungandr lightweight flexible manipulator.

To validate the adaptive strategies aimed at obtaining smooth �rst-order-like responses and
force control capabilities in Chapters 4 and 5, the design of a robot manipulator with adequate
sensorisation is essential. For that purpose, two separate re-designs directly evolving from the
planar manipulator presented in [160] –the so-called Jormungandr Mk. 1 and Jormungandr Mk. 2
(see the Jormungandr logo at Fig. 7.13 and the prototypes in Fig. 7.14)– are used, being their main
parameters shown in Table 7.3.
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Spring 
Mechanism

(a) Jormungandr Mk. 1. (b) Jormungandr Mk. 2.

Figure 7.14: Jormungandr prototypes.

Compound joints [cm, g, N m rad−1] EE joint [cm, g]

l L lCG LCG m M k lEE lCGEE mEE

4.8 6.2 2.4 3.6 25 64 0.8 12.0 6.0 72

Table 7.3: Parameters of the planar RM, where compound joints indexes are omi�ed due to repetition.

7.2.1 Jormungandr Mk. 1
Firstly, let us describe the original planar manipulator itself before analysing the sensors and

the computer board chosen to implement the control solution in Chapter 4. This is comprised of
4 actuated DoF and 3 passive �exible articulations (Fig. 4.3a), with a repetitive actuated-passive
design except for the EE link, which is fully actuated (see Fig. 7.14a).

Figure 7.15: Dynamixel AX-12A servomotors [161].

For the actuated joints, the servomotors used are the Dynamixel AX-12A [161] (see Fig. 7.15).
These have a resolution of 0.3°, a stall torque of 1.5 N m, a no-load speed of 59 RPM and angu-
lar feedback. To address their incompatibility with speed control in this application15, an ad-hoc
modi�cation of their angular position mode –based on the superposition of speed pro�les– is imple-
mented. In what respects to the �exible links –which are designed with a double spring mechanism
with low sti�ness16–, the de�ection is measured by Murata SV01 rotatory position potentiometers
[162] (see Fig. 7.16).

15The continuous speed mode of the AX-12A is intended as a solution for wheel-driven robots focused on providing high
maximum speeds on the cost of torque and response time.

16This design decision is taken to make the control of the system challenging, thus highlighting the capabilities of the
solution. With it, �exible joints are prone to physically saturate and produce signi�cant oscillations while the RM is being
operated.
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Figure 7.16: Murata SV01 rotatory position potentiometer [162].

Finally, to carry out the calculations of the solution in Chapter 4 and to interact with both
sensors and actuators, an Arbotix M-Robocontroller microcontroller [163] (see Fig. 7.17) –based
on a 16 MHz AVR microcontroller– is used.

Figure 7.17: Arbotix-M Robocontroller [163].

7.2.2 Jormungandr Mk. 2

Figure 7.18: Dual-axis force sensor setup, with the Jormungandr Mk. 2 pressing in the normal direction.

To obtain the force control capabilities demanded in Chapter 5, two signi�cant novelties in the
hardware con�guration are essential: i) the use of a dual-axis force sensor formed by two lowcost
linear bidirectional load cells (see Fig. 5.3) to obtain relatively clean measurements, thus allowing us
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to close the loop with acceptable accuracy; and ii) the substitution of the Arbotix-M Robocontroller
with the more powerful –but cheaper– Arduino Mega 2560 [164] (see Fig. 7.19). Among the main
features of this board based on a 16 MHz ATmega2560, stand out its �ash memory of 256 kB and
SRAM of 8 kB. This, nonetheless, comes on the cost of needing a separate SN74LS241N octal
bu�er to communicate with the servomotors with three-state memory address drivers, while a
similar solution was already included in the Arbotix M-Robocontroller.

Figure 7.19: Arduino Mega 2560 [164].

7.3 Summary of the chapter

In this chapter, the hardware, software and middleware tools used for this thesis have been
thoroughly presented. Among them, the MASÞ

PX4 autopilot environment stands out. This new
prototyping environment shortens the development timespans for novel algorithmia directly from
theory –without downgrading–, while allowing a progressive implementation thanks to its redun-
dant nature. Finally, the benchmark systems employed to demonstrate the manipulation controllers
in Chapters 4 and 5 are fully described.
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To wrap up, the main results from this thesis are highlighted, along with some possible lines
of research that could emanate from them. Although most of the latter are still in an early stage,
they correspond to a long-term research plan.

8.1 Conclusions

This thesis is focused on the study of nonlinear control strategies aimed at aerial manipulation
in outdoor scenarios, with special emphasis on the coupling between the platform and the mission
system. For that purpose, two main branches have been traversed: the adaptive control of �exible
manipulators with uncertainties, and the decentralised control of the aerial manipulation system.

Within the �rst one, a �rst controller capable of handling unforeseen impacts and contact with
a �rst-order-like response –i.e. �ltering-like the second order oscillations produced by the �exible
modes– is fully presented, including both theoretical and experimental results. As an evolution of
this controller, an adaptive force controller is presented. This adds to the already robust strategy
the possibility of exerting forces in several axis without having to switch between separate modes –
or control gains–, by means of a cascade-like approach. As a result, this strategy ends up providing
all the capacities needed to perform complex manipulation mission under strict safety conditions,
as validated theoretically and experimentally in this thesis.

In what respects to the second branch, a decentralised nonlinear approach relying on the pas-
sivity for the platform to give room for the prioritisation of the manipulation tasks is obtained.
To do so, a manipulation-aware compliant approach that relaxes in practice the position tracking
of the platform is proposed. Moreover, the manipulation mission is performed with an control
strategy incorporating secondary tasks –via the nullspace of the task-space–, and whose inverse
kinematics formulation is shaped by the coupling with the platform. This facilitates the coopera-
tion between the two subsystems without having to control them with an uni�ed control strategy,
what would be computationally intensive. Along with the theoretical formulation of this novel
decentralised strategy, that includes a profound stability analysis, a detailed numerical validation
under external disturbances is provided. This includes, apart from a operation scenario, a compari-
son with a common fully-decentralised aerial manipulation strategy –an integral backstepping for
the platform and a CLIK for the manipulator–, in which this is clearly surpassed by the proposed
strategy; and some additional scenarios focused on demonstrating the robustness of the solution.

To upgrade the realism of the simulations in outdoor scenarios, a necessary contribution has
also been developed, a preliminary characterisation of the aerodynamic forces and torques expe-
rienced by multirotor platforms in quasi-steady �ight based on CFD simulations. Finally, a novel
autopilot for aerial manipulators, which will pay the way to the implementation of complex algo-
rithms onboard –as those presented in this thesis–, has also been developed. This simpli�cation of
the transition from theoretical formulation to practical implementation is achieved by employing
the user-friendly block-based Simulink® environment and a redundant approach relying on PX4.
The latter, used as a backup manually activated by an experienced pilot, is used as an auxiliary solu-
tion providing reliable base services. Finally, onboard validation of MASÞ

PX4has been conducted in
an outdoor experimental setting including diverse control strategies, hence evincing that complex
algorithms can be implemented directly from theory without any downgrade.

Altogether, this thesis includes signi�cant advances for outdoor aerial manipulation from three
perspectives (see Table 8.1): i) manipulation control under uncertainties, and ii) manipulation-
aware control of AMs to improve the manipulation results.

Moreover, the author also wishes to detail the contributions associated to the ongoing work
[C9].1 This approach provides a robust geometric estimation of the reactions induced by the ma-
nipulation system on the platform, thus enriching the awareness of the UAV control solution. As
this only relies on distributed lowcost sensors, it perfectly �ts with the requirements of weight and
costs typically demanded in aerial robotics. It is also worth noting that, although no experimental

1This publication has not been submitted yet, but the author considers that its contributions are worth discussing here.
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results have been yet obtained, the preliminary numerical validation for RMs is promising, being
convergence obtained even for cases in which the rotation axis of some of the joints is unknown.

Chapter Ref. Contributions

3 [C6] . An explicit mathematical model to characterise the forces and torques applied on a multiro-
tor UAV in flight, obtained from post-processing the results of several iterative batches of CFD
simulations. This solution is based on simple support functions and a linear set of parameters.

. Full comparison with the most common alternative –being the advances for both vertical forces
and horizontal torques substantial–; and analysis of the order of magnitude of the characteristic
deviation when the model is employed for other platforms.

4 [C5] . The design of a nonlinear IK controller to reduce the negative impact of introducing flexible
modes into lightweight RMs, with a first-order-like closed-loop response. For that purpose, an
adaptive update law for the unknown sti�ness of the flexible links is employed, thus obtaining
an approach valid for so� materials.

. An experimental validation of these contributions in a basic controller board running at 27Hz,
including unforeseen impacts and contact tasks.

5 [C8] . A nonlinear extension to force control –in both the normal and tangential directions– of the po-
sition controller in Chapter 4, including self-tuning update laws, and the possibility of performing
mixed contact/non-contact tasks thanks to its cascade design.

. Validation of the approach with a board with low computational power and low force sensor
accuracy –i.e. closing the loop with cheap load cells–, being also improved the convergence times
and oscillation amplitudes with respect to the position controller.

6 [C1] . The cooperation of decentralised robust controllers for UAV and RM subsystems via an optimi-
sation criterion that accounts for their stability margins in real-time.

.Compliance of the manipulation and vehicle positioning tasks, being prioritised the former with
a subordinate approach.

[C4] . A decentralised strategy dumping the simplistic and commonly used assumption of perfect RM
tracking without losing the passivity property while flying with the RM moving, by means of a
dynamic extension.

. The theoretical demonstration of the stability of the RM control algorithm taking into account
UAV-RM coupling –via the reaction torque– in the optimisation criteria; and of the whole aerial
manipulation strategy in all the phases of the design mission.

. A thorough numerical validation with the aerodynamic model in [C6], including: i) rejection
of external disturbances –such as wind gusts and payload changes–, ii) collision avoidance, iii)
target tracking, and iv) a comparison with a well-known decentralised nonlinear strategy for
aerial manipulation.

7 [C7] . A user-friendly and modular autopilot that expedites the development of complex algorithms
for aerial robots –without downgrades–, and provides enough computational power to implement
them onboard.

. High-level in-flight code debugging, tuning and monitoring, while preserving the autopilot
redundancy –via PX4– for unexpected incidents and/or learning capabilities.

A [C2] . A study of the UAV-RM relative configurations for fixed manipulation references to improve the
performance, safety and robustness of the solution.

.An approach to include the recommendations emerging from this study to dynamically optimise
the UAV reference under wind gusts and sensor noise.

B [C3] . The redesign of a common nonlinear control solution for aerial platforms to reduce its sensitivity
against manipulation disturbances.

. A numerical validation of this redesign for overestimated RM oscillations, showing a significant
reduction of the a�itude and position oscillations, as well as of the rotor speeds.

Table 8.1: List of contributions per core publication, as displayed in the chapters/appendices of this thesis.
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8.2 Future work

Although these advances are signi�cant per se, the research line of the author is going to be
expanded by integrating the di�erent contributions, as already indicated in Chapter 2 (Fig. 2.3).
This is expected to lead –with the essential help of the MASÞ

PX4 autopilot solution– to a series of
applications, including the following ideas.

8.2.1 Control strategies
The extension of the control research line could be, in turn, divided into: i) the integration of

the manipulation-aware paradigm with the adaptive controllers for �exible manipulators, and ii)
the use of the proposed aerodynamic model to enhance the disturbance rejection capabilities of
UAV control approaches.

Integration of the manipulation-aware line

Firstly, it becomes evident that the decentralised control strategy for aerial manipulators in
Chapter 6 should move to an experimental validation phase. Although this was expected to be
achieved before the end of this thesis, some delays of the experimental line –produced mostly by
the outbreak of the COVID 19 crisis in 2020– has postponed this validation to the post-doctoral
stage of the author.

Moreover, the interconnection torque between the manipulation and vehicle systems –chosen
in Chapter 6 as the criterion for the internal accommodation– ought to be properly estimated. Al-
though a �rst approach producing acceptable results based on the structural sub-matrices reduction
was presented, its formulation could be signi�cantly improved to enhance this crucial behaviour of
the aerial manipulation strategy. For that purpose, a nonlinear estimator for the reactions –forces
and torques– between both subsystems based on the use of lightweight and cheap distributed sen-
sors is currently under development. The approach, derived from a short stay in the I3S Laboratory2

under the supervision of Prof. Tarek Hamel, estimates the internal reactions in each joint from the
EE to the RM base iteratively, being the total computational cost of the estimation signi�cantly
lower than any other model-based approach. Altogether, the solution is expected to exceed both
approaches relying on F/T sensors –due to the signi�cant reduction in cost and weight– and on
complete AM dynamic models –which tend to be very computation-intensive–. Although the the-
oretical formulation is expected to be �nished within the deadline of this thesis, the experimental
validation of the solution will be performed after the dissertation.

Subsequently, the strategy in Chapter 6 is planned to be re-scheduled and adapted for a com-
plete 3D implementation relying on this novel estimator. For that purpose, nonetheless, the IDA-
PBC solution might need to be changed into a backstepping approach with passivity capabilities,
being all the here proposed add-ons validated again accordingly. Altogether, the resulting solution
is expected to improve the manipulation performance of current aerial solutions thanks to a low
computational load –hence increasing the control frequency– and a robust approach prioritising
the manipulation. Furthermore, it is worth highlighting that this solution will be implemented with
a signi�cantly reduced computational burden, mainly thanks to: i) the use of MASÞ

PX4, instead of
developing a customised-board to handled the required computations; and ii) the possibility of es-
timating the main coupling terms via the proposed low-cost distributed sensors estimator instead
of using heavy F/T sensors or having to calculate the dynamics of the whole system.

Concurrently, the control laws in Chapter 6 will be modi�ed to be compatible with �exible
manipulators. To obtain such results, nonetheless, the far-for-trivial expansion of the strategy and
the reaction estimator to �exible manipulators should be deeply studied and a full theoretical val-
idation ought to be obtained –which was out of the scope of this thesis–. This would be followed,
as it is expected to happen with its counterpart for rigid aerial manipulators, by the experimental

2Université Côte d’Azur, Institut Universitaire de France, CNRS, Sophia Antipolis, France.
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validation of the strategy in �ight. It is also worth noting that the controller in Chapter 5 –when in-
tegrated within the complete strategy– should provide adaptive force control capabilities on �ight.
This substantial advance should lead, in turn, to new application possibilities, as the ones presented
in Subsection 8.2.2.

Broadening the range of environmental conditions for aerial manipulation

Furthermore, a signi�cant advance for aerial manipulation outdoors is expected to come from
the use of the explicit aerodynamic model in Section 3.2. This model provides a �rst estimation of
the wind disturbances –linear to a set of parameters– that can be employed to enhance the UAV
control core with adaptive laws. Using this approach, the limited outdoor capabilities of imple-
mentable solutions to moderately adverse environmental conditions –generally sidestepped with
demonstrations under calm wind conditions– could be signi�cantly improved. This would bene�t
cutting-edge projects aimed at real outdoor implementation demanding increasingly robust control
techniques to improve the operational accuracy and precision under external perturbations.

However, the main drawback of the ongoing work is the need of measuring or estimating the
local wind conditions for the AM. To cope with this problem, nonetheless, two di�erent approaches
are being studied: i) relaxing the goals of the formulation so the adaptive laws deal with �ltered
wind inputs –obtained from a �xed ground station–, being the local high-frequency disturbances
rejected by the passive robustness of the control core or with robust add-ons; or ii) obtaining an
estimate of the wind conditions from distributed sensors –either on ground or on board– so the
local inaccuracies of the wind measurement systems are signi�cantly compensated.

Simultaneously, the control allocation of the force and torque control inputs to cope with the
disturbances coming from the variations of the rotor e�ciency (see Section 3.2.2) are also being
studied. To improve its response, a robust approach is expected to be used to create an intelligent
motor mixer for the platform. This will include a nullspace-based modi�cation that could shape
the distribution of thrusts in case one of the rotors is close to saturation, thus broadening the �ight
envelope of the multirotor. In what respects to aerial manipulation, this would also extend the
practical manipulability region of the mission system. Those con�gurations that, otherwise, would
have saturated the propulsion could now have a small margin left, thus improving the performance,
safety and applicability of aerial systems.

8.2.2 Novel aerial manipulation applications

These advances are expected to enable new applications for outdoor aerial manipulation. Among
them, the author proposes the use of aerial manipulations to inspect or repair essential infrastruc-
tures during emergencies –under negative environmental conditions–; to interact with wildlife in
their habitats; and to assist exploration rovers in other planets. Although some of these applications
are yet far from becoming real, the approaches above could move them closer.

Emergency inspection/repair of core infrastructures

Due to the enhanced rejections capabilities, aerial manipulators could be used to perform urgent
missions in core infrastructures even under severe environmental conditions. On the one hand,
they could provide �rst hand information to evaluate the risks to the infrastructure. If this is
used correctly, the e�ciency of the early response could be signi�cantly improved, being focused
the initially limited resources on dynamically changing key points. On the other hand, punctual
actuations could also be performed by these aerial robots if the are equipped with speci�c mission
systems. For instance, chemical agents could be used to extinguish �res located in critical points
and manipulation tasks could be performed in otherwise inaccessible locations.
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Interaction with wildlife in their habitat

These improved capabilities in outdoor scenarios can also be used to bridge aerial robotics with
applications in environmental science, ecology and biology. Nowadays, the collection of samples
and the monitoring of organisms/ecosystems is done manually, hence demanding signi�cant hu-
man resources and time. By employing aerial robots in these �elds, these processes could be –at
least partially– automatised. Moreover, if the robotic systems –speci�cally designed with the safety
of the studied environment in mind– could be equipped with di�erent mission systems, these tasks
could be expanded. For example, by shooting tranquillisers –i.e. anaesthetic solutions– with a ma-
nipulator to incapacitate animals, it could be feasible to assess wounds or monitor pregnant animals
of endangered species.

Auxiliary tasks in planetary exploration.

Ultra-lightweight aerial manipulators could also be used in the future as auxiliary systems to
autonomous planetary surface exploration vehicles. Among the possible tasks they could perform,
the author highlights their potential for inspection, cleaning and repair. These systems could assess
damages to their mothership –in this case, the exploration rover– and, if these are limited, even
patch them up. In what refers to cleaning, the could potentially improve the energy e�ciency
of the rover by helping it with the cleaning of the solar panels or the rust attached to any of the
mechanisms of the mothership that could induce friction. Additionally, these auxiliary systems
could be employed to take samples at inaccessible locations, thus enriching the characterisation of
the planetary environment without forcing the rover design to be capable of such missions. Finally,
it is worth noting that controllers aimed at such application must be designed with the extreme
environmental conditions of planetary exploration –e.g. low/high density of the �uid �eld, �ne
dust, high wind speeds and sudden day/night variations– in mind. This would either imply the
need of redundancy, or that these aerial systems would need to be automatically manufactured
–with 3D printing, for instance–, assembled and recycled.
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Figure A.1: Simplified concept of the pose optimisation: comparison between safe (check-mark) and unsafe
(cross-mark) configurations of the platform with respect to the EE reference.

+

+

0.9 LRM

0.3 LRM

90º

15º

Figure A.2: Representation of the simulated conditions, highlighting the symmetry of the analysis.

As thoroughly studied in [C2], the extra DoF resulting from the compliant approach towards
platform tracking in [C1, C4] –and re�ected in this thesis in Chapter 6– can be exploited to further
improve the performance of the system. This is done by optimising the UAV reference position with
respect to the �xed manipulation target –here denoted as relative-pose, as conceptually shown in
Fig. A.1– in terms of safety, performance and robustness against external disturbances.

A.1 Optimisation criterion

For this purpose, a wide set of poses associated to a positioning of the manipulation target
within its the reachable region is selected. To delimit these con�gurations, we should �rstly con-
sider that the vertical symmetry of the analysis implies that the direction of the mission –leftwards
or rightwards in a plane– has no real e�ect on the performance. Moreover, the severe limitations
to aerial manipulation with the arm above the rotor plane also indicate that these con�gurations
can be omitted. Accordingly, the simulated conditions using the approach in Chapter 6 are inside
the sector –from 15◦ to 90◦– of a ring centred in the EE target ranging from 30% to 90% of the
total length of the manipulator, LRM (see Fig. A.2). To obtain a signi�cant sample, this region is
meshed by intervals of 15◦ and 20% of LRM , hence being simulated 24 di�erent conditions during
the analysis. Once the con�gurations to be covered are clearly indicated, it is worth detailing the
criteria chosen in this case to represent the aforementioned safety, performance and robustness
concerns. Among the di�erent possibilities, the chosen criteria are:
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(c) Orientation RMSE, RMSEα/αn.
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(d) Torque RMSE, RMSEτ/τn.

Figure A.3: Preliminary maps of the optimisation criteria without wind.

• the energy consumption to complete the manipulation mission, C , re�ecting the e�ciency
of the operation and to penalise convoluted recon�gurations due to extreme poses;

• the position (RMSED) and orientation (RMSEα) root-mean-square error, both to show the
robustness of the solution in terms of manipulation tracking and to clearly highlight those
poses resulting in unsafe oscillations and/or steady-state error; and

• the root-mean-square reaction torque transmitted by the manipulator to the platform,RMSEτ ,
to display the in�uence of the pose to the implicit internal disturbances in aerial manipula-
tion and to discard those con�gurations that are risky from this perspective.

These conditions are, in turn, encapsulated in a single optimisation criterion, reading

Φr−p :=

∣∣∣∣ C

Cmin

∣∣∣∣
αC

+

∣∣∣∣RMSED
Dn

∣∣∣∣
αD

+

∣∣∣∣RMSEα
αn

∣∣∣∣
αα

+

∣∣∣∣RMSEτ
τn

∣∣∣∣
ατ

, (A.1)

where Cmin is the minimum consumption obtained in hover –hence re�ecting an approximate
lower bound of this metric–, Dn = 1 cm is the normalising factor for distance, αn = 5◦ its coun-
terpart for angles, and τn = 0.5 N m for torques. In order to determine the weights given to each
criterion –αC , αD, αα and ατ–, a preliminary analysis was conducted with reduced simulations
of 30 s, resulting in the optimisation criteria maps in Fig. A.3.

As shown by the recommended poses –in deep green–, these criteria signi�cantly di�er in
their associated recommendations without signi�cant overlapping between any of them. The same
happens for alternative solutions in case the most bene�cial are not possible (lighter green), non-
recommendable con�gurations (in red), and non-recommendable but feasible poses –generally cor-
responding to far range capture attempts and nearly vertical or horizontal relative positions of both
references– (in orange). Consequently, a trade-o� solution is needed. The approach chosen is to
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αC αD αα ατ

0.20 0.65 0.10 0.05

Table A.1: Control gains of the benchmark application.
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Figure A.4: Preliminary optimisation map without wind.

prioritise the position error to ensure that the recommended con�guration always ends up in a
successful operation. After this, the next criterion is the energy consumption, to avoid recon�gu-
rations as indicated in the enumeration above. Finally, similar weights are given to the orientation
and torque error. Altogether, the �nal weights of the optimisation criteria in (A.1) are presented in
Table A.1. According to these weights, the preliminary maps of optimisation criteria result in the
uni�ed optimisation map in Fig. A.4. This indicates that –for cases without wind disturbances– it
is advised to select con�gurations with the platform reference with a distance of between 40 % and
70% of the arm length and around an angle of 60◦.

A.2 Recommended poses depending on the environmental
conditions

Nonetheless, these results only account for cases without signi�cant disturbances, while this
appendix is focused on choosing a relative pose that enhances the robustness capabilities of the
control strategy in Chapter 6. It is, thus, in order to add this extra layer of complexity to the
simulations, both including aerodynamic disturbances produced by wind and white noise in the
feedback of the controller. Being the later trivial, we should focus on indicating that the aero-
dynamic model employed corresponds to the characterisation in Section 3.2.1 Once this point is
clari�ed, the simulation setting is explained. As the introduction of random wind gusts could end
up in completely inconsistent results, a simpli�ed approach was taken. In each of the numerical
simulations, the system is placed in a environment with a constant windspeed, being tried di�erent
poses –as with Fig. A.3–, where the forces exerted to the system are calculated using (3.16) and
(3.17), and where the simulation time is extended to 45 s. Then, for each horizontal wind condition
considered, i.e. Vw = {−10,−5, 0, 1, 2}m s−1, the uni�ed criterion in (A.1) is evaluated, resulting
in the �ve maps displayed in Fig. A.5.

1For a discussion about the importance of this aerodynamic characterisation on the simulation results, please read
Remark 6.6.
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Figure A.5: Final optimisation maps for di�erent mean wind speeds, Vw ∈ [-10,2] m s−1.
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Figure A.6: Block diagram of the control solution (see Chapter 6), highlighting the use of the relative-pose
optimisation module.

The di�erent maps show that the recommendable poses signi�cantly depend on the wind condi-
tions. For instance, it is advisable stay almost on the vertical of the EE target for strong headwinds,
but this con�guration should be avoided in other cases. Nevertheless, some consistent recommen-
dations can be given for all wind conditions, such as avoiding horizontal far-range con�gurations
due to their signi�cantly reduced success ratio. On the other hand, close-range poses have dis-
played acceptable results for all the range of windspeeds here considered, being recommended for
operations in which this parameter is hard to estimate, or even has not been estimated at all. This
result is specially interesting considering that, according to the unperturbed preliminary analysis
in Fig. A.4, this was already recommended if the optimal conditions were not possible.

Finally, in [C2] an optimiser was added to the controller presented in Chapter 6 to reformulate
the relative-pose dynamically as a function of the measured windspeed, as highlighted in Fig. A.6.
This, nonetheless, showed inconclusive results. Taking into account that changing the UAV refer-
ence with respect to a parameter with a small characteristic time, such as wind gusts, reduced the
accuracy of the operation, it was chosen instead to account for a �ltered value of the windspeed.
This, on the other hand, introduces signi�cant delays to the pose recommendation, potentially
leading to con�gurations that inherently contravene the recommendations. As a �nal approach,
the already relaxed formulation was further simpli�ed to obtain what de�nitely results in a useful
tool. Instead of dynamically changing the platform reference, a recommended con�guration is cal-
culated o�ine on the basis of the mean speed of the wind on the location, hence slightly improving
the performance.
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As an alternative to the manipulation-aware approach in Chapter 6, the redesign of a command-
�ltered backstepping UAV controller to enhance its robustness capabilities against RM oscillations
was presented in [C3]. Although base command-�ltered backstepping (see the rationale in Section
B.1) is a robust strategy, it is not designed to cope with such disturbances. To deal with them, accor-
dingly, an integral action is added to the position control, and a derivative-like action is imposed
to the attitude rate controller, thus obtaining a dampened response to RM oscillations.

B.1 Command-�ltered backstepping rationale

Let us de�ne the UAV position reference as xr , with its associated error ex := xr − x, the
virtual control signal for feedback linearisation given by

U := gez −
T

mQ
Rez = ẍ, (B.1)

and the associated desired stable linear behaviour in closed-loop

ëx +Kx
Dėx +Kx

Pex = 0. (B.2)

Then, by combining (B.1) and (B.2) the desired value of this virtual control signal becomes

U = ẍr − ëx = ẍr +Kx
Dėx +Kx

Pex.

Correspondingly, after pre and post multiplying the de�nition of this in (B.1) with the rota-
tion matrix and the UAV mass, and some other straightforward calculations involving the rotation
matrix de�nition in (3.2), the total commanded thrust becomes

T = mQ ‖U− gez‖ ,

and the attitude references result in

tan θr =
U1 cosψ + U2 sinψ

U3 − g
,

sinφr = −U1 cosψ − U2 sinψ

T/mQ
,

where the yaw angle is left unassigned due to its irrelevance on the position loop. Nonetheless, as
the direction of the platform is generally signi�cant in Aerial Robotics, its reference is given as an
independent reference variable ψr . Accordingly to these references, the attitude loop error can be
de�ned as eΘ := Θr−Θ, with Θr := col(φr, θr, ψr), and the attitude rate error as eΩ := Ωr−Ω,
being Ωr a reference yet to be de�ned.

Proposition B.1. Consider the attitude loop of a multirotor UAV de�ned in (3.3), but omitting the
aerodynamic contributions in τ aero, and the proposed control law given by

τ = Ω× IQΩ + IQ
(
Ω̇r −W>ε +W>eΘ + ΓΩeΩ

)
, (B.3)

and its associate �lters, namely

Ω̇r = ΓT (Ωd −Ωr) , (B.4a)
ε̇ = −ΓΘε +W (Ωd −Ωr) , (B.4b)

Ωd = W−1(Θ̇r + ΓΘeΘ), (B.4c)

with ΓΘ,ΓΩ ∈ R3×3 de�nite positive control gains matrices and ΓT ∈ R3×3 the command �lter
parameter matrix, also de�nite positive but also diagonal and with elements large enough to assure
a fast transient of the attitude rate reference. Then, upon assuming that the position control loop is
signi�cantly faster than its attitude counterpart, the controlled system is (globally) asymptotically
stable.
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Proof. Let us choose the radially unbounded and positive de�nite Lyapunov candidate given by

V1 :=
1

2

∥∥∥eΘ
∥∥∥2

,

and whose time derivative reads

V̇1 = eΘ>ėΘ = eΘ>
(
Θ̇r −WΩ

)
.

Then, by introducing the virtual control signal given by (B.4c), which can be assimilated to the desired
attitude rates to make the whole attitude loop converge, the Lyapunov candidate becomes

V̇1 = −eΘ>ΓΘeΘ + eΘ>W (Ωd −Ω) ,

where the last term is not yet shaped to become negative de�nite, thus demanding an add-on to
conclude the proof. This is obtained after rede�ning the attitude error as ēΘ := eΘ − ε, dealing ε
with the mismatch between the attitude rate reference and its desired value Ωd. To do so, we also
rede�ne the Lyapunov candidate as

V2 :=
1

2

∥∥∥ēΘ
∥∥∥2

,

being its time derivative

V̇2 = (ēΘ)> ˙̄eΘ = (ēΘ)>
[
−ΓΘeΘ +W (Ωd −Ω)− ε̇

]
.

Then, upon using the �lter in (B.4b), this derivative becomes

V̇2 = −(ēΘ)>ΓΘēΘ + (ēΘ)>WeΩ,

also being the last term not yet negative de�nite. Nonetheless, due to its dependency with the attitude
rate error it can be shaped in the step associated to this variable. For this purpose, the �nal Lyapunov
candidate is introduced, namely

V3 := V2 +
1

2

∥∥∥eΩ
∥∥∥2

,

subsequently reading its derivative

V̇3 = V̇2 + eΩ>ėΘ

= −(ēΘ)>ΓΘēΘ + (ēΘ)>WeΩ + eΩ>ėΘ

= −(ēΘ)>ΓΘēΘ + eΩ>
(
W>ēΘ + ėΘ

)
= −(ēΘ)>ΓΘēΘ + eΩ>

[
W>ēΘ + Ω̇r − I−1

Q (−Ω× IQΩ + τ )
]
.

Thus, using the proposed control law in (B.3), this derivative becomes

V̇3 = −(ēΘ)>ΓΘēΘ − eΩ>ΓΩeΩ,

therefore concluding that the solution asymptotically converges to the equilibrium in ēΘ = eΩ = 0.
However, this condition is not the desired outcome of the controller as ēΘ → 0 does not directly im-
ply that eΘ → 0. To �nally achieve this result, the command �lter in (B.4a) is introduced, therefore
granting that the attitude rate reference converges to the aforementioned desired value and, conse-
quently, that the mismatch parameter ε tends to converge to the trivial value. Altogether, the only
set of equilibria left corresponds to the asymptotic convergence of the system to the zero steady-state
error, thus concluding the proof.
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B.2 Redesign of the command-�ltered backstepping distur-
bance rejection

As commented in the introduction of this appendix, the formulation in Section B.1 is signi�-
cantly a�ected by the RM oscillations in AMs. To deal with this situation, a solution to improve the
disturbance rejection capabilities against such disturbances is proposed. This modi�cation can be
divided in two main contributions: i) the trivial –but essential– introduction of an integral action in
the position control, which is based on feedback linearisation; and ii) the addition of derivative-like
action on the core controller (B.3), the mismatch �lter (B.4b), and the desired attitude rate equation
(B.4c), therefore dampening error peaks due to RM oscillations.

On the one hand, the position loop modi�cations directly emanate from a change in the desired
stable behaviour in the close-loop, from (B.2) to

ëx +Kx
Dėx +Kx

Pex +Kx
I

∫ t

t0

exdζ = 0,

∫ t0

0

exdζ = exI,0,

withKx
I ∈ R3×3 a positive de�nite matrix containing the integral action gains, ζ ∈ R a parametri-

sation of time and exI,0 a feedforward integral action introduced to counteract external forces at the
beginning of the operation, typically the weight of the system. Accordingly, the modi�ed virtual
control signal reads

U = ẍr +Kx
Dėx +Kx

Pex +Kx
I

∫ t

t0

exdζ,

being the subsequent steps of the unmodi�ed approach used thereafter. On the other hand, for the
derivative-like action in the attitude loop, a similar approach to Proposition B.1 is chosen1.

Proposition B.2. Consider the dynamic formulation employed in Proposition B.1 –i.e. (3.3), but
omitting the aerodynamic contributions– and the modi�ed controller given by

τ = Ω× IQΩ + IQ
(
Ω̇r −W>ε +W>eΘ + ΓPΩeΩ + ΓDΩ ėΩ

)
, (B.5)

and its associate modi�ed �lters reading

Ω̇r = ΓT (Ωd −Ωr) , (B.6a)

ε̇ =
(
I3 + ΓDΘ

)−1 [
−ΓPΘε +W (Ωd −Ωr)

]
, (B.6b)

Ωd = W−1
(
Θ̇r + ΓPΘeΘ + ΓDΘ ėΘ

)
, (B.6c)

where the modi�cations are highlighted in dark red, denoting ΓPΘ,Γ
P
Ω ∈ R3×3 the positive de�nite

proportional control gains matrices already used in Proposition B.1, ΓDΘ ,Γ
D
Ω ∈ R3×3 the newly

introduced positive de�nite derivative-like gains matrices, and ΓT ∈ R3×3 the same command �lter
parameter matrix de�ned in Proposition B.1. Then, upon assuming that the position control loop is
signi�cantly faster than its attitude counterpart and using estimators for the derivatives of the error
variables, the controlled system is (globally) asymptotically stable.

Proof. Let us choose the a new radially unbounded and positive de�nite Lyapunov candidate,
namely

V1 :=
1

2

∥∥∥eΘ
∥∥∥2

+
1

2

∥∥∥eΘ
∥∥∥2

ΓDΘ

,

1For the sake of comparison, the names of the Lyapunov candidates used in Proposition B.1 are maintained.
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where the sub-index in the new term stands for the ΓDΘ -weighted norm. Then, the time derivative
of this candidate reads

V̇1 = eΘ>ėΘ + eΘ>ΓDΘ ėΘ = eΘ>
(
Θ̇r −WΩ + ΓDΘ ėΘ

)
.

By introducing the virtual control signal (B.6c) in this expression, the Lyapunov candidate derivative
reads

V̇1 = −eΘ>ΓPΘeΘ + eΘ>W (Ωd −Ω) .

As happened with the equivalent of this equation in Proposition B.1, an add-on is needed to make the
last term negative de�nite. For that purpose, let us use the rede�nition of the attitude error given by
ēΘ := eΘ − ε, where ε dealt with the mismatch between the attitude rate reference and its desired
value Ωd. Accordingly, we reformulate the second Lyapunov candidate as

V2 :=
1

2

∥∥∥ēΘ
∥∥∥2

+
1

2

∥∥∥ēΘ
∥∥∥2

ΓDΘ

,

being its time derivative

V̇2 = (ēΘ)> ˙̄eΘ + (ēΘ)>ΓDΘ ˙̄eΘ = (ēΘ)>
[
−ΓPΘeΘ +W (Ωd −Ω)−

(
I3 − ΓDΘ

)
ε̇
]
.

Then, upon using the �lter in (B.6b), this derivative becomes

V̇2 = −(ēΘ)>ΓPΘēΘ + (ēΘ)>WeΩ,

also being in this case the last term not yet negative de�nite. Nonetheless, as happened in Propo-
sition B.1, this can be shaped in the step associated to the attitude rate error, whose new Lyapunov
candidate reads

V3 := V2 +
1

2

∥∥∥eΩ
∥∥∥2

+
1

2

∥∥∥eΩ
∥∥∥2

ΓDΩ

,

and its derivative
V̇3 = V̇2 + eΩ>ėΘ + eΩ>ΓDΩ ėΘ

= −(ēΘ)>ΓΘēΘ + (ēΘ)>WeΩ + eΩ>ėΘ + eΩ>ΓDΩ ėΘ

= −(ēΘ)>ΓΘēΘ + eΩ>
(
W>ēΘ + ėΘ + ΓDΩ ėΘ

)
= −(ēΘ)>ΓΘēΘ + eΩ>

[
W>ēΘ + Ω̇r + ΓDΩ ėΘ − I−1

Q (−Ω× IQΩ + τ )
]
.

Finally, using the modi�ed control law in (B.5), the derivative reads

V̇3 = −(ēΘ)>ΓΘēΘ − eΩ>ΓΩeΩ,

just as in Proposition B.1. Correspondingly, the command �lter in (B.6a) is introduced to assure that
ēΘ → 0 implies eΘ → 0, thus concluding the proof.

B.3 Numerical validation

After presenting the theoretical contribution, the associated advances in terms of disturbances
rejection are studied in simulation, being the RM considered a disturbance to the operation of
the whole AM. For the sake of simplicity, the manipulator motion is modelled using a spherical
manipulator that emulates the complete RM complexity via its properties at the centre of gravity
instead of assembling individual models for each of the segments of the RM. Additionally, the
explicit aerodynamic model in Section 3.2 –which in turn derives from [C6]– is used to include the
e�ects of external aerodynamic e�ects, thus enriching the simulation scenario.2

2For a discussion about the importance of this aerodynamic characterisation on the simulation results, please read
Remark 6.6.
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Figure B.1: Position of the centre of gravity of the RM in spherical coordinates, with θRM1 the azimuth, θRM2

the polar angle and LRM the distance to the centre of gravity of the UAV, including a detail plot
of each of the signals and highlighting the envelope of these state variables.
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Figure B.2: Aerodynamic forces and torques during the numerical validation according to the model in
Section 3.2.

Then, before presenting the simulation results, let us �rstly characterise these two disturbances.
On the one hand, the equivalent manipulator state is represented via the spherical coordinates of
its centre of gravity –correspondingly to its con�guration–, as depicted in Fig. B.1. It is worth
noting that a complex and aggressive motion of this system has been chosen to assure a negative
coupling with the platform in a conservative approach. This includes substantial displacements of
the centre of gravity (up to 8 cm) and oscillations with diverse amplitudes and frequencies in all
the state coordinates. On the other hand, the aerodynamic e�ects on the platform for the current
experiment are shown in Fig. B.2. Note that they essentially depend on the airspeed –in this case
without wind disturbances, this is equivalent to the ground speed associated to Fig. B.3–, thus
being constant when the platform is in hover and varying for non-steady regimes.
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Figure B.3: Comparison between the modified solution (darker colours) and the standard command-filtered
backstepping one (lighter colours) in terms of UAV tracking, where their respective references
are denoted with black lines.
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Figure B.4: A�itude, a�itude rate and rotor speed errors for both the unmodified backstepping and the
proposed modification, where each component is identified using colours increasing from blue
to gray (i.e. roll error corresponds to the first component, in blue, while the error of the last rotor
is its fourth component, accordingly gray).

Finally, the advances obtained have a twofold impact: i) on the overall position AM perfor-
mance, as depicted in Fig. B.3, and ii) on the attitude oscillations to perform this position tracking
(see Fig. B.4), with an evident relation with the power consumption of the system. Although the
results of the �rst do not show ground-breaking improvements, a slightly faster convergence is
achieved for the horizontal positions as well as a noticeable correction of the steady-state error in
the vertical one, associated to the inclusion of the position integral action. However, the most sig-
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ni�cant improvements are related to the second analysis. In Fig. B.4, we can identify a noticeable
reduction of the error oscillations in both the attitude and its rates away from reference changes.
This cancellation of disturbances utterly contributes to the accuracy of the manipulation operation
and to the power e�ciency of the system, thus improving the performance of the whole AM. Ad-
ditionally, the impact of the solution on the rotor speed error oscillations –in which a simplistic
propulsion model, Ti = kωrωr with kωr constant, was considered– is also included directly from
[C6]. Although this step of the controller has not been considered in the current thesis due to its
limited contribution, this particular result evinces that the use of the proposed controller has a
signi�cant impact on the variation of the rotor speeds and, therefore, on the power consumption,
as aforementioned.
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