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Measurements of dispersion forces between colloidal latex particles
with the atomic force microscope and comparison with Lifshitz theory
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Interaction forces between carboxylate colloidal latex particles of about 2 pm in diameter immersed
in aqueous solutions of monovalent salts were measured with the colloidal probe technique, which
is based on the atomic force microscope. We have systematically varied the ionic strength, the type
of salt, and also the surface charge densities of the particles through changes in the solution pH.
Based on these measurements, we have accurately measured the dispersion forces acting between
the particles and estimated the apparent Hamaker constant to be (2.0 & 0.5) x 1072! J at a separation
distance of about 10 nm. This value is basically independent of the salt concentration and the type
of salt. Good agreement with Lifshitz theory is found when roughness effects are taken into account.
The combination of retardation and roughness effects reduces the value of the apparent Hamaker
constant and its ionic strength dependence with respect to the case of ideally smooth surfaces.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4867541]

. INTRODUCTION

The theoretical framework to calculate forces between
electrically neutral macroscopic bodies based on their dielec-
tric spectra was developed by Lifshitz and co-workers al-
most 50 years ago.' This theory generalized the earlier work
of van der Waals, which focussed on non-retarded forces at
small distances, and the one of Casimir and Polder, treat-
ing retardation effects that are important at larger separation
distances. While such forces are being associated with any
of the names mentioned, we will refer to dispersion forces
here. These forces are typically attractive, but they can be re-
pulsive for certain combination of materials."*” Dispersion
forces control adhesion between surfaces, aggregation, or de-
position rates of colloidal particles, or attachment of particles
to air bubbles in mineral flotation processes.’*310 These
forces are attracting renewed interest, especially in the de-
velopment of microelectromechanical systems or low friction
devices.> 71!

Detailed comparison between experiment and theory was
hampered for a long time. On the theoretical side, there was a
lack of information on the dielectric spectra of the materials
involved over a sufficiently wide frequency range. Nowadays,
accurate dielectric spectra are available for a wide range of
materials, and thus dispersion forces can be calculated with-
out adjustable parameters.'>”'> On the experimental side, the
surface forces apparatus permitted first reliable measurements
of dispersion forces in the crossed cylinder geometry.''®
More recently, torsional devices!'”-'® or total internal reflec-
tion microscopy (TIRM)'>?" were used to measure disper-
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sion forces between a spherical particle and a planar sub-
strate. Closed-loop atomic force microscopes (AFMs) made
the measurements of these forces possible with the colloidal
probe technique.®7 12!

The Lifshitz theory of dispersion forces has been exper-
imentally validated in various systems. Symmetric systems
investigated featured attractive forces and included gold sur-
faces across vacuum'”'8 or liquids'? as well as polystyrene®”
or titania’®> across water. The asymmetric systems studies
involve silica and mica surfaces across water’> as well as
gold/poly(tetrafluoroethylene)® or gold/silica’ across organic
solvents. In the latter two systems, repulsive dispersion forces
were reported. Discrepancies between experiment and the-
ory were attributed to surface roughness, residual charges, or
both.3 121820 Measurements of dispersion forces between in-
dividual particles in solution proved to be difficult. Forces be-
tween colloidal particles were measured with optical tweez-
ers and video microscopy, but the technique is not easily
applicable for attractive potentials.2* Forces between colloidal
particles can be also measured with the AFM-based colloidal
probe technique, whereby the second particle is attached to
the substrate and aligned with the one on the cantilever.>>~>
Attractive forces between zinc sulphide particles were re-
ported, but they featured an unusually strong dependence on
the salt level.”> Earlier measurements of dispersion forces be-
tween polystyrene latex particles proved unsuccessful®® due
to interferences by capillary interactions between nanosized
bubbles.”® More recently, measurements of dispersion forces
involving latex particles were carried out with newly de-
veloped multi-particle colloidal probe technique by some of
us.?*3! This technique permits to attach particles to the AFM-
cantilever and to the substrate in solution without drying.?®3?
Another complication is that dispersion forces in aqueous

© 2014 AIP Publishing LLC
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solutions are often masked by strong double layer forces. At
higher salt concentrations or at lower charge densities, how-
ever, double layer forces weaken and the measured interac-
tions between the particles can be captured by a superposition
of double layer and dispersion forces. This superposition prin-
ciple represents the basis of the classical theory of Derjaguin,
Landau, Verwey, and Overbeek (DLVO).*3

Here we use the multi-particle colloidal probe tech-
nique to measure the interaction forces between individual
polystyrene latex particles across monovalent salt solutions.
The present studies address various ionic strengths, types of
salt, and surface charge densities, and thereby substantially
extend earlier measurements of dispersion forces by TIRM.?
The force profiles are quantitatively interpreted within DLVO
theory, which allows us to determine the contribution due to
dispersion interactions. The observed dispersion forces are
significantly weaker than the ones expected from Lifshitz the-
ory for smooth surfaces. However, this situation can be ratio-
nalized quantitatively by accounting for roughness.

Il. CALCULATION OF FORCES BETWEEN PARTICLES

This section summarizes the calculation of the inter-
actions between spherical particles across an aqueous elec-
trolyte solution. Within the classical DLVO picture, the force
F between two particles at a surface separation distance 4 can
be decomposed as>*

F(h) = Fa(h) + Fgs(h), (1)

where Fg(h) is the double layer force and Fyis(h) the disper-
sion force. We adopt the Derjaguin (or proximity) approxi-
mation that relates the force to the interaction energy per unit
area ®(h) in the following fashion:*

F(h) =27 Rer®(h), 2
where the effective radius is given by
RIR;
Reff = ——-, 3
Ry + R>

where R; and R, are the radii of the two spheres. This pro-
cedure introduces a substantial simplification for the theoret-
ical modelling, since one deals with the plate-plate geome-
try only. By comparing Lifshitz calculations in the plate-plate
and sphere-sphere geometries for polystyrene, the Derjaguin
approximation was shown to be valid for particles with di-
ameters above 0.5 um up to separations of 100 nm within
1%'33,34

The double layer force Fg (/) in monovalent electrolytes
can be obtained accurately within the Derjaguin approxima-
tion by solving the Poisson-Boltzmann equation analytically
or numerically.’>3¢ At large separations, the double layer
force decays exponentially. The range of this force is given
by the Debye length «~!, which is related to the salt concen-
tration as*3

2 2e°Nal
kTe(0)’

where e is the elementary charge, N, is the Avogadro’s num-
ber, I is the ionic strength, k is the Boltzmann constant, T

“
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is the absolute temperature, and ¢(0) is the (static) dielec-
tric constant of water. At shorter distances, the force profile
depends explicitly on the boundary conditions. We adopt the
constant regulation approximation, which introduces an ad-
ditional regulation parameter p. The frequently used constant
charge (CC) and constant potential (CP) boundary correspond
to p = 1 and p = 0, respectively. In the general case, this pa-
rameter can adopt any value p < 1.3

The calculation of the dispersion force Fy;s(7) will be de-
scribed in the following. First we summarize the Lifshitz the-
ory that is used to calculate the retarded dispersion interaction
between smooth surfaces, and then we discuss how the effect
of roughness is introduced.

A. Lifshitz theory
The non-retarded (van der Waals) dispersion interaction
energy between two semi-infinite plates is given by>*

O(h) = — 5)

127 h?’

where A is the Hamaker constant. We will use Eq. (5) to anal-
yse the experimental force profiles in an approximate fashion.

The Lifshitz theory introduces retardation effects due to
finite velocity of the propagation of electromagnetic fields and
predicts that the dispersion force has a more complex depen-
dence on the separation distance. This dependence is typically
accounted for by introducing an effective Hamaker parameter,
which becomes a function of the separation /4. By analogy to
Eq. (5), this effective Hamaker parameter is defined as’>

Aett(h) = —12 7 h> ®(h). (6)

In the non-retarded case, the effective Hamaker parameter
corresponds to the Hamaker constant A. For the free energy
®(h) per unit area of two parallel flat dielectric plates (half-
spaces) separated by another dielectric medium we use the
formulation of Mahanty and Ninham of the classical Lif-
shitz’s theory and write3338

®(h) =

N | &
hl"ﬂ

1 o0
E/dqqln [¢0(q: )]

n=1

0
+Z/dqqln[¢(q;i§n,h)] , ©)
0

where ¢ is the magnitude of the wave vector with units of
inverse length, &, = 27 nkT/A with n being the summation
index, % is Planck’s constant, and

- 2
. . (it —2th
¢(q’l€’h)_[l <t‘+t> ‘ ]
. - . 2
«|1- (Gt e
E(IE)/T + e(i&)/t

with the abbreviations = ./g%+ £2¢2(i§)/c? and
I =./q%+&282(i§)/c?, while ¢ denotes the speed of

light in vacuum and i = +/—1. The permittivity functions
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&(w) and &(w) refer to the solid material and the liquid
in between, respectively, and they have to be known as a
function of the angular frequency w. The zero frequency term
is given by

£(0)/s —£(0)/q

2
£(0)/s +8(0)/q] exp(=2sh), ()

dolg;h) =1— [

where s = /g2 + «2 and « is the inverse Debye length de-
fined in Eq. (4). The latter expression accounts for the ef-
fects of salt, when the medium separating the two half spaces
is a dilute electrolyte rather than a perfect dielectric. Ma-
hanty and Ninham?*3® have shown that response of free ionic
charges contributes significantly only to the n = 0 (static)
component. The above expressions are evaluated numerically
by truncating sums at n = 300. The accuracy of this ap-
proximation in the relevant separation range of 0.1 nm < h
< 1000 nm was tested by doubling the number of terms in
the sum and is about 1%. The frequency dependent permittiv-
ity functions £(i§) and £(i£) for aqueous electrolyte solutions
and polystyrene are approximated as

d:
(i), E@&) =1+) ——
£(i§). G Ytk

Ji

, 10
L ptm s oy 10

where we used the parameters d;, 7}, fi, gk, and wy as tabulated
in the book by Russel et al.>* on page 141. Figure 1(a) shows
the calculated dependence on the surface separation / of the
effective Hamaker parameter A.¢(h) for smooth surfaces for
the two ionic strengths of 1 mM and 1 M. The curves corre-
sponding to these two values delimitate from above and below
the grey shaded region in Fig. 1(a). For any salt concentration
between these two values, the corresponding curves Acg(h) lie
within this region.

B. Roughness effects on dispersion forces

Various studies have addressed effects of roughness on
dispersion forces.!®:2%:3943 Our calculations rely on the Der-
jaguin approximation, which is expected to be applicable to
surfaces of moderate roughness. The calculation proceeds in
two steps. The first step calculates the interaction between a
finite set of imaginary pillars with random heights arranged
on a finite contact zone of surface S, while the second step av-
erages over independent realizations of the random heights of
these pillars.*> With these assumptions, the dispersion force
between two rough spheres can be expressed as

Fais = 27 Rege(@P[D(x, )]1)

dxd
— 27 R // Y o (D)), (D)

S

where ® denotes the free energy per unit area of two rough
plates as a functional of the separation-distribution D(x,y) at
locations with the lateral Cartesian coordinates x, y, ®p, is
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| Retarded Smooth (a)

Non-retarded
Smooth

Effective Hamaker Parameter (J)

1 10 100
Separation Distance (nm)

(b)

1mM Non-retarded
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Effective Hamaker Parameter (J)

RMS 1 nm

1 10 100
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FIG. 1. Effective Hamaker parameter versus the surface separation distance
h calculated with the Lifshitz theory including roughness described by a
Gaussian height distribution. The figure compares force profiles at two dif-
ferent salt concentrations of 1 mM and 1 M, and the shaded areas indicate the
region of the location of the profiles with concentrations in between. The vari-
ous shaded regions correspond to various root mean square (RMS) roughness
and different number N of discrete pillars. The latter number characterizes the
ratio between the areas of the interaction zone and of individual topographic
features on the surface. (a) The effect varying the RMS roughness for fixed
N = 100. The results for smooth surfaces are shown in grey. (b) The effect
varying of the number N of pillars for fixed RMS of 1 nm.

the plate-plate interaction energy per unit area for smooth sur-
faces, and the average (...) denotes the ensemble average. The
separations D(x,y) are determined by the height distributions
of hj(x,y) and h,(x,y), which both obey the same probabil-
ity distribution, since the statistical properties of both particle
surfaces are expected to be the same. The integral in Eq. (11)
can be calculated by discretization by means of individual sur-
face area elements. The size of one element reflects the size
of a typical topographic feature (i.e., height-height correlation
length) and Eq. (11) can be therefore further approximated as

chp(Di)
N b

N
Fgis = 27 Regy Z

i=1

(12)

where i runs over the number of area elements pairs at
coordinates x; and y; in which the surface is discretized,
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D; = D(x;,y;), and the average is taken over various realiza-
tions {D;};i=1, ...~

Equation (12) is used to calculate dispersion interac-
tions between rough surfaces. In practice, the calculation pro-
ceeds as follows. For a given height distribution, one can
generate two sets of height profiles with N elements each,
{h1.i}i=1...~ and {hy ;}i=1.. N, Which represent the dis-
cretization of two rough surfaces into a collection of pillars
at each surface area element. The point of mechanical contact
is determined for the index i at which the summed heights are
maximal, namely,

hic+hye=max{h; +hyitiz1,..N- (13)

Observing that h; ; 4+ hy ; + D; is independent of the index
i, the local separations are obtained in terms of the surface
separation A as

Di=h+hic+hy.—hi; —hy;. (14)

The sum in Eq. (12) is then computed for all separations of
interest with the expression for @, corresponding to the var-
ious cases considered. The steps above are repeated for dif-
ferent realizations of the sets of heights {h; ;}i=1,..,
{h2,i}i=1.. ~n- We have normally used 100 realizations and
for few cases it was checked that doubling the number of re-
alizations does not lead to substantial changes. For fixed A,
the results of various realisations are then averaged to finally
obtain the interaction forces.

In order to estimate the interaction between two simi-
lar spherical, rough colloids, by means of the procedure de-
scribed above, the height distribution and the number of pil-
lars N must be known. For illustration purposes, we have used
a Gaussian distribution of zero mean, which is thus com-
pletely characterized by the standard deviation, the latter also
being referred to as root mean square (RMS) roughness. We
have equally varied the number of pillars N in the relevant
interaction zone to investigate the effect of the correlation
length. The area occupied by each pillar corresponds to the
square of the height-height correlation length, while the area
of the interaction zone represents the surface area, which con-
tributes substantially to the interaction. The number of pillars
N thus reflects the ratio between the area of interaction zone
and the area of each pillar.

Figure 1 shows the calculated effective Hamaker param-
eter as a function of the separation distance. Figure 1(a) il-
lustrates the effect of varying the RMS of the roughness at
a fixed number of pillars N = 100 in the relevant interac-
tion zone. The important qualitative feature is that while for
a smooth surface the effective Hamaker parameter decreases
monotonically, for a rough surface it actually passes through a
maximum. This feature indicates that at small separations, the
dispersion forces between rough surfaces are weaker than
the ones between smooth ones.** Second observation is that
the effective Hamaker parameter decreases with increasing
RMS of the roughness. This behaviour can be intuitively un-
derstood since in the presence of roughness, the contact is
determined by a small number of asperities, while large parts
the surfaces are not in contact. This gap effectively increases
the actual separation and consequently reduces the disper-
sion force. This effect is most pronounced at short separation

J. Chem. Phys. 140, 104906 (2014)

distances, while it becomes unimportant when the surfaces are
widely separated. The third notable consequence of roughness
is that it diminishes the dependence of the dispersion interac-
tions on the ionic strength. For smooth surfaces, the salt de-
pendence is significant at small separations, but it becomes
negligible when the separation is increased above roughly 10
nm. Since roughness reduces the dispersion interactions at
short separations, this effect also eliminates the contributions,
which would have had induced significant ionic strength de-
pendence the force. Therefore, the dependence on the ionic
strength is reduced. While an increase in the ionic strength
from 1 mM to 1 M may reduce the dispersion force by about
35% for a smooth surface at surface separations below 1 nm,
the maximum reduction is only about 15% for RMS of
1 nm, and this effect is hardly noticeable for RMS of 5 nm.
Figure 1(b) shows the influence of the number of pillars N
in the relevant interaction zone on the effective Hamaker pa-
rameter for RMS of 1.0 nm. Increasing the number of pil-
lars decreases the strength of the interaction, even though the
effect is relatively weak compared to that due to increasing
RMS. This reduction can be understood as follows. When N
is increased, the tail of the roughness distribution is sampled
more effectively, and therefore the terms with larger local sep-
aration contribute more strongly. This reduction will be most
noticeable at small N, where finite-size effects in sampling the
height distribution are significant.

lll. EXPERIMENTAL
A. Materials

Carboxyl-terminated surfactant-free polystyrene latex
particles were obtained as an aqueous suspension from In-
terfacial Dynamic Corporation (Portland, OR). The diame-
ter of the particles was 1.94 um and the polydispersity index
was 9.7% as determined by transmission electron microscopy
by the manufacturer. The carboxyl latex particle suspensions
were dialyzed against pure water with a cellulose membrane
having a molecular mass cut-off of 300 kg/mol (Spectrum).
The experiments were carried out with suspensions of a par-
ticle concentration around 80 mg/l. All solutions were pre-
pared with Milli-Q water adjusted to pH 3.0, 4.0, and 5.6
with HCI (Sigma-Aldrich) and to the desired ionic strength
by adding monovalent salt. The measurements were carried
out with KCI, KSCN (Acros Organics), and CsCl (Sigma-
Aldrich). Dissolved gases were removed from the electrolyte
solutions with a Gastorr degasser during 1 h at 100 mbar.
The pH was checked after the experiment and remained con-
stant. Experiments were carried out at room temperature of
23 +2°C.

B. Force measurements

The multi-particle colloidal probe technique was used
to measure the interaction forces between latex particles im-
mersed in monovalent electrolyte solutions. The measure-
ments were carried out with a closed-loop AFM (MFP-3D,
Asylum Research) mounted on an inverted optical microscope
(Olympus IX 70).
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The glass plate that seals the AFM fluid-cell was cleaned
for about 2 h in a piranha solution, which consists of
a mixture of H,SO4 (98%) and H,0, (30%) in a ratio
3:1. After rinsing with Milli-Q water and drying with ni-
trogen, the plate was cleaned for 20 min in air plasma
(PDC-32G, Harrick, New York) and finally silanized with
3-(ethoxydimethylsilyl)propylamine (Sigma-Aldrich) in an
evacuated container overnight. The cantilevers (uMasch,
Tallin, Estonia) were directly cleaned in the air plasma and
silanized in the same fashion. The fluid cell was sealed with
the silanized glass plate and the particle suspension was in-
jected into the cell. The particles were left to adhere to the
substrate for about 2 h. The particles that did not adhere
to the substrate were removed by rinsing the cell with the
same degassed electrolyte solution as the one used to sus-
pend the particles. Subsequently, a colloidal spherical par-
ticle was picked up with the AFM cantilever. The attach-
ment is sufficiently strong to prevent rotational motions of
the particles, even though small librations upon approach can-
not be excluded. Such librations may lead to more attractive
force profiles. The attached particle was centred above an-
other particle on the substrate and the alignment was checked
through the interference fringes observed with the optical mi-
croscope. The alignment has a lateral precision of better than
0.1 um. The interaction forces were obtained by averaging
about 150 approach and retraction cycles, which were accu-
mulated with a sampling rate of 5 kHz, a cycling frequency
of 0.5 Hz, and approach-retraction velocities of 300 nm/s. For
these velocities, effects of hydrodynamic interactions are neg-
ligible. While these forces increase upon approach, they are
only about 3 pN at a distances 2 nm. After a measurement
sequence, the particle used was detached and another parti-
cle was attached to the cantilever. Forces were measured for
at least 3 pairs of particles, and the results showed good re-
producibility between the different pairs. This finding indi-
cates that large scale surface heterogeneities do not play an
important role. The zero separation was obtained from the
onset of the constant compliance region with a precision of
about 0.5 nm. The cantilever deflection was converted into
force through the spring constant of the cantilever. The can-
tilever spring constants were in the range of 0.15-0.3 N/m,
and they were measured independently by analysing the ther-
mal fluctuations of the cantilever** or by measuring its reso-
nance frequency and its lateral dimensions.*> Results agreed
within 10% and the average of these results was used. The
measured forces were finally normalized with the effective
radius given by Eq. (3). The necessary diameters of the in-
dividual particles were obtained with the optical microscope
with a precision of about 0.2 pum.

C. Imaging

Cypher-AFM (Asylum Research, Santa Barbara) was
used to image the particles in solution with the amplitude
modulation mode. Biolever mini cantilevers (AC40TS, Olym-
pus, Japan) with a tip radius below 9 nm and a resonance fre-
quency of 25-30 kHz were used.

J. Chem. Phys. 140, 104906 (2014)

Functionalized mica was chosen as the substrate. The
functionalization was achieved by incubating for 5 min
the freshly cleaved mica sheets in a solution of lin-
ear poly(ethylene imine) (Polysciences) of molecular mass
around 2.5 kg/mol, polymer concentration of 55 mg/l, and pH
4.6. The surface was then rinsed with water and dried in a
stream of nitrogen. The particles were deposited from a par-
ticle suspension in 1 mM KCl solution of pH 5.6 at a particle
concentration around 200 mg/l. The substrate was incubated
in the suspension during 15 min, and the particles that did
not adhere to the substrate were removed by rinsing the mica
surface with pure electrolyte solution.

Images were acquired with a scan rate of 0.5 pum/s, a
free oscillation amplitude (FOA) of about 20 nm, and a set
point corresponding to around 70% of the FOA. The can-
tilever spring constant was 0.09 N/m as measured through
thermal fluctuations. The RMS roughness of 15 particles was
determined by imaging the topography of an area of 0.5
x 0.5 um? on the surface of each particle.

D. Electrophoresis

Electrophoretic mobilities of the latex particles in sus-
pension was determined with laser Doppler velocimetry
(Zetasizer Nano ZS, Malvern Instruments, UK). The same
electrolyte solutions were used as for the direct force
measurements. The electrophoretic mobility was converted
into surface potentials with the standard electrokinetic model
developed by O’Brien and White.*® The single ion conductiv-
ities used in the model of 7.35 S/m/M for K*, 7.77 S/m/M for
Cst, 7.64 S/m/M for C1~, and 6.60 S/m/M for SCN~ were
taken from literature.*’

IV. RESULTS AND DISCUSSION

Force profiles and electrophoretic mobility of negatively
charged carboxylated latex particles were measured in differ-
ent monovalent salt solution and various pH values. These
conditions permitted to investigate eventual specific effects
dependent on the type of ions present and on the surface
charge density. The latter parameter could be tuned since
the degree of ionization of the carboxylic groups depends
strongly on solution pH.

A. Particle imaging

Particle surfaces were imaged in an electrolyte solution
with the AFM in the amplitude modulation mode. Typical
images are shown in Fig. 2. The particles are rather smooth,
but some residual asperities can be systematically observed.
These asperities might represent the precursor particles that
have formed during the synthesis process.*® The height dis-
tribution of these asperities was always close to a normal dis-
tribution, see Fig. 2(c). The RMS roughness did vary some-
what from particle to particle. Analysing about 15 images,
we found an average RMS roughness of 1.1 nm with a stan-
dard deviation of about 0.4 nm. The correlation length was
estimated from the radially averaged height-height correlation
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FIG. 2. AFM imaging in solution of the latex particles used. (a) Spherical
cap image and (b) the corresponding flattened topographic image with the
corresponding gray-scale for the height. (c) The measured relative height
distribution with respect to its mean together with a Gaussian best fit.
(d) Measured average height-height correlation function together with a
Gaussian best fit at small distances.

function, which was calculated from the images. The normal-
ized correlation function did not show any systematic differ-
ences between different particles. To reduce the noise, the
correlation functions calculated from the images were aver-
aged over different particles and the result is shown in Fig.
2(d). The decay at short distances can be well described with
a Gaussian with a standard deviation of 16.3 nm, which we
identify as the correlation length. This model breaks down
at larger distances, where the correlation function indicates
a weak oscillation and becomes negative. Since only an ap-
proximate estimate of the correlation length is needed, a
more detailed analysis of this correlation function was not
attempted.

B. Colloidal probe force measurements

Forces between individual particles were measured with
the colloidal probe technique based on the AFM. Typical re-
sults at different concentrations of KCl electrolyte and var-
ious pH values are shown in Fig. 3. At pH 5.6, the parti-
cles are highly charged and the forces are all repulsive except
at 500 mM, which is the highest ionic strength investigated
(Fig. 3(a)). At pH 4.0, the particles are less charged and
attraction sets in already at an ionic strength of 80 mM
(Fig. 3(b)). At pH 3.0, the particles are very weakly charged,
and the interactions become attractive already at ionic
strengths above 20 mM (Fig. 3(c)).

At larger distances, the force profiles can be accurately
interpreted with classical DLVO theory, and therefore they
convey substantial details on dispersion forces. Thereby, the
profiles were fitted with a superposition of non-retarded
dispersion forces as given in Eq. (5) and double layer inter-
actions. The latter forces were calculated with the Poisson-
Boltzmann equation subject to constant regulation bound-
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FIG. 3. Colloidal probe AFM force measurements between carboxylated la-
tex particles normalized to the effective radius versus the separation distance.
The measurements were carried out in KCI electrolyte solutions of different
ionic strength. Solid lines are best fits with DLVO theory. (a) pH 5.6, (b) pH
4.0, and (c) pH 3.0.

ary condition. At smaller distances, typically below 3 nm,
the measured forces are more attractive than the behaviour
predicted by DLVO theory. In this regime, however, the ac-
tual force profile cannot be measured due to the jump-in
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FIG. 4. Colloidal probe AFM force measurements between carboxylated la-
tex particles normalized to the effective radius versus the separation distance.
The measurements were carried out in KCI electrolyte solutions of different
ionic strength. Solid lines are best fits with DLVO theory. The figure repre-
sents a zoom into Figure 3 such that the minima in the force become visible.
(a) pH 5.6 and (b) pH 4.0.

instability of the cantilever. The additional attractive forces
probably originate from hydrophobic interactions, discrete
charge effects, patch-charge interactions or combinations
thereof.

At intermediate ionic strengths, where the magnitudes
of repulsive and attractive forces become comparable, one
observes a minimum in the force profiles, typically at dis-
tances of 5—15 nm. This minimum can only be clearly seen
once we zoom into Fig. 3. The relevant profiles are replot-
ted on a smaller scale in Fig. 4. This minimum in the force
is related to the so-called secondary minimum in the en-
ergy profile,? which is located where the force profile passes
through zero. The shape of the force profiles in the vicin-
ity of this minimum is particularly sensitive to all parame-
ters entering in the DLVO calculation. Therefore, by fitting
these profiles one obtains reliable estimates for the Hamaker
constant.

Fitting the force profiles with the DLVO theory yields
the diffuse layer surface potential 4, the regulation

J. Chem. Phys. 140, 104906 (2014)

parameter p, the actual ionic strength /, and the Hamaker con-
stant A. The ionic strength and the regulation parameter could
be only obtained from force profiles that feature strong dou-
ble layer interactions. The ionic strength was always within
10% of the value known from the solution composition, and
subsequently it was fixed to the latter value. From subse-
quent fits of the force profiles the regulation parameter varies
somewhat, and one obtains p = 0.49 £ 0.02. This parame-
ter was finally fixed to p = 0.49, and all force curves were
refitted with this value. One thus obtains the surface poten-
tial and the Hamaker constant. The non-retarded expression
for the dispersion force was sufficient to obtain a good fit
of the measured force profiles. For purely attractive forces,
the surface potential and the Hamaker constant could be also
extracted from the fit with confidence, provided the ionic
strength was fixed to the known value obtained from the so-
lution composition. The estimates of the surface potential and
the Hamaker constant obtained in this manner are discussed in
Subsections IV C and IV D.

C. Electrostatic surface potentials

Figure 5(a) shows the dependence of the surface poten-
tials on the KCI concentration that were obtained by fitting
the force profiles. They are compared with surface poten-
tials estimated from electrophoresis (¢ -potentials). The force
profiles depend solely on the magnitude of the potential, but
not on its sign. The negative sign of these potentials is as-
signed such that they agree with the ¢-potentials obtained
from electrophoresis. The negative sign is also compatible
with the carboxylic groups at the particle surface, which be-
come negatively charged when they dissociate in solution.
One observes good agreement between the potentials mea-
sured by AFM and by electrophoresis, especially at small
magnitudes. At higher magnitudes, the electrophoresis results
tend to yield larger magnitudes than the potentials obtained
from the force measurements. Similar deviations between sur-
face potentials of latex particles measured by AFM and elec-
trophoresis were reported in other systems.’’*° Deviations
between these two techniques might be related to surface
charge heterogeneities, which would induce additional rota-
tional motion of the particles.>

The same measurements were carried out in KSCN and
CsCl salt solutions, and the corresponding surface potentials
were shown in Figs. 5(b) and 5(c). The results are similar to
the ones observed in the KCI salt solution. No specific ion
effects were found.

The magnitude of the surface potentials increases with in-
creasing ionic strength and increasing pH. The ionic strength
dependence can be rationalized relatively well with the Gouy-
Chapman equation, which relates the surface charge density o
and the diffuse layer potential 14 for an isolated charged in-
terface as

v 2kT h eo (15)
= —arcsinh [ —— ] .
d e 2kT kgpe(0)
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FIG. 5. Electrostatic surface potentials versus the ionic strength at different
pH as determined from the DLVO fit of the force profiles measured with
the AFM and ¢-potentials determined from electrophoresis. Solid lines are
calculations based on the Gouy-Chapman model. (a) KCI, (b) KSCN, and
(c) CsCl.

The resulting surface charge densities are summarized in
Table I. One observes that their magnitude increases with in-
creasing pH, which can be rationalized with the increasing
degree of ionization of the carboxylic surface groups. On the
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TABLE I. Summary of fitted surface charge densities (mC/m?) from the
measured force profiles.

Salt pH 3.0 pH 4.0 pH 5.6
KCl -0.849 -3.55 -9.60
KSCN ~0.909 —4.54 -113
CsCl -1.02 -2.90 -14.0

other hand, the surface charge densities do not depend on the
type of monovalent salt.

D. Effective Hamaker parameters

Hamaker constants obtained from best fits of the force
profiles with DLVO theory involving non-retarded disper-
sion forces given by Eq. (5) are in the range of (2.0 & 0.5)
x 102! J. These values are basically independent of the
ionic strength, and they are substantially smaller than the non-
retarded Hamaker constant of 14.0 x 1072!J obtained from
Lifshitz theory for smooth surfaces.””3* Consideration of the
finite separation distance and screening by salt may eventu-
ally account for a 30%—-50% reduction, but the resulting val-
ues still remain substantially larger than the measured one.
On the other hand, roughness of the surface combined with
retardation effects can explain this reduction in the effective
Hamaker parameters.

To make a more precise comparison with the calcula-
tions, we have assigned to the determined Hamaker constants
a particular separation distance h in the following fashion.
When a minimum in the force was present, the determined
Hamaker constant was associated to the distance of the min-
imum. For purely attractive curves, the attractive region was
divided in two parts. Hamaker constants were then determined
by fitting the DLVO profile to each of them, and the respec-
tive midpoints were taken as the relevant separations. These
fitted Hamaker constants were thus identified with the effec-
tive Hamaker parameters at the respective distance.

The theoretical curves were obtained from Lifshitz theory
including roughness as described in Sec. II. The height distri-
bution was assumed to be Gaussian, which represents a very
good approximation to the experimentally determined height
distributions as illustrated in Fig. 2(c). The RMS roughness
was taken to be equal to the average of 1.1 nm from several
images. The number of pillars was estimated from the ratio
between the area of the interaction zone and the base area of a
pillar. The latter was calculated from the height-height corre-
lation length of 16.3 nm to be about 266 nm?. The interaction
area was obtained by considering the surface area S of two
overlapping imaginary shells around each particle of radius
Re; of thickness /1, where /1 corresponds to the average range
of the interaction. Provided & < Re, this area can expressed
as

S = 27T]71Reff. (16)

By taking the average range of the interaction 7 = 15 nm with
Eq. (16) one obtains an interaction area of about 45700 nm?
and thus N = 170.
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The dependence of the effective Hamaker parameter on
the separation distance is compared with the experimental
data in KCl electrolyte solutions in Fig. 6(a). We show the
results of the calculation for two different ionic strengths,
namely 1 mM and 1 M. The salt dependence is basically
negligible in the present situation. For comparison, the re-
sults are shown of the respective calculations for RMS of the
roughness values of 0.7 nm and 1.5 nm, which correspond
to the mean plus or minus one standard deviation. Thereby,
we present only the results of the calculation at 1 mM for the
smaller RMS, while for 1 M for the larger RMS. Figure 6(a)
confirms that Lifshitz theory with roughness effects can ra-
tionalize the experimentally observed effective Hamaker pa-
rameters in the relevant distance range of 5-20 nm rather
well.

The most important uncertainty entering the calculation
is the variation in the roughness from particle to particle,
which leads to the substantial spread in the calculated curves
as indicated in Fig. 6(a). The dependence on the number of
pillars N as well as on the salt concentration is much weaker.
The present calculations explain nicely why no ionic strength
dependence of the effective Hamaker parameter is observed.
For smooth surfaces, retarded dispersion forces are expected
to show substantial ionic strength dependence at separations
below 10 nm. As discussed in Sec. II, this dependence is
strongly suppressed through the presence of roughness, which
is in full agreement with experimental data.

The electrolytes KCI, KSCN, and CsCl were also inves-
tigated and the corresponding results are shown in Figs. 6(b)
and 6(c). The results for the effective Hamaker parameters as
well as its interpretation in terms of Lifshitz theory includ-
ing roughness are virtually identical for these different salts.
Similarly to double-layer forces, no specific ion effects on dis-
persion forces were found.

One might question an inconsistency in the data interpre-
tation since the non-retarded dispersion force was used to fit
the experimental data, but effects of retardation were used to
interpret the observed values of the effective Hamaker param-
eters. Inspection of Fig. 6 reveals that the effective Hamaker
parameter does depend on the separation distance, but it also
reveals that this dependence is very weak. On the other hand,
the experimental window where dispersion forces can be mea-
sured reliably is the relatively narrow separation range of
5-20 nm. The lower value is given by the resulting devia-
tions from DLVO theory due to the presence of additional at-
tractive forces and the jump-in instability of the cantilever.
The upper value is dictated by the noise in the force measure-
ment, which is around 3 pN. This range covers less than an
order of magnitude in distances, and the expected variation in
the effective Hamaker parameter is <25%. Given the noise in
the experiments, this variation is at the detection limit of the
present setup. Therefore, the use of a non-retarded expression
is justified and this approximation simplifies the data analysis
substantially.

Once the surface potentials have been established, an
alternative approach can be used to determine the effective
Hamaker parameters. At sufficiently high ionic strength, the
double layer component of the interaction force is negligible
at larger separations to a good approximation. Therefore, the
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lines are calculations based on Lifshitz theory with and without roughness at
an ionic strength of 1 mM and 1 M.

force profiles in this regime can be used to directly calculate
the effective Hamaker parameter by means of Egs. (2) and (6).
Such results are presented in Fig. 7 for an ionic strength of
0.5 M and pH 5.6. Under these conditions, the contribution
of the double layer force is about 2% at a distance of 4 nm.
While the scatter of the data is substantial, one observes the
trends are very similar as the ones reported in Fig. 6. This
analysis further supports that the approach leading to the data
shown in Fig. 6 is indeed consistent.

V. CONCLUSION

We have measured interaction forces between carboxy-
lated colloidal latex particles of about 2 um in diameter over
a wide range of salt concentrations and surface charge densi-
ties. The Hamaker constant was estimated to be (2.0 & 0.5)
x 10721 J at a distance of about 10 nm. This value is in good
agreement with the Lifshitz theory estimate when considering
roughness effects. The combination of retardation and rough-
ness effects substantially reduces the effective Hamaker pa-
rameter from the value expected for smooth surfaces and su-
presses the ionic strength dependence of the dispersion forces.
These features are in full agreement with experiment.
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