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a b s t r a c t

The purpose of this work is to compare the classical methods of power flow resolution (Newton–
Raphson and Gauss–Seidel) with a more recent algorithm known as Alternating Search Direction (ASD),
for which its equations, the steps to follow and the parameters to consider are described. In addition,
a series of tests are carried out in different distribution networks where the reduction of execution
time, accuracy, and robustness of the presented algorithm is demonstrated, taking as a reference the
behavior of the well-known Newton–Raphson algorithm. Finally, the advantage of selecting certain
parameters in the ASD algorithm is studied.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Since the beginning of electrical power systems, the Load Flow
roblem has been necessary to determine their correct operation
nd planning. These studies determine the magnitudes of the
oltage and phase angle in each system bus, given the loads and
enerations in the system. For this purpose, different resolution
ethods have been developed over the years, such as the classi-
al Gauss–Seidel and Newton–Raphson methods [1–3], in which
everal alternatives have been proposed to reduce computational
ffort and execution times, as well as to avoid convergence prob-
ems due to the characteristics of the network [4] (i.e., meshed
ransmission networks and radially operated distribution net-
orks), with the aim of being applicable to new challenges arising

n electric grids such as the inclusion of the electric vehicle [5–7],
solated microgrids [8–10], and the inclusion of solar energy [11],
o mention a few. This objective of improving the resolution of
he power flow problem for the new elements included in the
etworks motivates this work to propose a robust resolution
ethod, especially oriented to distribution networks.

.1. Related work

Historically, power flow resolution started with the classical
auss–Seidel method, followed by the Newton–Raphson method;
he latter is the origin of the well-known Fast Decoupled Load
low algorithm [12], and several load flow methods that take
dvantage of the characteristics of the transmission network [13].
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352-4677/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access a

nc-nd/4.0/).
In contrast, tree-sweep-based methods, such as the impedance
matrix-based method, take advantage of the radial characteris-
tics of distribution systems [14]. Numerous methods have been
developed to calculate power flow in distribution networks [15,
16], including unbalanced three-phase load flow methods, which,
despite their high convergence rate, require linearization of equa-
tions due to their high R/X ratio [17–19]. Algorithms have also
been developed to solve hybrid AC–DC distribution networks
combining the advantages of both the Gauss–Seidel and Newton–
Raphson methods [20,21]. However, depending on the type of
network, these methods may present convergence problems or
require a significant amount of computational effort, especially
when dealing with voltage control devices [22–24] and how to
update the Jacobian in each iteration [25–28]. In addition, sev-
eral algorithms have been proposed to solve transmission and
distribution systems simultaneously [29], due to the increasing
distributed generation that influences the flow from distribution
networks to the transmission network [30,31].

1.2. Contributions and organization

The objective of this paper is to propose an alternative method
to solve the load flow problem in distribution networks, com-
paring its behavior with the classical Gauss–Seidel and Newton–
Raphson methods, to demonstrate that this method can be an
attractive alternative that saves computational time and effort
due to its simplicity, compared to current methods that are based
on assumed simplifications that are not always valid in a con-
text of increasing distributed generation and the operation of
distribution networks in a meshed configuration. Furthermore,

this method can be used in both meshed and radial networks,
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Nomenclature

[l + 1
2 ] Superscript indicating the Global step at

iteration l.
[l] Superscript indicating the Local step at

iteration l.
α Global step direction search vector.
β Local step direction search vector.
∆Ic PQ nodes current corrections.
∆Ig PV nodes current corrections.
∆Is Slack bus current corrections.
∆Vc PQ nodes voltage corrections.
∆Vg PV nodes voltage corrections.
∆Vs Slack node voltage correction.
Yr Reduced Ybus matrix.
I Vector of currents.
I0 Vector of slack current contributions.
Qg Reactive powers of PV nodes.
S Vector of complex powers.
V Vector of voltages.
Ycc Admittance matrix of PQ nodes.
Ygc Admittance matrix between PV and PQ

nodes.
Ygg Admittance matrix of the PV nodes.
Ysc Admittance vector between the slack

and PQ nodes.
Ysg Admittance vector between the slack

and PV nodes.
Yss Slack bus admittance.

in contrast to other methods that are only suitable for radial
networks [32,33], thus contributing to the development of a new
set of methods for the resolution of load flows in distribution
networks [34].

The paper is structured as follows. Section 2 presents the
athematical equations of the Alternating Search Directions

ASD) algorithm, together with the parameters that control the
onvergence of the algorithm. Section 3 presents a comparative
xample in which control parameters are modified to improve
onvergence and execution times. Then, the ASD algorithm is
sed to solve different distribution networks to check the be-
avior and robustness of this algorithm compared to classical
ethods. The paper ends with the presentation of the conclusions

n Section 4.

. Method of alternating search directions

The algorithm proposed to solve the load flow problem is
he Alternating Search Direction method [35,36]. In [37] the ASD
ethod is applied to non-linear structural mechanical problems,
here the theory of the method is detailed. The method starts

rom Kirchhoff’s current equations for all buses except the Slack
us, and the corresponding complex power balances, as shown
elow.

r V = I + I0 (1)

S = V ⊙ I∗ (2)

where I0 is a vector of current contributions from the Slack Bus
to the adjacent buses, since the Slack Bus is transformed into
current sources connected to the adjacent buses [38], and Y
r

2

is the reduced matrix Ybus that does not include the slack bus.
By combining Eqs. (1) and (2), the following equations are ob-
tained.

Yr V = (S ⊘ V )∗ + I0 (3)

S∗
= V ∗

⊙ (Yr V − I0) (4)

The ASD method proposes that, when obtaining Eq. (3), the
global linear problem (1) is combined with nonlinear local con-
straints (2) [39]. In this way, the algorithm solves in each iteration
the nonlinear system of equations in two steps, using linear
relationships between voltages and currents, that is, the direction
of the search matrices (α and β). Therefore, the first step of
iteration l consists of solving the following system of equations,⎧⎨⎩I [l+

1
2 ]

− I [l] = α
(
V [l+ 1

2 ]
− V [l]

)
Yr V [l+ 1

2 ]
= I0 + I [l+

1
2 ]

(5)

Similarly, the second step consists of the following system of
equations.{
I [l+1]

− I [l+
1
2 ]

= β
(
V [l+1]

− V [l+ 1
2 ]

)
V [l+1]∗

⊙ I [l+1]
= S∗

(6)

As a consequence, the algorithm is based on solving a ‘‘Global
Step’’ first in each iteration, defined by Eq. (7),

(Yr − α) V [l+ 1
2 ]

=
(
S ⊘ V [l])∗

− α V [l]
+ I0 (7)

followed by a ‘‘Local Step’’, defined by Eq. (8),

β V [l+1]
+

[
(Yr − β) V [l+ 1

2 ]
− I0

]
−

(
S ⊘ V [l+1])∗

= 0
(8)

2.1. Selection of matrices α and β

The search direction for the Global Step, α, is selected as
follows:

α = diag
(
S∗

⊘ |Vb|
2) (9)

where Vb represents the base voltage, approximated in per unit by
Vb = 1. This approximation allows us to modify the admittance
matrix in the Global Step to include the linear model of the loads
(Yr − α). Regarding the search direction in the local step, most
ethods select β → ∞, which implies that the voltage of the

Local Step is inherited from the Global Step. Therefore, a more
appropriate option to select β would be the following:

= diag (Yr − α) (10)

his allows β to have a better spectral approximation of Yr. In
ddition, a good selection for β can also be made as

= diag
(
[Yr − α]−1)−1

(11)

To avoid convergence problems caused by the matrix resulting
rom (Yr − α) being singular, α = −β−1 may also be selected.
owever, this selection does not imply any advantage when
erforming the calculations in the algorithm.

.2. Treatment of PV nodes

Unlike other load flow algorithms, which treat the PV nodes
t the end of each iteration, in the ASD algorithm, this is done at
he end of the Global Step. With the voltage vector obtained in
he Global Step, it is clear that |V [l+ 1

2 ]
| ̸= E , where E is the
spe spe
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expected voltage magnitude at the PV node. Using the admittance
matrix, we can relate the current changes to the voltage changes,[

∆Is
∆Ig
∆Ic

]
=

[Yss Ysg Ysc
Ygs Ygg Ygc
Ycs Ycg Ycc

][
∆Vs
∆Vg
∆Vc

]
Since for the Slack Bus ∆Vs = 0, and initially ∆Ic = 0 for the

oad nodes, we can obtain ∆Vc , which corresponds to the loads,
nd ∆Ig for the PV buses due to voltage corrections in the PV
odes. As a consequence, we obtain the following equations:

Vg = Vspe − Vg (12)

Vc = −Y−1
cc Ycg ∆Vg (13)

Ig =
[
Ygg − Ygc Y−1

cc Ycg
]

∆Vg (14)

Starting by applying a Kron reduction [1] to Yr to calculate ∆Ig
n (14), we can obtain the required corrections in the current of
V buses to keep the voltages as expected,

Ig = YKron ∆Vg (15)

o calculate ∆Vg first, Vspe is obtained, which is the scheduled
alue of the voltage magnitude, keeping the phase calculated in
he global step. Once Eqs. (12)–(14) are solved, Ig , Vc , and Vg are
nown, the latter being the voltages that form the vector V [l+ 1

2 ] of
the updated Global Step. Once Ig and Vg are obtained, the reactive
power of PV buses is calculated according to (16).

Qg = ℑ
(
Vg ⊙ I∗g

)
(16)

2.3. ASD algorithm

The ASD algorithm is detailed below (see also Fig. 1).

(1) Obtain the admittance matrix Yr, in addition to the vectors
S and I0 of the system.

(2) Select the search directions matrices α and β.
(3) Evaluate the starting point for voltages V 0.
(4) Start the iterative process between the Global Step and the

Local Step.
(5) In each iteration, evaluate |V [l+ 1

2 ]
− V [l+1]

| until it is less
than a convergence tolerance ϵ.

.4. Advantages of the ASD algorithm

• The Global Step is linear, while the local step is nonlinear
and generates two valid solutions. The voltage solution that
provides the highest value when solving the Local Step must
be selected.

• The search directions α and β must be calculated only once,
and the corresponding matrices are inverted only in the
initialization process.

• Both the Global Step solution and the Local Step solution
meet the equations of (1) and (2), so (V , I)[l+

1
2 ]

≡ (V , I)[l+1]

which implies that they comply with Eq. (3), which allows
them to be used to control convergence, |V [l+ 1

2 ]
− V [l+1]

|.

.5. Particularizations of the method

By defining the α and β search directions, it can be shown that
he Gauss–Seidel and Newton–Raphson methods are particular-
zations of the Alternating Search Direction method, with these
emonstrations as follows.
3

Fig. 1. Alternating search direction algorithm.

.5.1. Gauss–Seidel algorithm
Selecting β → ∞ and α = YrU, which is the upper triangular

art of the reduced matrix Ybus without diagonal elements, and,
n the other hand, YrL = Yr - α is the lower triangular one, we
an also consider V [l+1]

→ V [l+ 1
2 ], which allows us to reduce

the equation scheme of the Alternating Search Directions method
to Eq. (17).

V [l+1]
= V [l+ 1

2 ]

= YrL
−1

[(
S∅V [l])∗

− YrU V [l]
+ I0

] (17)

Eq. (17) is the classical formulation of the Gauss–Seidel algorithm.

2.5.2. Newton–Raphson algorithm
In order to formally define the Newton–Raphson method as

a particularization of the Alternating Search Direction method, it
is necessary that the equation of current injections at the nodes
(3) is formulated with the voltages in its rectangular form by
separating the real and imaginary parts and using Yr = Gr + jBr,
which allows us to define

M =

[
Gr −Br
Br Gr

]
(18)

W =

[
VRe
VIm

]
(19)

N =

[
NRe
NIm

]
=

=

[
I0Re + (P ⊙ VRe + Q ⊙ VIm) ⊘ (V 2

Re + V 2
Im)

2 2

] (20)
I0Im + (P ⊙ VIm − Q ⊙ VRe) ⊘ (VRe + VIm)
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Fig. 2. CIGRE MV network.
i

hich allows us to write the power equations as follows.

W = N (21)

hen select the search directions β → ∞, and α as follows:

=

[
∂NRe
∂VRe

∂NRe
∂VIm

∂NIm
∂VRe

∂NIm
∂VIm

]
(22)

he last consideration is to select W [l+1]
→ W [l+ 1

2 ], which allows
s to conclude with the Newton–Raphson algorithm defined in
q. (23).

[l+1]
= W [l+ 1

2 ]
= W [l]

− (M − α)−1(MN [l]
− N [l]) (23)

. Comparison of algorithms

In this paper, the comparison between the ASD algorithm and
ewton–Raphson and Gauss–Seidel algorithms is focused on the
xecution time and the robustness of convergence in different
etworks. For the ASD algorithm, two different approaches for
are compared, β → ∞ and β selected according to (11).

he networks used as test cases are the CIGRE distribution net-
ork [40,41], a 33-bus test system [42], a 69-bus system [43],
141-bus system [44] and the IEEE European Low Voltage Test
eeder [45]. The tests were carried out in Matlab using a laptop
ith an Intel Core i5 8300H 2.30 GHz processor, 8 GB RAM, and
indows 10 Pro.
The performance of the algorithm is obtained by measuring

he execution time of the algorithm and dividing it by the number
4

of iterations until convergence. The reported execution time is
an average of the execution times of the algorithm in 1000
executions for each network.

In the end, a robustness test of the ASD method is performed
using the 415-bus distribution network [46], and a network with
10476 buses artificially created using data from [47,48]. The dif-
ferences in the solutions and the number of iterations compared
with the results given by Newton–Raphson (NR) and Gauss–
Seidel (GS) are presented.

3.1. Selection of β → ∞

The first example is the MV network proposed by CIGRE [20],
which is a simple representation of a rural MV distribution net-
work in Germany, which contains 15 nodes, two feeders, and 14
loads (Fig. 2).

Fig. 3 presents the total average execution time for the CI-
GRE network with a minimum demand state, where the NR
performance is taken as a reference. GS presents a reduction in
execution time of 76.53% while ASD has a reduction of 84.63%.
For the same network but with maximum demand, a reduction
of 75.89% for GS with respect to NR and 84.36% for ASD can be
seen in Fig. 4. The total number of iterations and the total average
execution times are also presented in Table 1, together with the
results for other networks.

3.2. Selection of β ̸= ∞

The results obtained if β is selected as in Eq. (11) are presented
n Figs. 5 and 6 for the CIGRE network, with minimum and
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Fig. 3. Total execution times for the CIGRE network in a minimum load state.

Fig. 4. Total execution times for the CIGRE network in a maximum load state.

Table 1
Test results with β → ∞.
Network Algorithm Iterations Percentage of time Total time

CIGRE MT
min

NR 3 100 0.029129
GS 229 23.47 0.006835
ASD 3 15.37 0.004477

CIGRE MT
max

NR 3 100 0.028340
GS 231 24.11 0.006833
ASD 2 15.64 0.004434

33-Bus
Network

NR 3 100 0.151209
GS 126 8.71 0.013166
ASD 4 7.17 0.010842

69-Bus
Network

NR 5 100 1.247267
GS 249 2.93 0.036485
ASD 5 2.44 0.030394

141-Bus
Network

NR 5 100 5.244316
GS 3 1.42 0.074608
ASD 4 1.53 0.080166

IEEE EU LV
Network

NR 3 100 0.007818
GS No convergence
ASD 7 21603.63 1.688946

maximum load, respectively. It can be seen that a reduction of
about 84% is maintained when using the proposed ASD algorithm.
The total number of iterations and the total average execution
time are also presented in Table 2.

3.3. Tests results

Tables 1 and 2 present a summary of the results obtained in
ll tests for both cases, β → ∞ and β ̸= ∞, with a convergence
olerance of 10−4. The percentage presented is measured with
5

Fig. 5. Total execution times for the CIGRE network in a minimum load state
and β selected as in Eq. (11).

Fig. 6. Total execution times for the CIGRE network in peak load state and β

selected as in Eq. (11).

respect to the execution time of the NR algorithm in order to
show the time reduction that occurs in most cases, which is
between 76% and 98% for GS, while for ASD is between 84%
and 98%. In addition to verifying in most cases a significant
reduction, it is also observed that the ASD algorithm tends to
be faster than GS because it performs fewer iterations, with the
exception of the 141-bus network in which it even beats NR in
iterations; this is because, for the required accuracy, GS needs
fewer iterations, but as the accuracy increases, the iterations that
GS requires are greater, which translates into more time to find
a solution. An example is observed in Figs. 7 and 8, where the
execution time behavior with respect to different tolerances for
the CIGRE network. In these figures, it is observed that GS is faster
in networks that are heavily loaded and use low tolerances, while
when a network is not heavily loaded or the required tolerance
is high, the ASD algorithm tends to be better.

The last case analyzed in Tables 1 and 2 is the IEEE EU network,
composed of 906 buses, which is assumed to be balanced, so one-
phase data have been used for generalization. This network is
the exception with respect to the execution time between NR
and ASD, which shows that there is no perfect algorithm for
all networks. Figs. 9 and 10 show the evolution of the voltage
and angle of bus 619 through the iterative process, indicating
the iteration on each label. Bus 619 is the one with the greatest
difference between the response obtained by NR and the one
given by ASD. The average time of each iteration was measured in
both algorithms, 0.002 s for NR and 0.003 s for ASD, which is not
significantly high for a network of 906 buses. It should be noted
that the initialization time of the ASD matrices and vectors was
analyzed, resulting in an average of 1.67 s, which shows that an
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Fig. 7. Execution time versus tolerance for the CIGRE network in a peak load
state.

Fig. 8. Execution time versus tolerance for the CIGRE network in a minimum
load state.

Table 2
Tests results with β ̸= ∞.
Network Algorithm Iterations Percentage of time Total time

CIGRE MT
min

NR 3 100 0.029129
GS 229 23.47 0.006835
ASD 3 15.51 0.004517

CIGRE MT
max

NR 3 100 0.028340
GS 231 24.11 0.006833
ASD 2 15.78 0.004473

33-Bus
Network

NR 3 100 0151209
GS 126 8.71 0.013166
ASD 4 7.30 0.011038

69-Bus
Network

NR 5 100 1.247267
GS 249 2.93 0.036485
ASD 4 2.42 0.030125

141-Bus
Network

NR 5 100 5.244316
GS 3 1.42 0.074608
ASD 4 1.50 0.078763

IEEE EU LV
Network

NR 3 100 0.007818
GS No convergence
ASD 7 22298.49 1.743269

improvement is needed in the construction of these matrices to
achieve a more competitive execution time. Also, note that the
GS algorithm fails to converge in this network.

3.4. Robustness of the method

The robustness test consists of taking the result obtained
y NR as a reference and calculating the maximum difference
etween the GS and ASD solutions by identifying the bus where
6

Fig. 9. Evolution of the voltage of bus 619 in each iteration of the EU network.

Fig. 10. Evolution of the angle of bus 619 in each iteration of the EU network.

Table 3
Results of the networks in radial configuration.
Network Algorithm Max difference

V (p.u.)
Max difference
Ang (rad)

415-Bus Network
β → ∞

GS (Bus 8)
1.15888E−06

(Bus 8)
7.29452E−07

ASD (Bus 93)
1.78809E−06

(Bus 259)
1.30502E−06

415-Bus Network
β ̸= ∞

GS (Bus 8)
1.15888E−06

(Bus 8)
7.29452E−07

ASD (Bus 93)
1.78809E−06

(Bus 259)
1.30502E−06

10476-Bus
Network β → ∞

GS No
convergence

No
convergence

ASD (Bus 5380)
8.90854E−06

(Bus 718)
1.14685E−05

10476-Bus
Network β ̸= ∞

GS No
convergence

No
convergence

ASD (Bus 5380)
8.90942E−06

(Bus 718)
1.14644E−05

the greatest difference in both angle and voltage is achieved. The
415-bus network, composed of 55 feeders, 65 switches, and 480
branches, and the 10476-bus network, composed of 84 feeders,
260 switches, and 10736 branches, are used. Therefore, the test
is performed in both radial and meshed configurations of the
networks. The results are presented in Tables 3 and 4, where high
precision is observed for both GS and ASD. Figs. 11 to 14 show
the evolution through the iterative process of the voltages and
angles of the nodes that present a greater difference between NR
and ASD when the networks are configured radially. It should
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Fig. 11. Evolution of the voltage of bus 93 in the 415-bus network with radial
configuration.

Fig. 12. Evolution of the angle of bus 259 in the 415-bus network with radial
configuration.

Fig. 13. Evolution of the voltage of bus 5380 in the 10476-bus network with
radial configuration.

be noted in Figs. 11 and 12, which correspond to the 415-bus
network, even though the response achieved is not as accurate
with GS with respect to NR, it is a robust response since the
difference is given in amounts of 10−5 but with a smaller number
f iterations, while for the 10476-bus network it is observed that
S does not converge and ASD maintains a behavior similar to NR.
f both networks are configured in a meshed way, Figs. 15 to 18, it
s observed that there is an improvement in the accuracy achieved
or the 415-bus network, Figs. 15 and 16, while for the 10476-bus
etwork, the same high accuracy is maintained, Figs. 17 and 18.
7

Fig. 14. Evolution of the angle of bus 718 in the 10476-bus network with radial
configuration.

Fig. 15. Evolution of the voltage of bus 259 in the 415-bus network with a
meshed configuration.

Table 4
Results of the networks in meshed configuration.
Network Algorithm Max difference

V (p.u.)
Max difference
Ang (rad)

415-Bus Network
β → ∞

GS (Bus 63)
1.02869E−06

(Bus 63)
7.13506E−07

ASD (Bus 259)
9.45733E−07

(Bus 321)
1.92019E−07

415-Bus Network
β ̸= ∞

GS (Bus 63)
1.02869E−06

(Bus 63)
7.13506E−07

ASD (Bus 259)
9.45733E−07

(Bus 321)
1.92019E−07

10476-Bus
Network β → ∞

GS No
convergence

No
convergence

ASD (Bus 8605)
7.21688E−06

(Bus 8658)
6.44443E−06

10476-Bus
Network β ̸= ∞

GS No
convergence

No
convergence

ASD (Bus 8605)
7.22591E−06

(Bus 8658)
6.44209E−06

4. Conclusions

The Alternating Search Directions (ASD) algorithm has proven
to be a competitive load flow algorithm for distribution net-
works, based on comparisons with the classical Gauss–Seidel
and Newton–Raphson methods. This has been demonstrated in
the tests performed in the different networks presented in this
paper, although there are critical cases, such as the European LV
network, where the execution time is not reduced due to the
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Fig. 16. Evolution of the angle of bus 321 in the 415-bus network with a meshed
configuration.

Fig. 17. Evolution of the voltage of bus 8605 in the 10476-bus network with a
meshed configuration.

Fig. 18. Evolution of the angle of Bus 8658 in the 10476-bus network with a
meshed configuration.

time required to build the required matrices before the iterative
process and the number of iterations required to obtain the
solution. However, the ASD algorithm maintains high accuracy
and converges, unlike the Gauss–Seidel algorithm. In addition,
we can conclude that it can be used in both radial and meshed
distribution networks, the latter configuration being the one in
which a higher accuracy is obtained. Therefore, it is an algorithm
that can be further investigated to be applied in the different
electrical grids where distributed renewable energy and electric
vehicle charging stations are included, as well as in MV or LV
microgrids. Furthermore, this paper can be used as a starting
point to investigate the use of the ASD algorithm in unbalanced
8

networks or near the voltage collapse point. Finally, more re-
search is required to select β, which seems to have a great effect
n the behavior of the proposed algorithm.
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